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#### Abstract

In this paper, we consider the problem of allocating a large number of independent, equal-sized tasks to a heterogeneous large scale computing platforms, such as BOINC [1] or Folding@home [15]. We model the platform using a set of servers (masters) that initially hold (or generate) the tasks to be processed by a set of clients (slaves). All resources have different speeds of communication and computation and we model contentions using the bounded multi-port model. Under this model, a processor can be involved simultaneously in several communications, provided that its incoming and outgoing bandwidths are not exceeded. This model corresponds well to modern networking technologies, but for the sake of realism, another parameter needs to be introduced in order to bound the number of simultaneous connexions that can be opened at a server node. We prove that unfortunately, this additional parameter makes the problem of maximizing the overall throughput (i.e. the fractional number of tasks that can be processed within one time-unit) NP-Complete. This result is closely related to results on bin packing with splittable items and cardinality constraints. On the other hand, we also propose a polynomial time algorithm, based on a slight resource augmentation, to solve this problem. More specifically, we prove that, if $d_{j}$ denotes the maximal number of connexions that can be opened at node $\mathcal{S}_{j}$, then the throughput achieved using this algorithm and $d_{j}+1$ is at least the same as the optimal one with $d_{j}$. We also provide a dual algorithm for minimizing the maximal number of connexions that need to be opened in order to achieve a given throughput. Finally, we also propose extensive simulations to assess the performance of the proposed algorithm.
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## Allocation de Clients à Plusieurs Serveurs sur des Plates-Formes Hétérogènes à Grande Échelle

Résumé : Cet article s'intéresse à l'allocation d'un grand nombre de tâches indépendantes et identiques à une plate-forme de calcul hétérogène et à grande échelle, comme BOINC ou Folding@Home. La plate-forme est modélisée par un ensemble de serveurs (ou maîtres) qui détiennent ou génèrent les tâches qui doivent être effectuées par un ensemble de clients (ou esclaves). Les ressources ont des capacités de calcul et de communication différentes, et la contention est modélisée par le modèle multi-port borné. Ce modèle autorise un processeur à participer à plusieurs communications simultanément, tant que ses bandes passantes entrantes et sortantes ne sont pas dépassées. Cela correspond bien au technologies réseau actuelles, mais il faut y ajouter un paramètre supplémentaire pour borner le nombre de connections qui peuvent être ouvertes sur chaque serveur. Nous prouvons que ce paramètre supplémentaire rend le problème de maximisation du débit total (c'est-à-dire the nombre de tâches fractionnaire qui peuvent être exécutées par unité de temps) NP-Complet. Ce résultat est proche d'autres résultats précédents à propos de bin packing avec des objets divisibles et des contraintes de cardinalité. De plus, nous proposons également un algorithme polynomial qui résoud le problème avec une petite augmentation de ressources. Plus précisément, si $d_{j}$ est le nombre maximal de connections que le serveur $\mathcal{S}_{j}$ peut ouvrir, alors notre algorithme atteint le débit d'une solution optimale en autorisant l'ouverture de $d_{j}+1$ connections. Cela fournit également une très bonne approximation au problème dual de minimisation du nombre de connections nécessaires pour obtenir un débit donné. Enfin, nous fournissons également des simulations étendues pour montrer la performance de l'algorithme proposé.

Mots-clés : ordonnancement de tâches indépendantes, bin packing, augmentation de ressources, algorithmes d'approximation, calcul hétérogène

## 1 Introduction

Scheduling computational tasks on a given set of processors is a key issue for high-performance computing, especially in the context of the emergence of large scale computing platforms such as BOINC [1] or Folding@home [15]. These platforms are characterized by their large scale, their heterogeneity and the variations in the performances of their resources. These characteristics strongly influence the set of applications that can be executed using these platforms. First, the running time of the application has to be large enough to benefit from the platform scale, and to minimize the influence of start-up times due to sophisticated middleware. Second, an application executed of a such a platform typically consists of many small independent tasks. This allows to minimize the influence of variations in resource performances and to limit the impact of resource failures. From a scheduling point of view, the set of applications that can be efficiently executed is therefore restricted, and we can concentrate on "embarrassingly parallel" applications consisting in many independent tasks.

In this context, makespan minimization, i.e, minimizing the minimal time to process a given number of tasks, is usually intractable. An idea to circumvent the difficulty of makespan minimization is to lower the ambition of the scheduling objective. Instead of aiming at the absolute minimization of the execution time, why not consider asymptotic optimality and optimize the throughput (i.e. the fractional number of tasks that can be processed in one time-unit once steady-state has been reached)? After all, the number of tasks to be executed in applications such as Seti@home [2] or Folding@home [15] is huge. This approach has been pioneered by Bertsimas and Gamarnik [5] and has been extended to task scheduling in [3] and collective communications in [4]. Steady-state scheduling allows to relax the scheduling problem in many ways. Initialization and clean-up phases are neglected. The precise ordering and allocation of tasks and messages are not required, at least in the first step. The main idea is to characterize the activity of each resource during each time-unit: which rational fraction of time is spent sending and processing tasks and to which client tasks are delegated?

In this paper, we restrict our attention to steady-state scheduling of independent equal-sized tasks. In order to consider a more general model than current settings where a single server is used, we consider that a set of servers initially hold (or generate) the tasks to be processed. Each server $\mathcal{S}_{j}$ is characterized by its outgoing bandwidth $b_{j}$ (i.e. the number of tasks it can send during one time-unit) and its maximal degree $d_{j}$ (i.e. the number of open connexions that it can handle simultaneously). On the other hand, each client $\mathcal{C}_{i}$ is characterized by its capacity $w_{i}$ (i.e. the number of tasks it can handle during one time-unit). $w_{i}$ encompasses both its processing and communication capacities. More specifically, if comp ${ }_{i}$ denotes the number of tasks $\mathcal{C}_{i}$ can processed during one time-unit, and comm ${ }_{i}$ denotes the number of tasks it can receive during one time-unit, then we set $w_{i}=\min \left(\operatorname{comp}_{i}, \operatorname{comm}_{i}\right)$.

Our goal is to build a bipartite graph between servers and clients. We do not assume that the underlying network topology is known. Such an assumption would be completely unrealistic for large scale computing platforms such as BOINC, where Internet is the underlying network. Even for smaller scale platforms, such as Grids, automatic topology discovery tools, such as [10, 20] are much too slow for quickly evolving resources. Moreover, the underlying core
network is usually over-sized, so that contentions mostly take place at node networking interfaces.

To model contentions, we rely on the bounded multi-port model, that has already been advocated by Hong et al. [13] for independent task distribution on heterogeneous platforms. In this model, server $\mathcal{S}_{j}$ can serve any number of clients simultaneously, each using a bandwidth $w_{i}^{\prime} \leq w_{i}$ provided that its outgoing bandwidth is not exceeded, i.e. $\sum_{i} w_{i}^{\prime} \leq b_{j}$. This corresponds to modern network infrastructure, where each communication is associated to a TCP connexion.

This model strongly differs from the traditional one-port model used in scheduling literature, where connexions are made in exclusive mode: the server can communicate with a single client at any time-step. Previous results obtained in steady-state scheduling of independent tasks [3] have been obtained under this model, which is easier to implement. For instance, Saif and Parashar [16] report experimental evidence that achieving the performances of bounded multi-port model may be difficult, since asynchronous sends become serialized as soon as message sizes exceed a few megabytes. Their results hold for two popular implementations of the MPI message-passing standard, MPICH on Linux clusters and IBM MPI on the SP2. Nevertheless, in the context of large scale platforms, the networking heterogeneity ratio may be high, and it is unrealistic to assume that a $100 \mathrm{MB} / \mathrm{s}$ server may be kept busy for 10 seconds while communicating a 1 MB data file to a $100 \mathrm{kB} / \mathrm{s}$ DSL node. Therefore, in our context, all connexions must directly be handled at TCP level, without using high level communication libraries.

It is worth noting that at TCP level, several QoS mechanisms enable a prescribed sharing of the bandwidth [6, 14]. In particular, it is possible to handle simultaneously several connexions and to fix the bandwidth allocated to each connexion. In our context, these mechanisms are particularly useful since $w_{i}$ encompasses both processing and communication capabilities of $\mathcal{C}_{i}$ and therefore, the bandwidth allocated to the connexion between $\mathcal{S}_{j}$ and $\mathcal{C}_{i}$ may be lower than both $b_{j}$ and $w_{i}$. Nevertheless, handling a large number of connexions at server $\mathcal{S}_{j}$ with prescribed bandwidths consumes a lot of kernel resources, and it may therefore be difficult to reach $b_{j}$ by aggregating a large number of connexions. In order to avoid this problem, we introduce another parameter $d_{j}$ in the bounded multi-port model, that represents the maximal number of connexions that can simultaneously be opened at server $\mathcal{S}_{j}$.

The rest of the paper is organized as follows. In Section 2, we present the communication model we use and formalize the scheduling problem we consider. We prove that if we introduce a bound on the maximal number of connexions that can be opened simultaneously at a server, then the problem of maximizing the overall throughput becomes NP-Complete. We also discuss related works dealing with the packing of splittable items with cardinality constraints. In Section 3, we also propose a sophisticated polynomial time algorithm, based on a slight resource augmentation to solve this problem. More specifically, we prove that, if $d_{j}$ denotes the maximal number of connexions that can be opened at node $\mathcal{S}_{j}$, then the throughput achieved using this algorithm and degree $d_{j}+1$ is at least the same as the optimal one with degree $d_{j}$. We also provide a dual algorithm for minimizing the maximal number of connexions that need to be opened in order to achieve a given throughput. Section 4 presents extensive
simulation results comparing greedy based heuristics for our problem. At last, we provide in Section 5 some future works and concluding remarks.

## 2 Model and Related Works

### 2.1 Problem Modeling

Let us denote by $b_{j}$ the capacity of server $\mathcal{S}_{j}$ and by $d_{j}$ the maximal number of connexions that it can handle simultaneously. The capacity of client $\mathcal{C}_{i}$ is denoted by $w_{i}$. All capacities are normalized and expressed in terms of (fractional) number of tasks per time-unit. Moreover, let us denote by $w_{i}^{j}$ the number of tasks per time-unit sent from server $\mathcal{S}_{j}$ to client $\mathcal{C}_{i}$.

A valid solution can be depicted as a weighted bipartite graph between servers and clients (see Figure 1) where the following conditions are satisfied

$$
\begin{array}{lcl}
\forall j, & \sum_{i} w_{i}^{j} \leq b_{j} & \text { capacity constraint at } \mathcal{S}_{j} \\
\forall j, & \operatorname{Card}\left\{i, w_{i}^{j}>0\right\} \leq d_{j} & \text { degree constraint at } \mathcal{S}_{j} \\
\forall i, & \sum_{j} w_{i}^{j} \leq w_{i} & \text { capacity constraint at } \mathcal{C}_{i} \tag{3}
\end{array}
$$



Figure 1: Optimal solution with 3 servers and 4 clients. Throughput=20
Our goal is to maximize the number of tasks that can be processed during one time-unit by the platform, what corresponds to problem MTBD.

## Maximize-Throughput-Bounded-Degree (MTBD):

$$
\text { Maximize } \sum_{j} \sum_{i} w_{i}^{j} \text { under constraints (1),(2) and (3). }
$$

The corresponding decision problem TBD-DEC can be formalized as follows. Throughput-Bounded-Degree-Dec (TBD-Dec):

Instance: A set of $m$ servers $\mathcal{S}_{1}, \ldots, \mathcal{S}_{m}$ with capacity $b_{j}$ and degree $d_{j}$, a set of $n$ clients $\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}$ with capacity $w_{i}$ and a bound $K$

Solution: A weighted bipartite graph between servers and clients with weights $w_{i}^{j}$ satisfying constraints (1),(2) and (3) and such that $\sum_{j} \sum_{i} w_{i}^{j} \geq K$.

TBD-DEc is clearly NP-Complete in the strong sense. For instance, we can use a reduction to $\mathbf{3 - P a r t i t i o n}$ problem [11]. Indeed, let us consider an instance of 3-Partition consisting of $3 m$ items $a_{i}$ such that $\sum a_{i}=m B$ and $\forall i, \frac{B}{4}<a_{i}<\frac{B}{2}$ and let us set $\forall j, \quad d_{j}=3, \quad b_{j}=B, n=3 m, \forall i, w_{i}=a_{i}$ and $K=m B$. Since the overall out degree of the servers is at most $3 m$ and that all clients should be used in order to reach throughput $m B$, then each server should be connected to exactly 3 clients and no client should be connected to more than one server. Since the overall capacity of the server is $m B$, then each server should be connected to 3 clients whose aggregated capacity is exactly $B$, what achieves the NP-Completeness proof.

We will discuss related works dealing with bin packing of splittable items that provide more detailed complexity results in Section 2.2. It is worth noting that the complexity comes from the additional constraint related to the maximal number of connexions that a server can handle simultaneously. Indeed, without this constraint, the corresponding optimization problem becomes Maximize $\sum_{j} \sum_{i} w_{i}^{j}$ under constraints (1) and (3) and can therefore be solved in polynomial time using a linear program solver in rational numbers [17]. This situation is particularly annoying since the bound on the number of simultaneous connexions is a weak constraint. Indeed, even if it may be impossible for server $\mathcal{S}_{j}$ to reach $b_{j}$ by aggregating the bandwidths of a large number of connexions, the influence of one extra connexion on the aggregated bandwidth is very small. Therefore, the parameter $d_{j}$ is mostly introduced to avoid pathological situations where thousands of nodes would connect to the same server.

In order to deal with this weak constraint, we propose in Section 3 a polynomial time algorithm that finds a solution where the maximal degree of a server is $d_{j}+1$ and whose throughput is at least as much as the optimal one with degree $d_{j}$. Since the degree constraint is weak, we can consider that, in practice, our algorithm is optimal. Moreover, the introduction of this extra parameter enables to avoid those pathological situations where too many clients would connect to the same server. We believe that this kind of techniques (resource augmentation on a weak parameter) may be used in many scheduling problems.

Based on the same ideas, the algorithm we propose is also an approximation algorithm for the following dual problem:
Minimize-Degree-Given-Throughput (MDGT): Minimize $\alpha$ such that

$$
\begin{array}{lcl}
\forall j, & \sum_{i} w_{i}^{j} \leq b_{j} & \text { capacity constraint at } \mathcal{S}_{j} \\
\forall j, & \operatorname{Card}\left\{i, w_{i}^{j}>0\right\} \leq d_{j}+\alpha & \text { degree constraint at } \mathcal{S}_{j} \\
\forall i, & \sum_{j} w_{i}^{j} \leq w_{i} & \text { capacity constraint at } \mathcal{C}_{i} \\
& \sum_{i} \sum_{j} w_{i}^{j} \geq T & \text { throughput larger than } T
\end{array}
$$

In particular, it is worth noting that if we set $\forall j, \quad d_{j}=0$, the optimal solution $\alpha^{*}$ of the above optimization provides a solution where the maximal degree of a server is minimized. The corresponding decision problem is also trivially NP-Complete (on the previous instance with $T=m B$, deciding if $\alpha^{*}=$ 3 is equivalent to solve 3 -Partition), but we provide in Section 3 an algorithm that outputs a valid solution with $\alpha \leq \alpha^{*}+1$.

### 2.2 Related Works

A closely related problem is Bin Packing with Splittable Items and Cardinality Constraints. The goal in this problem is to pack a given set of items in as few bins as possible. The items may be split, but each bin may contain at most $k$ items or pieces of items. This is very close to the problem we consider, with two main differences: in our case the number of servers (corresponding to bins) is fixed in advance, and the goal is to maximize the total bandwidth throughput (corresponding to the total packed size), whereas the goal in Bin Packing is to minimize the number of bins used to pack all the items. Furthermore, we consider heterogeneous servers.

As far as we know, Bin Packing with splittable items and cardinality constraints was introduced in the context of memory allocation in parallel processors by Chung et al. [7], who considered the special case when $k=2$. They showed that even in that case this problem is NP-Complete, and proposed a 3/2-approximation algorithm. Epstein and van Stee [9] showed that Bin Packing with splittable items and cardinality constraints is NP-Hard for any fixed value of $k$, and that the simple NEXT-FIT algorithm has an approximation ratio of $2-1 / k$. They also designed a PTAS and a dual PTAS [8] for the general case with constant $k$.

Other related problems were introduced by Shachnai et al. [19], in which the size of an item increases when it is split, or there is a global bound on the number of fragmentations. The authors prove that theses two problems do not admit a PTAS, and provide a dual PTAS and an asymptotic PTAS. In a multiprocessor scheduling context, another related problem is scheduling with allotment and parallelism constraints [18], where the goal is to schedule a certain number of tasks, where each task has a bound on the number of machines that can process it simultaneously, and another bound on the overall number of machines that can participate in its execution. This problem can also be seen as a splittable packing problem, but this time with a bound $k_{i}$ on the number of times an item can be split. In [18], an approximation algorithm of $\operatorname{ratio}^{\max _{i}\left(1+1 / k_{i}\right) \text { is }}$ presented.

## 3 A Resource Augmentation Greedy Algorithm

In this section we present the algorithm SEQ for the problem MTBD, and we prove a result of optimality under resource augmentation.

### 3.1 The Seq Algorithm

We present here a resource augmentation algorithm, in the sense that it provides a solution that slightly breaks one of the constraints of the problem, namely
constraint (2) that deals with the maximal degree of the servers. In the output solution of our SEQ algorithm, the number of clients that connect to a server $\mathcal{S}_{j}$ is at most $d_{j}+1$ instead of $d_{j}$ in constraint (2).

In the following, we will consider lists of clients sorted by increasing capacities, and if $\mathcal{C}=\left\{\mathcal{C}_{i}\right\}$ denotes such a list, we will denote by $\mathcal{C}(l, k)=\sum_{i=l}^{k} w_{i}$ the sum of the capacities of the clients between $\mathcal{C}_{l}$ and $\mathcal{C}_{k}$, both of them included.

The SEQ algorithm maintains an ordered list of remaining clients, and at each step, picks up a server $\mathcal{S}_{j}$ arbitrarily and goes through the list to find a suitable set of clients for this server. It only considers consecutive clients in the list, i.e. whose indexes form an interval of the form $\left[l, l+d_{j}\right]$. This property both decreases the complexity of the algorithm and ensures its correctness.

In order to avoid to waste connexions out of the server, it tries to allocate as many complete clients as possible. Thus, the only client that may be partially allocated to server $\mathcal{S}_{j}$ is the last one in the interval, i.e. client $\mathcal{C}_{l+d_{j}}$. At last, we want to use all of the bandwidth of $\mathcal{S}_{j}$, so the sum of the capacities of the clients have to be at least the capacity $b_{j}$ of the server. If such an interval exists (there may be several, but any of them does the trick), the SEQ algorithm allocates this set of clients to server $\mathcal{S}_{j}$. Client $\mathcal{C}_{l+d_{j}}$ is then replaced by a new client whose capacity is equal to $\mathcal{C}\left(l, l+d_{j}\right)-b_{j}$. In that case the client $\mathcal{C}_{l+d_{j}}$ will be linked to more than one server in the final solution. The list is then updated and reordered, and the algorithm goes on with the next server.

It may happen that there exists no interval with the desired properties, for two reasons. The first one is that $d_{j}+1$ clients are not enough to use all the bandwidth $b_{j}$ (i.e. the overall capacity of the $d_{j}+1$ largest clients is not big enough). In this case, SEQ allocates to server $\mathcal{S}_{j}$ the $d_{j}+1$ largest clients (the last ones in the list). On the other hand, if any set of $d_{j}+1$ clients has overall capacity larger than $b_{j}$ (i.e. the overall capacity of the $d_{j}+1$ smallest clients is already too big), then the algorithm simply allocates the $d$ smallest clients, where $d$ is the smallest index such that $\mathcal{C}(1, d) \geq b_{j}$. In this case also, the last client may be split by creating a new client with capacity $\mathcal{C}(1, d)-b_{j}$. Algorithm 1 gives a more formal description of SEQ.

### 3.2 Approximation Results

In this section, we prove that for all instances $I$ of MTBD, the throughput of the solution $\operatorname{SEQ}(I)$ computed by Algorithm SEQ is at least as good as any valid solution $\mathcal{A}$ of instance $I^{1}$. To this end, we first claim that after the $j$-th step of SEQ, the remaining list of clients is easier to allocate with SEQ than the corresponding remaining clients of solution $\mathcal{A}$ obtained by removing the clients allocated to servers $\mathcal{S}_{1}, \ldots, \mathcal{S}_{j}$. In order to state formally what easier means, we define a relation $\preceq$ on the (ordered) lists of clients.
Definition 3.1 Let $\mathcal{C}$ and $\mathcal{R}$ be two lists of clients of same length $n$, ordered by increasing capacities. We say that $\mathcal{C}$ is easier than $\mathcal{R}$ (denoted by $\mathcal{C} \preceq \mathcal{R}$ ), if

$$
\forall k \leq n, \quad \mathcal{C}(1, k) \leq \mathcal{R}(1, k)
$$

For the sake of simplicity, we consider that the length of the lists of clients remain $n$ through all steps of the algorithm. Removed clients will thus be
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Algorithm 1 Algorithm SEQ
    Set \(\mathcal{S}=\left\{\mathcal{S}_{j}\right\}_{j=1}^{m}\) and \(\mathcal{C}=\operatorname{sort}\left(\left\{\mathcal{C}_{i}\right\}_{i=1}^{n}\right)\);
    Set \(\mathcal{A}=\left\{\mathcal{A}_{j}=\{\emptyset\}\right\}_{j=1}^{m}\) and \(j=1\);
    for \(j=1\) to \(m\) do
        if \(\exists l\) such that \(\mathcal{C}\left(l, l+d_{j}-1\right)<b_{j}\) and \(\mathcal{C}\left(l, l+d_{j}\right) \geq b_{j}\) then
            Split \(\mathcal{C}_{l+d_{j}}\) in \(\mathcal{C}_{l+d_{j}}^{\prime}\) and \(\mathcal{C}_{l+d_{j}}^{\prime \prime}\) with \(w_{l+d_{j}}=w_{l+d_{j}}^{\prime}+w_{l+d_{j}}^{\prime \prime}\) and \(w_{l+d_{j}}^{\prime \prime}=\)
            \(b_{j}-\mathcal{C}\left(l, l+d_{j}-1\right)\)
            Set \(\mathcal{A}_{j}=\left\{\mathcal{C}_{l}, \mathcal{C}_{l+1}, \ldots, \mathcal{C}_{l+d_{j}-1}, \mathcal{C}_{l+d_{j}}^{\prime \prime}\right\}\)
            Remove \(\mathcal{C}_{l}, \mathcal{C}_{l+1}, \ldots, \mathcal{C}_{l+d_{j}}\) from \(\mathcal{C}\)
            Insert \(\mathcal{C}_{l+d_{j}}^{\prime}\) in \(\mathcal{C}\)
        end if
        if \(\mathcal{C}\left(1, d_{j}\right) \geq b_{j}\) then
            Search for the smallest \(l\) such that \(\mathcal{C}(1, l) \geq b_{j}\)
            Split \(\mathcal{C}_{l}\) in \(\mathcal{C}_{l}^{\prime}\) and \(\mathcal{C}_{l}^{\prime \prime}\) with \(w_{l}=w_{l}^{\prime}+w_{l}^{\prime \prime}\) and \(w_{l}^{\prime \prime}=b_{j}-\mathcal{C}(1, l-1)\)
            Set \(\mathcal{A}_{j}=\left\{\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{l-1}, \mathcal{C}_{l}^{\prime \prime}\right\}\)
            Remove \(\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots, \mathcal{C}_{l}\) from \(\mathcal{C}\)
            Insert \(\mathcal{C}_{l}^{\prime}\) in \(\mathcal{C}\)
        end if
        if \(\mathcal{C}\left(n-d_{j}, n\right)<b_{j}\) then
            Set \(\mathcal{A}_{j}=\left\{\mathcal{C}_{n-d_{j}}, \mathcal{C}_{n-d_{j}+1}, \ldots, \mathcal{C}_{n}\right\}\)
            Remove \(\mathcal{C}_{n-d_{j}}, \mathcal{C}_{n-d_{j}+1}, \ldots, \mathcal{C}_{n}\) from \(\mathcal{C}\)
        end if
    end for
    RETURN \(\mathcal{A}=\left\{\mathcal{A}_{j}\right\}_{j=1}^{m}\)
```

considered as 0-capacity clients (and inserted at the beginning of the lists). Note that is does not change the behavior of the algorithm.

The following definition formalizes what the constraints of the problem induce on the lists of remaining clients of an arbitrary solution.

Definition 3.2 Let $\mathcal{R}$ be a list of clients of length $n$, in which client $i$ has capacity $r_{i}$. We say that a list $\mathcal{R}^{\prime}$ is obtained from $\mathcal{R}$ with degree $d$ and capacity $b$ (denoted by $\mathcal{R} \xrightarrow{(d, b)} \mathcal{R}^{\prime}$ ) if

- there exists $C \subseteq\{1, \ldots, n\}$ with $\operatorname{Card}(C) \leq d$,
- there exists $\left(v_{i}\right)_{i \in C}$ such that $\forall i \in C, v_{i} \leq r_{i}$ and $\sum_{i \in C} v_{i} \leq b$,
- $\mathcal{R}^{\prime}=\sigma\left(\mathcal{R} / r_{i}^{\prime} \leftarrow r_{i}-v_{i}, i \in C\right)$ for some sorting permutation $\sigma$.

Let us now consider a given step of the algorithm SEQ, in which the considered server has capacity $b$ and degree $d$. We denote by $\mathcal{C}$ and $\mathcal{C}^{\prime}$ the lists of remaining clients respectively before and after this step. The central lemma of our proof is the following.

Lemma 3.3 If $\mathcal{C} \preceq \mathcal{R}$ and $\mathcal{R} \xrightarrow{(d, b)} \mathcal{R}^{\prime}$, then $\mathcal{C}^{\prime} \preceq \mathcal{R}^{\prime}$.
Proof: We begin by proving two lower bounds for $\mathcal{R}^{\prime}(1, k)$. Let $\sigma$ be the permutation of $\{1, \ldots, n\}$ that is used to sort $\left(\mathcal{R} / r_{i}^{\prime} \leftarrow r_{i}-v_{i}, i \in C\right)$ in order to obtain $\mathcal{R}^{\prime}$, which means $r_{\sigma(i)}^{\prime}=r_{i}$ if $i \notin C$, and $r_{\sigma(i)}^{\prime}=r_{i}-v_{i}$ if $i \in C$. Then,

$$
\mathcal{R}^{\prime}(1, k)=\sum_{i: i \notin c \wedge \sigma(i) \leq k} r_{i}+\sum_{i: i \in c \wedge \sigma(i) \leq k} r_{i}-v_{i}=\sum_{i: \sigma(i) \leq k} r_{i}-\sum_{i: i \in c \wedge \sigma(i) \leq k} v_{i}
$$

For $k \geq d$, since there are at least $k-d$ indexes $i$ that satisfy $i \notin c \wedge \sigma(i) \leq k$, then $\sum_{i: i \notin c \wedge \sigma(i) \leq k} r_{i} \geq \mathcal{R}(1, k-d)$. Together with the fact that $r_{i}-v_{i} \geq 0$, we obtain the first upper bound

$$
\begin{equation*}
\mathcal{R}^{\prime}(1, k) \geq \mathcal{R}(1, k-d) \quad \forall k>d \tag{4}
\end{equation*}
$$

Similarly, since there are $k$ indexes $i$ such that $\sigma(i) \leq k$, then $\sum_{i: \sigma(i) \leq k} r_{i} \geq$ $\mathcal{R}(1, k)$. Together with the fact that $\sum_{i \in C} v_{i} \leq b$, we obtain the second upper bound

$$
\begin{equation*}
\mathcal{R}^{\prime}(1, k) \geq \mathcal{R}(1, k)-b \tag{5}
\end{equation*}
$$

To complete the proof, we need to evaluate $\mathcal{C}^{\prime}(1, k)$. Since we identified three main situations when adding a server, we evaluate $\mathcal{C}^{\prime}(1, k)$ for each possible situation.

Case 1: $\exists l$ such that $A(l, l+d-1)<b$ and $A(l, l+d) \geq b$. In this case the algorithm allocates completely clients $\mathcal{C}_{l}, \mathcal{C}_{l+1}, \ldots, \mathcal{C}_{l+d-1}$ to $\mathcal{S}_{j}$ and splits $\mathcal{C}_{l+d}$ into $\mathcal{C}_{l+d}^{\prime}$ and $\mathcal{C}_{l+d}^{\prime \prime}$. The first $d$ clients of the list $\mathcal{C}^{\prime}$ will thus have zero capacity, and $\mathcal{C}_{l+d}^{\prime}$ will be reinserted in a position before $\mathcal{C}_{l+d+1}$, say between $\mathcal{C}_{p}$ and $\mathcal{C}_{p+1}$.

Then $\mathcal{C}^{\prime}=\left\{\mathcal{C}_{l}^{\prime}, \ldots, \mathcal{C}_{l+d-1}^{\prime}, \mathcal{C}_{1}, \ldots, \mathcal{C}_{p}, \mathcal{C}_{l+d}^{\prime}, \mathcal{C}_{p+1}, \ldots, \mathcal{C}_{l-1}, \mathcal{C}_{l+d+1}, \ldots, \mathcal{C}_{n}\right\}$, and therefore

$$
\mathcal{C}^{\prime}(1, k)=\left\{\begin{array}{rll}
0 & \text { for } & k \leq d  \tag{6}\\
\mathcal{C}(1, k-d) & \text { for } & d<k \leq p+d \\
\mathcal{C}(1, k-d-1)+w_{l+d}^{\prime} & \text { for } & p+d<k \leq l+d \\
\mathcal{C}(1, k)-b & \text { for } & l+d<k
\end{array}\right.
$$

Indeed, for $k \leq d, \mathcal{C}^{\prime}(1, k)$ is a sum over the completely allocated reinserted clients, and thus is a sums up to zero. For the second interval $d<k \leq p+d$, $\mathcal{C}^{\prime}(1, k)$ is a sum of the first $k-d$ capacities in $\mathcal{C}$, since they were shifted by $d$ positions (due to the insertion of $d$ clients at the beginning of the list). In the third interval $p+d<k \leq l+d$, the sum is the same than in the previous interval, but the last element in the sum is replaced by the size of the split client that has been inserted. Finally when $l+d<k$, the sum is equal to the sum in the original list, decreased by the total capacity allocated to $\mathcal{S}$.

Now, using equations (5) and (4), the fact that $\mathcal{C} \preceq \mathcal{R}$ and (6), we have

$$
\begin{aligned}
\mathcal{C}^{\prime}(1, k) & =0 \leq \mathcal{R}^{\prime}(1, k) & & \text { for } k \leq d \\
\mathcal{C}^{\prime}(1, k) & =\mathcal{C}(1, k-d) \leq \mathcal{R}(1, k-d) \leq \mathcal{R}^{\prime}(1, k) & & \text { for } d<k \leq p+d \\
\mathcal{C}^{\prime}(1, k) & =\mathcal{C}(1, k-d-1)+w_{l+d}^{\prime} & & \\
& \leq \mathcal{C}(1, k-d) \leq \mathcal{R}(1, k-d) \leq \mathcal{R}^{\prime}(1, k) & & \text { for } p+d<k \leq l+d \\
\mathcal{C}^{\prime}(1, k) & =\mathcal{C}(1, k)-b \leq \mathcal{R}(1, k)-b \leq \mathcal{R}^{\prime}(1, k) & & \text { for } l+d<k .
\end{aligned}
$$

Case 2: $A(1, d) \geq b$. In this case, since SEQ uses the first $l \leq d$ clients, there is no reordering of the list. The new list $\mathcal{C}^{\prime}$ can therefore be written as $\left\{\mathcal{C}_{1}^{\prime}, \ldots, \mathcal{C}_{l-1}^{\prime}, \mathcal{C}_{l}^{\prime}, \mathcal{C}_{l+1}, \ldots, \mathcal{C}_{n}\right\}$, where $\mathcal{C}_{i}^{\prime}$ has zero capacity for $i<l$. Moreover, since the overall allocated capacity is equal to $b$, we have

$$
\mathcal{C}^{\prime}(1, k)=\left\{\begin{array}{rll}
0 & \text { for } & k \leq l-1 \\
\mathcal{C}(1, k)-b & \text { for } & k>l-1
\end{array}\right.
$$

Hence, by equation (5) together with the fact that $\mathcal{C} \preceq \mathcal{R}$, we have $\mathcal{C}^{\prime}(1, k) \leq$ $\mathcal{R}^{\prime}(1, k)$.

Case 3: $A(n-d, n)<b$. In this case, SEQ allocates completely the $d+1$ last clients to $\mathcal{S}$, and therefore all reinserted clients $\mathcal{C}_{i}^{\prime}$ will have zero capacity and will be reinserted at the beginning of the list. The new list $\mathcal{C}^{\prime}$ can therefore be written as $\left\{\mathcal{C}_{n-d}^{\prime}, \ldots, \mathcal{C}_{n}^{\prime}, \mathcal{C}_{1}, \ldots, \mathcal{C}_{n-d-1}\right\}$. Therefore,

$$
\mathcal{C}^{\prime}(1, k)=\left\{\begin{array}{rll}
0 & \text { for } & k \leq d+1 \\
\mathcal{C}(1, k-(d+1)) & \text { for } & k>d+1
\end{array}\right.
$$

Once again, by equation (4) together with $\mathcal{C} \preceq \mathcal{R}$, we have $\mathcal{C}^{\prime}(1, k) \leq$ $\mathcal{R}^{\prime}(1, k)$.

Now we can state and prove our main result.
Theorem 3.4 Let $\mathcal{A}$ be any valid solution of an instance $I$, and $\operatorname{SEQ}(I)$ be the solution given by algorithm SEQ. Then, the throughput of $\mathrm{SEQ}(I)$ is at least as much as the throughput of $\mathcal{A}$.

Proof: Let use denote by $\mathcal{L C}$ and $\mathcal{L S}$ the lists of clients and servers of instance $I$, respectively. Let $w_{i}^{j}$ be the bandwidth allocated to client $\mathcal{C}_{i}$ on server $\mathcal{S}_{j}$ in the solution $\mathcal{A}$. For all $0 \leq j \leq m$, we will denote by $\mathcal{L} \mathcal{C}_{j}$ the list of remaining clients using SeQ after step $j$ (hence $\mathcal{L C} \mathcal{C}_{0}=\mathcal{L C}$ ), and by $\mathcal{L} \mathcal{R}_{j}$ the list of remaining clients if we remove servers $\mathcal{S}_{1}, \ldots, \mathcal{S}_{j}$ from solution $\mathcal{A}$, i.e. $\mathcal{L R}_{j}=\left(w_{i}-\right.$ $\left.\sum_{k=1}^{j} w_{i}^{j}\right)_{i \leq n}$.

Since $\mathcal{A}$ satisfies the constraints (1), (2) and (3), then $\mathcal{L} \mathcal{R}_{j-1} \xrightarrow{\left(d_{j}, b_{j}\right)} \mathcal{L} \mathcal{R}_{j}$. Lemma 3.3 provides the following implication: $\mathcal{L C}_{j} \preceq \mathcal{L R}_{j} \Rightarrow \mathcal{L C}_{j+1} \preceq \mathcal{L R}_{j+1}$ for all $j<m$. Since $\mathcal{L C} \mathcal{C}_{0}=\mathcal{L} \mathcal{R}_{0}=\mathcal{L C}$, a simple induction proves that $\mathcal{L C} \mathcal{C}_{j} \preceq$ $\mathcal{L} \mathcal{R}_{j}$ for all $j$. In particular,

$$
\begin{equation*}
\mathcal{L C} \mathcal{C}_{m} \preceq \mathcal{L} \mathcal{R}_{m}, \text { and } \mathcal{L C _ { m }}(1, n) \leq \mathcal{L} \mathcal{R}_{m}(1, n) \tag{7}
\end{equation*}
$$

Remark now that $\mathcal{L C} \mathcal{C}_{m}(1, n)$ is the sum of the capacities of the clients that have not been allocated (or have been allocated only partially because of splittings) using SEQ, and so the throughput of $\operatorname{SEQ}(I)$ is given by $\sum_{i} w_{i}-\mathcal{L} \mathcal{C}_{m}(1, n)$. Similarly, the throughput of $\mathcal{A}$ is given by $\sum_{i} w_{i}-\mathcal{L} \mathcal{R}_{m}(1, n)$. Therefore, Equation (7) completes the proof of the theorem.

### 3.3 An Approximation Algorithm for the Dual Problem

This resource augmentation result can also be seen as an approximation for the problem MDGT (Minimize Degree for a Given Throughput). Indeed, if we are given a bound $B \leq \min \left(\sum_{j} b_{j}, \sum_{i} w_{i}\right)$ on the throughput, a simple dichotomic search allows to find the minimum value $\alpha_{\text {SEQ }}$ of $\alpha$ such that the throughput of $\operatorname{SEQ}(I(\alpha))$ is at least $B$ on the modified instance $I(\alpha)$ in which server $\mathcal{S}_{j}$ has degree $d_{j}+\alpha$. Theorem 3.4 states that if there is a solution $\mathcal{A}$ of throughput $B$ for instance $I(\alpha-1)$, then $\operatorname{SEQ}(I(\alpha-1))$ provides a valid solution for instance $I(\alpha)$ of throughput at least $B$.

We have thus that $\alpha_{\text {SEQ }} \leq \alpha^{*}+1$, where $\alpha^{*}$ is the optimal value of the problem MDGT for instance $I$. Since MDGT is NP-complete, this is the best possible approximation result.

## 4 Simulation Results

### 4.1 Heuristics for Comparison

As already mentioned in Section 2.2, related work has been mostly done in the context of Bin Packing, where there is an infinite amount of identical bins, and the goal is to pack all items in as few bins as possible ${ }^{2}$. Interestingly, in this setting, the Next-Fit algorithm has a worst-case approximation ratio of $2-1 / k[9]$, but it can easily be observed that it does not exhibit a constant approximation ratio for the total packed size when the number of bins is fixed. Moreover, most of existing algorithms in this context are approximation schemes, with prohibitive running times. To provide a basis of comparison, we thus introduce three basic and natural greedy heuristics.

LCLS (Largest Client Largest Server) At each step, the client with largest $w_{i}$ is associated with the server with largest available capacity $b_{j}^{\prime}=b_{j}-$ $\sum_{i} w_{i}^{j}$. The client is split if necessary, in which case the remaining $w_{i}^{\prime}=w_{i}-b_{j}^{\prime}$ is inserted in the ordered list.

LCBC (Largest Client Best Connexion) In this heuristic, we also consider the largest client first, but servers are ordered according to their remaining capacity per connexion, which is defined as the ratio between the remaining capacity $b_{j}^{\prime}$ and the remaining available degree $d_{j}^{\prime}$. The server with the largest capacity per connexion is selected. Here also, the client is split if necessary.

OBC (Online Best Connection) This heuristic is an online version of the previous one. All the servers are supposed to be known at the beginning of the execution, but the clients arrive at arbitrary time steps. To model this setting, the clients are considered in an arbitrary order, and we select the server with a remaining capacity per connexion as close as possible to the client's capacity. More precisely, we select the server with the largest $b_{j}^{\prime} / d_{j}^{\prime}$ such that $b_{j}^{\prime} / d_{j}^{\prime} \leq w_{i}$.
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### 4.2 Random Instance Generation

We generate instances randomly, trying to focus at the same time on realistic scenarios and difficult instances. Instances are more difficult to solve when the sum of the server capacities is roughly equal to the sum of the client capacities. Indeed, the minimum of both is a trivial upper bound on the total achievable throughput, and a large difference between them provides a lot of freedom on the largest component to reach this upper bound. Based on the same idea, we generate instances where the sum of the server degrees $\sum_{j} d_{j}$ is roughly equal to the number $n$ of clients.

In order to get a realistic distribution of server and client capacities, we have used information available from the volunteer computing project GIMPS [12] that provides the average computing power of all its participants. A simple statistical study shows that the computational power (based on the 7,000 largest participants) follows a power-law distribution with exponent $\hat{\alpha} \approx 2.09$. We have thus used this distribution and this exponent to generate the capacities of both clients and servers. The resulting values are then scaled so that their sums $\left(\sum_{i} w_{i}\right.$ and $\left.\sum_{j} b_{j}\right)$ are roughly equal. Furthermore, the degree $d_{j}$ of server $\mathcal{S}_{j}$ is chosen proportional to its capacity $b_{j}$ (it seems reasonable to assume that a server with larger capacity can accommodate more clients), with a gaussian multiplicative factor of mean 1 and variance 0.1 .

### 4.3 Results

In the first set of experiments, we have measured the throughput of the solutions proposed by each algorithm. All values are normalized against the previously mentioned upper bound $\min \left(\sum_{j} b_{j}, \sum_{i} w_{i}\right)$. Figure 2(a) shows the average results on 250 instances when the number of servers varies from 20 to 140 (the number of clients is always 10 times the number of servers, and thus the average degree of the servers is 10), and Figure 2(b) shows the result for all the instances with 80 servers, which is a typical case. We can already make some remarks:

- For these instances, the SEQ algorithm performs consistently better than the others. In fact, it almost always reaches the upper bound.
- The performance of the LCBC algorithm is around $4 \%$ worse, and LCLS is around $10-12 \%$ worse than SEQ.
- OBC does not perform too badly on average, but it exhibits a much more higher dispersion than the others. This can be explained by the fact that it is an "online" algorithm, and thus its performance highly depends on the ordering in which clients arrive.

As we tried to investigate the variability of the results obtained, it appeared that LCBC performance strongly depends on the heterogeneity of the client capacities. We have thus plotted on Figure 3 the results for 1000 instances with $m=80$ against the relative mean difference ${ }^{3}$ of the client capacities, which is a measure of their dispersion. For the sake of readability, we have separated the plots for LCBC and LCLS (the performance of SEQ is not sensitive to this heterogeneity measure, so the graph is not shown to save space).
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Figure 2: Simulation results


Figure 3: Normalized throughput against dispersion of client capacities, with $m=80$.

We can observe on these plots that the performance of LCBC gets worse when the heterogeneity increases, at least up to a certain point. On the other hand, the performance of LCLS gets better when heterogeneity is high, and at some point both algorithms perform similarly well. This can be explained by the fact that when there is a very large client in the instance, it is more important to assign it to a large server than to the server with the largest capacity per connexion. Indeed, if the latter is a relatively small server, the large client is split, and the connexions of the smaller server are wasted.

In a second set of experiments, we have computed for each algorithm $\mathcal{A}$ the minimum value $\alpha^{*}$ that needs to be added to the degree of each server so that algorithm $\mathcal{A}$ reaches the upper bound $B=\min \left(\sum_{j} b_{j}, \sum_{i} w_{i}\right)$. Note that the results of Section 3 do not imply that $\alpha^{*} \leq 1$ for algorithm SEQ, since it may well be the case that the upper bound cannot be reached with the original degree sequence. Average results for all algorithms and for varying $m$ are depicted in Figure 4(a), and the values of $\alpha^{*}$ against the dispersion of client sizes for $m=80$ are depicted in Figure 4(b).


Figure 4: Plots of $\alpha^{*}$, the smallest value such that $\mathcal{A}\left(I / d_{j} \leftarrow d_{j}+\alpha\right)=B$.

We can see that as expected, the SEQ algorithm makes very good use of the additional degree, and can almost always reach the upper bound with an increase of 1 or 2 . As expected also, the ranking of algorithms observed for the total throughput is still the same when considering $\alpha^{*}$. We see that with LCBC, one needs about 4 more connexions to reach the bound, and that this number becomes 10 with LCLS and 12 with OBC. Remember that in all of the instances considered, the average degree of the servers is 10 . Simply reasoning about the average values does not give much more information, but the second graph shows that most of the values for LCBC are between 2 and 5 . However, it can be as high as 80 for instances with large dispersion in client capacities, and these high values tend to increase the average. Examination of the results for algorithms LCLS and OBC exhibit the same kind of behaviors, with larger values of $\alpha^{*}$ for the most homogeneous instances, and this explains larger average values. Therefore, for these difficult heterogeneous instances, we can see the benefit of the guarantee proved in Section 3 for algorithm SEQ.

## 5 Conclusion

We considered the problem of allocating a large set of tasks to a fully heterogeneous platform made of servers and clients. We proved that if we add a bound on the maximal number of open connexions a server can handle simultaneously, the problem of maximizing the overall throughput becomes NP-Complete in the strong sense. Nevertheless, we also provided a polynomial time algorithm that reaches the optimal throughput using a very small resource augmentation on the number of connexions. More specifically, we proved that, if $d_{j}$ denotes the maximal number of connexions that can be opened at node $\mathcal{S}_{j}$, then the throughput achieved using this algorithm and degree $d_{j}+1$ is at least the same as the optimal one with degree $d_{j}$. Finally, we also proposed extensive simulations to assess the performance of proposed algorithm.

The approach presented in this paper consists in determining a weak constraint that makes an allocation problem NP-Complete and then to perform resource augmentation on this parameter. We believe that this approach is very promising in the context of steady state scheduling, because it enables to con-
sider more realistic communication models without relying on approximation algorithms that limit the expected throughput.

A natural extension of the work presented in this paper would consist in considering the on-line case, where the set of clients is not known in advance ${ }^{4}$. Simulations performed with a natural greedy on-line algorithm tend to prove that the problem is more difficult in this case, but the questions of finding an appropriate resource augmentation or a satisfying approximation ratio are still open. Another interesting extension would consist in considering more complex virtual topologies (overlay networks) to organize the participating clients. Indeed, the clients have themselves some available outgoing bandwidth and may therefore be used both for processing tasks and for sending data to other clients. This is particularly desirable in the context where the number of opened connexions at a node is bounded and therefore where it may not be possible to use all available resources, even if the overall throughput out of the servers is not exceeded.
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[^1]:    ${ }^{1}$ Remember that if the maximal degree of server $\mathcal{S}_{j}$ is $d_{j}$, SEQ may use $d_{j}+1$ connexions out of $\mathcal{S}_{j}$

[^2]:    ${ }^{2}$ In our context, servers are bins and clients are items

[^3]:    ${ }^{3}$ The mean difference of values $\left\{y_{i}\right\}$ is the average absolute difference of all couples of values. The relative mean difference is the mean difference divided by the arithmetic mean.

[^4]:    ${ }^{4}$ It is worth noting that the algorithm we propose can be considered as on-line if clients are known at the beginning of the execution and servers are added on-line, even if it is not the most reasonable setting for the on line case.

