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Dynamic Solid Textures for Real-Time Coherent Stylization

Pierre Bénard∗ Adrien Bousseau† Joëlle Thollot‡

Grenoble Universities and CNRS, LJK INRIA Grenoble Rhône-Alpes

Figure 1: Dynamic solid textures (on the left) serve as a basis to create a large range of temporally coherent styles. From left to right: a
complex scene (538k tris) is rendered in real-time in a watercolor style, a collage style and a binary style.

Abstract

Stylized rendering methods, which aim at depicting 3D scenes with
2D marks such as pigments or strokes, are often faced with tempo-
ral coherence issues when applied to dynamic scenes. These issues
arise from the difficulty of having to satisfy two contrary goals:
ensuring that the style marks follow 3D motions while preserv-
ing their 2D appearance. In this paper we describe a new texture
based method for real-time temporally coherent stylization called
dynamic textures. A dynamic texture is a standard texture mapped
on the object and enriched with an infinite zoom mechanism. This
simple and fast mechanism maintains quasi-constant size and den-
sity of texture elements in screen space for any distance from the
camera. We show that these dynamic textures can be used in many
stylization techniques, enforcing the 2D appearance of the style
marks while preserving the accurate 3D motion of the depicted ob-
jects.

Although our infinite zoom technique can be used with both 2D or
3D textures, we focus in this paper on the 3D case (dynamic solid
textures) which avoids the need for complex parameterizations of
3D surfaces. This makes dynamic textures easy to integrate in ex-
isting rendering pipelines with almost no loss in performance, as
demonstrated by our implementation in a game rendering engine.
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Graphics—Three-Dimensional Graphics and Realism;
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real-time rendering, stylization, infinite zoom
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1 Introduction

Many non-photorealistic rendering approaches aim at depicting 3D
scenes with styles that are traditionally produced on 2D media like
paper. The main difficulty suffered by these methods is tempo-
ral coherence when stylizing dynamic scenes. This problem arises
from the contrary goals of depicting a 3D motion (induced by the
camera or the 3D objects of the scene) while preserving the 2D
characteristics inherent to any style marks (pigments, strokes, etc).
Achieving these goals without introducing visual artifacts implies
the concurrent fulfilment of three constraints. First, the style marks
should have a constant size and density in the image in order to pre-
serve the 2D appearance of the medium. Second, the style marks
should follow the motion of the 3D objects they depict to avoid
the sliding of the style features over the 3D scene (shower door
effect) [Meier 1996]. Finally, a sufficient temporal continuity be-
tween adjacent frames is required to avoid popping and flicker-
ing. Many solutions have been proposed to provide a trade-off be-
tween these three constraints [Gooch and Gooch 2001; Strothotte
and Schlechtweg 2002]. Unfortunately, the integration of these
methods in existing rendering pipelines (such as game engines) re-
mains challenging due to their computation cost and specialized
data structures.

In this paper we describe dynamic textures, a method that facili-
tates the integration of temporally coherent stylization in real-time
rendering pipelines. Dynamic textures address the specific problem
of temporal coherence for color region stylization, leaving contour
stylization for future work. Our method uses textures as simple data
structures to represent style marks. This makes our approach espe-
cially well suited to media with characteristic textures (eg. water-
color, charcoal, stippling), while ensuring real-time performances
due to the optimized texture management of modern graphic cards.

Central to our technique is an object space infinite zoom mechanism
that guarantees a quasi-constant size and density of the texture ele-
ments in screen space for any distance from the camera. This sim-
ple mechanism preserves most of the 2D appearance of the medium
supported by the texture while maintaining a strong temporal coher-
ence during animation. The infinite zoom illusion can be applied to
both 2D and 3D textures. However, we present our approach for
3D textures (the dynamic solid textures) which alleviate the need
for complex computation or manual definition of 2D parameteriza-
tions over the 3D surfaces. These solid textures can be produced
either procedurally or by synthesis from a 2D exemplar. In order to
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demonstrate the effectiveness of our approach, we integrated it into
the OGRE1 game rendering engine. The performances measured in
this environment indicate the low impact of the proposed method
on framerate, even for complex 3D scenes. The different styles im-
plemented in this prototype illustrate the simplicity and efficiency
of this approach for real-time non photorealistic rendering.

2 Previous Work

In order to solve the contradiction between a 2D style and a 3D
motion, Meier [1996] proposes in her seminal work on painterly
rendering to decorrelate the appearance of style marks from their
motion. In her approach, style marks (paint strokes in her case)
are drawn with constant size billboards which preserve their 2D
appearance. Each mark is then attached to a 3D anchor point on the
3D object that it depicts. Although this approach has been extended
to numerous styles (painterly [Daniels 1999; Vanderhaeghe et al.
2007], stippling [Pastor et al. 2003], watercolor [Bousseau et al.
2006]), the data structure required to manage the anchor points and
the expensive rendering of each individual style element makes this
family of methods not well-suited for real-time rendering engines.

The individual management of style marks can be avoided by
grouping the style marks in textures. The Dynamic Canvas
method [Cunzi et al. 2003] applies a 2D paper texture over the
screen in order to stylize a 3D environment during a real-time walk-
through. This approach reproduces 3D transformations of the cam-
era with 2D transformations of the texture. Translations in depth
of the camera are mimicked with an infinite zoom mechanism that
preserves a quasi-constant size of the texture in screen space. Al-
though this approach provides a convincing trade-off between the
3D motion of the camera and the 2D appearance of the paper, it is
limited to navigation of static scenes with a restricted set of cam-
era motions. Moreover, the image space mechanisms proposed by
Cunzi et al. models the scene as a single plane which leads to slid-
ing artifacts for strong parallax. Coconu et al. [2006] and Breslav et
al. [2007] adopt an approach similar to Dynamic Canvas by apply-
ing a stylization texture in screen space on each object of the scene.
In these methods, the projected 3D transformations of the objects
are approximated by their closest 2D transformations. Because the
textures are only transformed in screen space, these methods well-
preserve the 2D appearance of style marks. On the other hand, the
approximation of a 3D transformation by a 2D transformation can
lead to sliding effects for extreme 3D motions. A novel approach
proposed recently by Han et al. [2008] introduces an infinite zoom
mechanism. This 2D multiscale texture synthesis algorithm gener-
ates texture elements on the fly during the zoom. The zoom illusion
produced by this method is more accurate than the one of Cunzi et
al. but its computing cost limits its integration in real-time render-
ing pipelines. In this paper we extend the Dynamic Canvas infinite
zoom mechanism to object space textures, which allows the real-
time stylization of dynamic objects without any sliding effects.

The above approaches tend to sacrifice accuracy in 3D motion to
preserve the 2D appearance of the style. However, the converse can
also lead to reasonable solutions. This is the approach adopted by
art maps [Klein et al. 2000] and tonal art maps [Praun et al. 2001]
that map a stylization texture directly on the 3D objects of the scene.
Using object space textures, the style marks are perfectly attached
to the object but are severely distorted by the perspective projection.
The art maps solution relies on the mipmapping mechanism to adapt
the scale of the texture according to the distance to the camera.
This approach corrects the texture compression induced by depth
and can be extended to the correction of perspective deformation
using the more complex ripmaps mechanism [Klein et al. 2000].

1http://www.ogre3d.org

As noted by Praun et al. [2001], higher temporal coherence can
be obtained for binary styles by including the binary marks of one
tonal art map level into the next level. Freudenberg et al. [2001]
prove the performance of these methods by integrating an art map
based non photorealistic rendering in the Fly3D game engine.

The infinite zoom mechanism described in this paper extends the
art maps approaches in several ways. First, while the mipmap
mechanism addresses the texture compression due to minification
(zooming out), it produces simple linear blending for texture mag-
nification (zooming in). Our mechanism in opposition produces
quasi-constant size texture elements for any distance to the cam-
era. Then, by combining several scales of the texture at a time, our
approach is less specialized to binary styles than tonal art maps. Fi-
nally, mapping art maps on 3D objects requires the definition of a
2D parameterization of the 3D surfaces. The automatic definition
of parameterization that avoid texture distortions or visible seams
is still an active research topic. In the case of tonal art maps, Praun
et al. [2001] propose to automatically compute the parameteriza-
tion using lapped textures but this approach requires additional data
structures. Because our approach is based on solid textures, it does
not require this definition of additional surface parameterization.

3 Dynamic Solid Textures

We present in this section the object-space infinite zoom mecha-
nism central to the dynamic solid textures. Various applications of
our approach for the real-time coherent stylization of 3D animations
will be described in section 4.

3.1 Object Space Infinite Zoom Mechanism

The contradictory goals of the infinite zoom illusion are to maintain
the size of the texture elements as constant as possible in screen
space while preserving the enlarging or shrinking of the texture
elements required for a convincing feeling of zooming in or out.
More generally, the infinite zoom on a signal can be seen as the
infinite growth of its frequency. For an 1d signal (i.e. a sound) it
corresponds to an endlessly increasing pitch, as demonstrated by
Shepard [1964]. For 2D images, Cunzi et al. [2003] and Han et
al. [2008] consider this process as the infinite generation of new
visible details.

Drawing inspiration from the procedural noise function of Per-
lin [1985] and the infinite zoom mechanism of Dynamic Can-
vas [Cunzi et al. 2003], our method relies on the fractalization of
a texture. In Dynamic Canvas, a self-similar image is obtained by
linearly blending n octaves (doubled frequency) of a texture. When
the observer moves forward or backward, the frequencies of the oc-
taves are continuously shifted to produce an illusion of zoom.

We similarly define a dynamic solid texture as the weighted sum of
n octaves Ωi of the original solid texture. Each 3D object is then
carved in such a solid texture, which naturally ensures a convincing
feeling of zooming in and out: the texture will appear twice big-
ger when the object is twice closer to the camera. But care must
be taken to keep the texture elements at a quasi-constant size in
screen space. To this purpose, we introduce the notion of zoom cy-
cle that occurs every time the appearant size of the texture doubles.
In that case, each octave is replaced by the following one and a new
high frequency octave is created, as illustrated in Fig. 2. Note that
the fractalization process introduces new frequencies in the texture,
along with a loss of contrast, as discussed in section 5. While re-
ducing the number of octaves limits these artifacts, it also makes the
apparition and disparition of texture elements more visible. Empir-
ically we observed that n = 4 octaves is enough to deceive human
perception.
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Figure 2: Tridimensional infinite zoom mechanism (using a solid checkerboard texture for illustration purpose). Observe the globally
invariant frequency of the solid texture produced by our algorithm (last column). The red line delineates the boundary between two consecutive
zoom cycles. Note the frequency similarity between two adjacent octaves for two consecutive zoom cycles (blue circles).

3.2 Proposed Algorithm

In practice, an object is embedded in its dynamic solid texture by
deriving texture coordinates from vertex coordinates in the local
mesh frame. This object space texturing solves the Dynamic Can-
vas limitation of approximating an entire scene with a plane. For
the sake of simplicity, we use only one cube of solid texture that
we sample at different rates to retrieve all n octaves. For a vertex
p(x, y, z) at distance zcam from the camera, the 3D texture coordi-
nates (u, v, w) for the octave i are given by:

(u, v, w)i = 2i−1(x, y, z)/2blog2(zcam)c

In this equation, the 2i−1 term scales the sampling rate so that the
texture retrieved for one octave is twice smaller than the texture for
the previous octave. The blog2(zcam)c term accounts for the re-
freshing of the octaves at each zoom cycle: the distance zcam can
be decomposed in log2(zcam) zoom cycles, making blog2(zcam)c
the indicator of how many times each octave has been doubled dur-
ing the zoom.

During a zoom cycle, we modulate each octave with a weight
αi=1...n(s). These weights are dependent on s, the interpolation
factor between the beginning and the end of the cycle:

s = log2(zcam)− blog2(zcam)c ∈ [0, 1]

We must impose three constraints on the weights in order to ensure
a smooth transition during the frequency shift (Fig. 3). First, to
avoid the sharp appearance/disappearance of texture elements, the
first octave should appear at the beginning of the cycle while the
last should disappear at its end:

α1(0) = 0 and αn(1) = 0

Second, the weight of the intermediate octaves at the end of the
cycle should be equal to the weight of the following octaves at the
beginning of the next cycle:

αi(1) = αi+1(0) ∀i ∈ {1, . . . , n− 1}

Finally, the weights should sum to 1 to preserve a constant intensity.
In our implementation, we use a linear blending which is fast to
compute and coherent with the linearity of the zoom. We choose
the following weights:

α1(s) = s/2 α2(s) = 1/2− s/6
α3(s) = 1/3− s/6 α4(s) = 1/6− s/6

The full process is illustrated in Fig. 2. The red line highlights the
frequency shift. It corresponds to the distance after which the zoom
cycle restarts. Note the frequency similarity between the octaves i
and i + 1 for two consecutive zoom cycles. This correspondence
ensures the texture continuity after the blending (last column).
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Figure 3: Evolution of the blending weights during a zoom cycle.
Note the continuity at the beginning and the end of the zoom cycle,
which ensures an infinite number of cycles.

3.3 Implementation details

We have implemented this infinite zoom algorithm in GLSL2 and
integrated it in the rendering engine OGRE (see shaders source code
in appendix A). The vertex shader assigns the 3D texture coordi-
nates of the vertex which can be the position of the vertices in the

2OpenGL Shading Language : http://www.opengl.org/documentation/glsl/
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(a) Top view (b) Phong shading (c) Traditional 3D texture mapping (d) Dynamic solid texture

Figure 4: Comparison of our dynamic solid textures (d) with standard texture mapping (c). Regardless of the distance from the camera (top
and bottom row), our method provides quasi-constant size of texture elements.

local object coordinate system (for deformable objects, this position
in an undeformed pose of the object). The user can also specify an
additional scaling factor to define the global size of the texture with
regards to the depicted object. We compute the distance between
a vertex and the camera as its z coordinate in the camera frame.
Then the fragment shader blends linearly the four octaves of the
solid texture for each pixel, according to the formula detailed in the
previous section.

We produced the solid textures presented in this paper following
two different approaches. We generated some of them procedu-
rally (Perlin noise [Perlin 1985; Olano 2005], for example) using
shaders. The more natural and complex textures have been synthe-
sised from 2D exemplars using the algorithm proposed by Kopf et
al. [2007]. In this case, the texture cube is stored in the graphic card
memory (typically 128×128×128 RGB pixels, i.e. 6 MB without
compression in DirectDraw Surface format).

3.4 Results

We compare in Fig. 4 our dynamic solid textures with traditional
texture mapping. With a standard (meaning fixed scale) mapping,
the size of texture elements varies with depth due to perspective
projection. On the contrary, with our infinite zoom approach, tex-
ture elements keep a globally constant size in image space indepen-
dent of the zoom factor.

(a) Top view (b) Dynamic Canvas (c) Dynamic Solid Textures

Figure 5: Comparison with Dynamic Canvas: note the sliding of
the texture with the Dynamic Canvas method, highlighted by the red
dot.

Compared with Dynamic Canvas in Fig. 5, our approach suffers
from perspective deformations when the surface is almost tangen-
tial to the viewing direction and from discontinuities at occlusion
boundaries. However, these artifacts are limited by the infinite
zoom mechanism that effectively reduces the apparent depth of the

scene. On the other hand, as highlighted by the red dot on Fig. 5,
sliding effects occur with the Dynamic Canvas approach. In our
case, the texture elements follow perfectly the 3D motion of the
scene. We refer the reader to the accompanying video for a better
illustration of these sliding effects compared to the accurate motion
and convincing infinite zoom produced by our approach. Note that
the approaches of Coconu et al. [2006] and Breslav et al. [2007]
would suffer from the same sliding problem.

The main advantages of our method are its simplicity of integra-
tion in existing rendering engines and its real-time performance.
Our implementation in OGRE induces a small additional cost on
the order of 10% in comparison with a traditional gouraud shading
(computed in a shader). For the complex scene of Fig. 6 (135k tris)
rendered at a resolution of 1280 × 1024 pixels, the framerate de-
crease from 70 fps to 65 fps with a 2.4GHz Core 2 Duo 6600, 4Go
memory and a Geforce 8800 GT. This makes dynamic solid textures
perfectly suited for real-time applications such as video games.

4 Application to coherent stylization

The technique of dynamic solid textures introduced in this paper
can be used in a variety of rendering methods simply by replacing
standard textures. We illustrate this principle with three real-time
stylization algorithms (see Fig. 6 and 7). Two are inspired by ex-
isting styles (watercolor and binary style) and one is an original
style that benefits from the variety of textures that our method can
combine in one image (collage style).

4.1 Watercolor

We propose to extend the static watercolor pipeline of Bousseau et
al. [2006] to dynamic scenes. This approach makes use of 2D gray
level textures to mimic the variation of watercolor pigments density
on paper. We simply replace these textures by our dynamic solid
textures. As a result, each of the watercolor effects related to the
texture (pigmentation pattern, wobbling) remains totally coherent
during the animation. Fig. 6b and the accompanying video illustrate
the richness of the medium and the temporal coherence obtained
with this approach.

We compared our method with the texture advection approach pro-
posed by Bousseau et al. [2007] for video watercolorization (see
the accompanying video for the visual comparison). Note that the
bidirectional advection requires the knowledge of the entire anima-
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(a) Dynamic solid textures (b) Watercolor

(c) Binary style (d) Collage

Figure 6: Complex scene (135k tris) rendered with various styles.

tion sequence, which makes it unsuitable for real-time applications.
However it produces animated watercolor with almost no notice-
able sliding or deformations and thus gives a very strong 2D ap-
pearance on still frames. As can be seen on the video, the motion of
the texture elements – perceived and interpreted as tridimensional
by the observer – tends to conceal their 2D characteristics during
an animation. Consequently we believe that the additional perspec-
tive deformation produced by our approach,although noticeable on
still frames, is a small degradation compared to the vivid perception
of perspective induced by the motion cues, particularly considering
the performance gain.

4.2 Binary style

We obtain black-and-white shading styles (pen-and-ink, stippling,
charcoal. . . ) using a rendering pipeline very similar to the one of
Durand et al. [2001]. In this method, strokes are simulated by trun-
cating a threshold structure – a grayscale texture seen as a height-
field – at different height with respect to the target tone. We apply a
similar threshold on our dynamic solid textures. Fig. 6c illustrates
the diversity of binary styles we can combine in one image by sim-
ply using a different dynamic solid texture for each object. During
the animation, binary strokes appear and disappear progressively
thanks to the infinite zoom mechanism.

Note that contrary to existing methods for pen-and-ink styliza-
tion [Hertzmann and Zorin 2000; Praun et al. 2001], our solid tex-
ture based approach does not orient the binary strokes along the
principal directions of the surface. This limitation of the solid tex-
tures is discussed in section 5.

4.3 Collage

We finally propose a new stylization process that we call collage.
This new style takes advantage of the diversity of the texture gallery
that one can synthesize. Traditional collage consists in creating an
image as a composition of several small strips of paper with vari-
ous colors and textures. We mimic this style by assigning different
dynamic solid textures to each tone of the image (obtained by a dis-

cretized shading model similar to toon shading [Lake et al. 2000]).
In order to reinforce the paper aspect of the collage, a white border
and a wobbling effect is added between the tone strips (Fig. 6d).
The accompanying video illustrates the accurate temporal coher-
ence of the paper strips, which would be difficult to obtain without
our dynamic solid textures.

5 Discussion and Future Work

Infinite zoom mechanism The main limitation of our method,
shared with Dynamic Canvas [Cunzi et al. 2003], texture advec-
tion [Bousseau et al. 2007] and to some extent with mipmaps-based
approaches [Klein et al. 2000; Praun et al. 2001; Freudenberg et al.
2001], is the linear blending of multiple octaves that creates new
frequencies and induces a global contrast loss compared with the
original texture. Self-similar textures, such as Perlin fractal noise,
paper or watercolor textures, are not severly affected by this blend-
ing. However, more structured textures can be visually altered, as
individual features tend to overlap (the checkerboard texture being
an extreme case). We plan to address this limitation in future work.
One possible solution would be to replace the linear blending by a
salience aware blending in the spirit of the work of Grundland et
al. [2006]. This blending should better preserve the relevant fea-
tures of the texture. The required salience data could be easily en-
coded in solid feature maps [Wu and Yu 2004].

Texture mapping We chose to develop the infinite zoom mech-
anism for solid textures because it avoids the need for an adequate
2D parameterization. However, the counterpart of this choice is that
textures are decorrelated from the 3D surfaces. This can be seen as
a limitation for styles that benefit from the orientation of texture
elements along the surface. An example of such styles is pen-and-
ink, for which it has been shown that orienting strokes along the
principal directions of the surface emphasizes the shape of the ob-
jects [Hertzmann and Zorin 2000; Praun et al. 2001]. Nevertheless,
the infinite zoom mechanism described in this paper is independent
of the texture dimension and can also be applied on 2D textures if
the required parameterization is available.
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(a) Collage (b) Binary style (c) Watercolor

Figure 7: Simple scene rendered with various styles.

A limitation shared by all texture-based approaches concerns the
texturing of the highly deformable objects. In this case, defin-
ing the texture coordinates as the vertices positions of the unde-
formed object creates additional dilatation/shrinking of the simu-
lated medium, decreasing the perception of a two-dimensional look.

6 Conclusion

We introduced in this paper the dynamic solid textures, that main-
tain a quasi-constant size of textures in screen space independently
of depth. In the context of non-photorealistic rendering, dynamic
solid textures preserve the 2D appearance of style marks while
ensuring temporal coherence. In addition, the simplicity and ef-
ficiency of this approach facilitates its use in real-time applications
such as video games.

In the future we plan to extend the range of applications of our
method. As an example, any type of feature line that stays fixed
on the object surface (ridges [Ohtake et al. 2004], demarcating
curves [Kolomenkin et al. 2008]) could be stylized according to
a dynamic texture.
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A Infinite Zoom Shaders

Vertex Shader�
uniform f l o a t o b j s c a l e ;
vary ing f l o a t d i s t ;

void main ( void )
{

/ / d i s t a n c e t o t h e camera
vec4 posTrans fo rm = gl ModelViewMatr ix∗g l V e r t e x ;
d i s t = abs ( posTrans fo rm . z ) ;

/ / v o l u m e t r i c t e x t u r e c o o r d i n a t e
gl TexCoord [ 0 ] = g l V e r t e x / o b j s c a l e ;

/ / p r o j e c t e d p o s i t i o n
g l P o s i t i o n = f t rans form ( ) ;

}

Fragment Shader�
uniform sampler3D s o l i d T e x ;
vary ing f l o a t d i s t ;

vec4 main ( void )
{

/ / number o f zoom c y c l e s
f l o a t z = l og2 ( d i s t ) ;
f l o a t s = z−f l o o r ( z ) ;

/ / s c a l e f a c t o r a c c o r d i n g t o f r a g m e n t d i s t a n c e t o
t h e camera

f l o a t f r a g s c a l e = pow ( 2 . 0 , f l o o r ( z ) ) ;

/ / o c t a v e w e i g h t a c c o r d i n g t o t h e i n t e r p o l a t i o n
f a c t o r

f l o a t a l p h a 1 = s / 2 . 0 ;
f l o a t a l p h a 2 = 1.0 /2 .0− s / 6 . 0 ;
f l o a t a l p h a 3 = 1.0 /3 .0− s / 6 . 0 ;
f l o a t a l p h a 4 = 1.0 /6 .0− s / 6 . 0 ;

/ / t e x t u r e lo ok up
vec4 o c t 1 = a l p h a 1∗ texture3D ( s o l i d T e x ,

gl TexCoord [ 0 ] . xyz / f r a g s c a l e ) ;
vec4 o c t 2 = a l p h a 2∗ texture3D ( s o l i d T e x , 2 .0∗

gl TexCoord [ 0 ] . xyz / f r a g s c a l e ) ;
vec4 o c t 3 = a l p h a 3∗ texture3D ( s o l i d T e x , 4 .0∗

gl TexCoord [ 0 ] . xyz / f r a g s c a l e ) ;
vec4 o c t 4 = a l p h a 4∗ texture3D ( s o l i d T e x , 8 .0∗

gl TexCoord [ 0 ] . xyz / f r a g s c a l e ) ;

/ / b l e n d i n g
vec4 n = o c t 1 + o c t 2 + o c t 3 + o c t 4 ;

g l FragColor = n ;
}
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