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Abstract

Least-squares problems set on high-dimensional spaces are considered. The
solution is approximated employing a Monte Carlo method that takes the aver-
age of a random variable defined as the solutions of random small least-squares
problems drawn as subsystems of the original problem. The conditions that
ensure convergence and consistency of the method are discussed, along with an
analysis of the computational cost in specific instances. The proposed algorithms
generalize and improve the statistical analysis of distributed multipoles (SADM)
approach put forth by CHIPOT et alin [6] for the derivation of distributed atomic
multipoles from the quantum-mechanical electrostatic potential.

MSC numbers: 65C05, 93E24, 41A45, 41A63
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1 Introduction

The main objective of this work is to derive and analyze new schemes for the nu-
merical approximation of least-squares problems set on high dimensional spaces.
This work originates from the statistical analysis of distributed multipoles (SADM)
algorithm introduced by Chipot et al. in [6] for the derivation of atomic multi-
poles from the quantum-mechanical electrostatic potential mapped on a grid of
points surrounding a molecule of interest. The central idea consists in drawing
subsystems of the original large least-squares problem and compute the average
of the corresponding distribution of solutions as an approximation of the original



solution. This method not only provides a numerical approximation of the so-
lution, but also a global statistical distribution that reflects the accuracy of the
physical model being utilized.

Interestingly enough, it turns out that this kind of approach can be extended
to many situations arising in computational mathematics and physics. The prin-
ciple of the SADM algorithm is in fact very general, and can be adapted to derive
efficient algorithms that are robust with the dimension of the underlying space
of approximation. This in turn provides new numerical methods of practical
interest for high dimensional least-squares problems, where traditional methods
are impossible to implement.

The goal of the present contribution is twofold:

e Introduce a general mathematical framework, and analyze the consistency,
convergence and cost of the proposed algorithms in an abstract setting and
in specific situations where calculations can be made explicit (Wishart or
subgaussian distribution). The main outcome is that the subsystems drawn
from the original system have to be chosen rectangular and not square (as
initially proposed in the SADM method) to yield convergent and efficient
algorithms.

e Apply these results to revisit and improve the SADM method. This is
mainly achieved in Section 5 by considering a simple, three-point charge
model of water.

Let us now describe more precisely the problematic:

Let (€2, 1) be a probability space € equipped with a measure u. For a given
arbitrary function f € L?(Q2) and n given functions v;(z) € L?(Q2), j = 1,...,n
all taking values in R, we consider the problem of approximating f(z) by a linear
combination of the functions v;(x), j =1,...,n.

We seek an approximation of f(z) in the sense that ideally, we would like to
solve the problem of finding a = (a;)7_; € R", minimizing the function

R"S arm |[f(@) =Y a9 (@);ag (1.1)
j=1

The actual quality of the least-squares approximation is given by the size of

the residue Hp(oz)HLz(Q) where for a = (a;)7_; € R",

pla)(@) = fla) =Y aj;(z). (1.2)
j=1

Many minimization problems arising in mathematics and in physics can be
stated under this form, for instance:



(a) Q = [a,b]™ with two real numbers a and b > a, and equipped with the
measure du(z) = (b — a)""dz where dx is the Lebesgue measure on R”™.
Taking v : Q — R""! defined by ~;(z) = z; for all i € {1,...,n} and
Yn+1 = 1, the problem is equivalent to finding 3 € R and a € R™ minimizing
the function

1£(@) = B = @)l 2o

where (-,-) is the standard Euclidean product in R™. This is nothing else
than a multivariate linear interpolation.

Similarly, any polynomial approximation problem in L?([a, b]", i), where p
is a weight function, can be written in the form (1.1) by taking as 7; a basis
of polynomials in dimension n.

(b) Taking Q@ = R" equipped with a given n-dimensional Gaussian measure
leads to many different situations: The approximation by Hermite func-
tions in R™ if 7, are polynomials, the approximation of f by Gaussian
chirps signal [11] in the case where v;(z) are oscillating functions of z, or
alternatively approximation by Gaussian wavepackets functions [10] in the
context of molecular dynamics.

(c) Consider Q ={1,...,M} with M >> n equipped with the uniform proba-
bility measure M ! Zf‘il 6;. In this case, an application f is represented by
a vector b € RM | whereas v is represented by a matrix A with n columns
and M lines. The problem is then equivalent to the problem of finding
a € R™ that minimizes

2
”AO( - b”2
where || - ||, is the Euclidean norm on RM,

(d) Consider Q = R"™ x Q' equipped with the measure 1 ® v where p and v are
probability measures on R™ and ' respectively. Taking f(z,w') = h(x) +
X (w") where X (w') is a given random variable on €', and ~;(z,w’) = z; for

j=1,...,n yields the problem of minimizing
. / 2
min E| | (e ) — b, [} g | (13)

which corresponds to the linear regression of a function observed with some
independent noise. For example, if h(z) = (a,z) witha € R” and E(X) = 0,
the solution of the problem (1.3) is @ = a. This can also be interpreted as
a linear filtering problem, in the specific case where f is exactly a linear
combination of the v;, 1 < j <n.

The problem (1.1) is equivalent to solving the linear equation

v,y ea = (v, iz



where o = (o)™, and (7,77
ii=1,...,n
If the family (7;(z))", defines a full rank set of elements of L?(£2), the matrix

(7,7} 2 is invertible, and the solution of the previous equation reads

a= v,y (e (1.4)

Apart from specific situations, where, for instance, the v; can be assumed
orthogonal, the numerical approximation of (1.4) is extremely costly with respect
to the dimension of © and n (see for instance [4]). Typically, discretization of
problems of the form (a) yields a problem of the form (c) with m = N™ where
N is the number of interpolation points in [a, b] needed to approximate the L2
integrals. For n = 30, this method is not tractable in practice, even if N = 2.

To avoid this curse of dimensionality, an alternative would consist in approxi-
mating the integrals in the formula (1.4) by using Monte Carlo methods. In large
dimension, the matrix (7,7 )2 is, however, often ill-conditioned, and obtaining
a correct approximation of the inverse of this matrix might require in practice a
very large number of draws to minimize the error in the value of «.

In [6], Chipot et al. propose an alternative algorithm coined statistical anal-
ysis of distributed multipoles (SADM). The aim of their work is to derive atomic
multipoles from the quantum-mechanical electrostatic potential mapped on a grid
of points surrounding a molecule of interest, following a different pathway than
the conventional least-squares scheme embodied in (1.1). In the setting presented
above, this corresponds to a problem of the form (c), where (04]')?:1 represent
the unknown multipoles borne by the n particles, and v;(x), the electrostatic
potential decaying with respect to || — z;||, where z1,...,x, denote the posi-
tions of the particles. The space () is made of M points in the three-dimensional
space (located away from the atomic positions) with M >> n. Instead of solv-
ing directly the problem (1.1), Chipot et al. draw n points z(*) amongst the
M points in Q, solve the n x n problem f(z(®) = Z;‘L:I ’yj(az(i))aj, i=1,...,n
and subsequently plot the distributions corresponding to each ;. They notice
that the latter are Cauchy-like distributions (with seemingly infinite expectation)
centered around the exact solution of the original least-squares problem.

Retaining the idea of drawing subsystems of the original problem, we develop
and analyze in this work a new probabilistic method for the approximation of
the solution to the least-squares problem (1.1). Roughly speaking, it can be
described as follows:

12 is the n x n matrix with coefficients (;,v;)r2,

e Draw m points (), i =1,...,m in (Q, u). Typically m = n + 2 or 2n.

e Solve the m x n least-squares sub-problem by minimizing the function

R"3 B> |f (@) =Y ajy?)P (1.5)
i=1 j=1



e Take the average of the random variable j3.

Let us mention that taking m = n in the previous algorithm leads in all the
examples that were considered to a random variable # with infinite expectation,
which might partly explain the Cauchy distributions observed in [6] with the
SADM method.

In the following Section 2, we introduce a rigorous definition of this algorithm.
We then discuss the conditions of convergence and consistency of the algorithm,
and examine the numerical cost of the latter.

In Section 3, we first consider the case where the problems (1.5) are solvable
almost everywhere. This will be typically the case of the linear interpolation in
the situation (b). In such a situation, we show that the convergence of the algo-
rithm relies on integrability conditions on the inverse of the smallest eigenvalue of
the random matrices appearing in the subproblems (1.5). Strikingly, apart from
very specific situations — wviz. the Wishart case studied in Subsection 3.5 and
the sub-gaussian case studied in Subsection 4.2, the validity of such conditions
turns out to represent very difficult open problems on random matrices, see for
example [13] and references therein.

In Section 4, we consider the more general and realistic situations where the
random matrices associated with (1.5) are not assumed to be invertible almost
everywhere, and one is expected to condition the solution of (1.5) to avoid poorly
conditioned scenarios (for example, this is always the case in situation (c)). We
then study the cost of the algorithm in the specific instances where the random
variable § can be expressed in terms of random matrices with sub-Gaussian
entries.

Note that in the previous cases, the cost of the algorithm depends only on n
and m, but not on the dimension on 2. Moreover, in contrast with the classical
Monte Carlo approximation, we show that its numerical cost depends on the
residue [|p(c)l|;,, where « is the solution of the problem (1.1) and where p has
been defined in (1.2). In other words, it is cheaper for a higher quality of the least-
squares approximation (1.1). Our method, therefore, appears to be of noteworthy
practical interest in situations where  is “large” and the matrix (vy,~77 )2 is ill-
conditioned, but the quality of approximation given by the least-squares problem
remains good.

We conclude by supplying numerical examples in Section 5. In particular,
Section 5.2 is devoted to showing that the SADM method of [6] can be improved
by considering sub-problems with m > n, in lieu of m = n as was initially
introduced. This is illustrated in the paradigmatic case of the three-point charge
model of water.



2 Principle of the algorithms

We propose to replace the problem (1.1) by the following new problem. For
a given number m > n, let X be m idenpendent and identically distributed
(ii.d.) random variables in © with common law g and let X denote the vec-
tor (XM, ..., X)) We define the functions F' : Q™ — R™ and I : Q™ —
Z(R™ R™) by the formulae

Vi=1,...,m, Fi@W, . .. z(M)=f@") (2.1)
and
Vi=1,...,m, Vj=1,...,n, Fij(aj(l), . ,a?(m)) = yj(:n(i)). (2.2)
We then define the random vector 3 in R™ as the point where the function
B |IF(X) =T

reaches its minimum, where | - [|, is the standard Euclidean norm on R™. f is,
therefore, the solution of the least-squares problem associated with vector F(X)
and matrix I'(X). Equivalently, if I'7(X)T'(X) is invertible,

B = ROOF(X) == (I7T) ' T7)(X)F(X). (2.3)

The expectation of 3 is then given by the formula

B:=Ef= [ (CTD)"'TTF)W,.. . 2 dpzM) @ - @ du™). (2.4)
om
Our algorithm consists in approximating the previous expectation value by a
Monte Carlo method. More specifically, we approximate § by

B 1 N
BN = N ;@', (2.5)

where (;,¢ > 1 are i.i.d. realizations of the random vector g € R™, obtained
by (2.3) from i.i.d. realizations of the random n x m matrix X.

In practice, the invertibility of I'"(X)I'(X) cannot be guaranteed — and
obviously not for problems of the form (c), where we have to consider only
random variables X, ... X that are almost surely (a.s.) distinct, or can
lead to ill-conditioned problems.

In a more general setting, we, hence, restrict ourselves to realizations of X,
such that matrix I'(X) is sufficiently well conditioned, in the following sense:
Let s1(I'(X)) denote the smallest eigenvalue of the symmetric positive matrix
I'(X)TT(X). Next, we will only consider realizations of X, such that s1(I'(X))



is greater than some threshold o, which may depend on n and m. In this case,
rather than approximating (2.4), we will estimate the conditional expectation

3 :=E°B=E[S]|s([(X)) > 0] (2.6)
by
_ 1 N
B =5 D07, (27)
=1

where the 37 are obtained from a sequence of i.i.d. realizations of the random
vector § € R™ in (2.3), from which have been removed all realizations such that
s1(I'(X)) < 0. Note that (2.5) is a particular case of (2.7) for o = 0, provided
that P(s1(I'(X)) = 0) = 0.

Such a method will be of interest in terms of computational cost if m is on
the order of magnitude of n (in all the applications considered herein, m = n + 2
or m = 2n will be sufficient) and if P(s1(I'(X)) > o) is not too small — because
drawing a realization of X such that s;(I'(X)) > o requires in average a number
P(s1(I'(X)) > o)~ of realizations of X.

From the perspective of precision, this method will perform well if the variance
of  conditionally on {s;(I'(X)) > o} has an appropriate behavior with respect
to n and m, and if 37 defined in (2.6) provides a good approximation of the
solution of the original least-squares problem. We will give various conditions
that warrant the latter requirements.

For the ease of presentation, we first consider in Section 3 the case where we
can take o = 0, i.e. where the matrix I'(X )7 T'(X) is invertible almost everywhere.
We study the consistency of the algorithm, give the condition of convergence of
the Monte Carlo method, and analyze the cost of the numerical scheme. In the
particular instance where matrix I'(X)TT(X) has the Wishart distribution, we
provide precise estimates, and an optimal choice of the parameter m. In Section
4, we extend these results to the more general case where o > 0.

3 The invertible case

In this section, we assume that I'(X)”T'(X) is a.s. invertible. In this case, the
random variable [ given by (2.3) is a.s. well defined.

3.1 Notations

For a given m x n matrix A = (a;j)i<i<m,1<j<n, We define s;(A) as the least
singular value of A, i.e. the smallest eigenvalue of AT A. Note that the eigenvalues



of AT A are nonnegative. We denote by ||- || ;» the Schur-Frobenius norm on n xm

matrices
2 m n 2
1Bl =>_> b

i=1 j=1
where B = (b;j)1<i<n,i<j<m. With this notation, we have for any m x n matrix
A = (aij)1<i<m,1<j<n

I(ATA)7 AT = Tr((ATA) T ATAATA) ) = Te((ATA) ) < - ?A)' (3.1)
1
We also write || - Hp, p € [1,+00] the usual LP? norm on R™. For any n x m
matrix B = (bij)i<i<n,i<j<m and any v = (vi,...,vp) € R™, we have
9 n
|Boll, = Z Z bi;jv;bikvg
i=1 1<j,k<m
1
<3 < > Bl + ) b?ﬂﬂj”kl)
irj,k i,k
< IBIly ol llell, < 1BI ol (3:2)
= F PN P g = Pl :
where we used the inequality |b;;b;x| < %(blzj +b2,).
Let I'(X) be the random matrix defined by (2.2). For ¢ > 2 we define
1 q
K,(T):=|E 3.3
= P e .

Note that K (I') depends on n and m.
Armed with this set of definitions, we easily get the following estimate:

Lemma 3.1 Let p € [1,00] and assume that g € LP(Q2). Let G be the function
associated with g by (2.1) and R(X) be the random matriz defined in (2.3).

(a) Assume that p € (1,00] and that K,(I') < +oo where q is such that ¢~! +
p~t =1. Then we have

E|R(X)G(X)], < Viimy/Ky(D)llgl - (3.4)

(b) Assume that p € (2,00] and that K,(T') < 400 where q is such that 2! +
2p~' = 1. Then we have

E|R(X)G(X)|>

y < nm?K,(T)

2
HgHLp(Q) . (3.5)



Proof. Using (3.2) and (3.1), we have
IR(X)G(X)|, < Vs (DX))™2 |G,

Taking the expectation and using Holder’s inequality, we get

E[|R(X)G(X)Il, < v/ Kq(T) (EHG(X)HT)W

Now, Y + (E[Y|P)!/P defines a norm on the set of random vectors on Q with
finite p-th-order moment. We, hence, obtain

(EBIGE0O|E) 7 = ((Zm ))”"

< Z E|g(X =mlgll ) -

=

and this yields Point (a). Point b) is obtained from similar computations. m

3.2 Consistency

Formula (2.4) proposes an alternative solution 3 = Ef to the solution a given
by (1.4) of the least-squares problem (1.1). We now provide estimates between
these two solutions.

A precise general error estimate depends on the tackled problem. Here, we
give a very general result. We recall that p(a) denotes the residue (1.2) associated
with the function f and the coefficients a;, j =1,...,n

Proposition 3.2 Let a = (aj);-‘zl € R" be given. Let f € L2(Q) and (3 given
by (2.4). Assume that p(a) € LP(Q) with p € (1,4+00], and that K,(I') < +o0
where K, (') is defined by (3.3) and ¢~' +p~! = 1. We then have the following

estimate
18 —all, <E[B = all, < vnm,/ K,y(T)l|p(a) ILr () - (3.6)

Proof.  Let g(z) = > 7_, a;7;(x) and G the function defined by (2.1). As
I'(X)TT(X) is invertible, it is clear that

R(X)G(X) = a.

Hence we can write

8- a = R(X)p(a)(X). (3.7)

Since ||3 — aH2 <E[p- aH2, the inequality (3.6) is then a consequence of Lemma
3.1 (a). |



Note that this result implies that E3 is well defined as soon as p(0) = f €
LP(Q2) and K,(I') < oo for some p and ¢, such that p~! + ¢~ = 1. With this
prerequisite, the Monte Carlo method converges.

Note also that the result with p = 2 applied to the solution « given by (1.4) of
the original least-squares problem (1.1) shows that the error between 3 given by
our method and the original solution « is on the order of magnitude of the residue
()]l @ that determines the quality of the least-squares approximation itself.

Another consistency result can be inferred in the limit m — +o0o0. Let us
assume that f and v;, 1 < j < n belong to L?(2). We observe that

m

> (X )y (xH) (38)
k=1

(T (X))y =

3=

1
m

converges P-a.s. to ({(v,77)12);; when m — +oo. Similarly,

m

D p(x B p(x®)y (3.9)

k=1

(T F(X)); =

3=

1
m
converges P-a.s. to ((, f)12)i. Consequently, if matrix (y,~7 )2 is invertible,

5= (%FT (X)F(X)) _1%F(X)T F(X) (3.10)

converges P-a.s. to « given by (1.4) when m — +oo.

3.3 Convergence

For Monte Carlo approximations of an n-dimensional vector Y having finite
variance, the confidence region corresponding to the asymptotic confidence level
7 is known to be an ellipsoid (see for instance [1]), the diameter of which is for
the Euclidean norm of the form

C\/N/N

where the constant C' depends on 1 and n, N is the number of draws in the Monte

Carlo approximation and A is the largest eigenvalue of the covariance matrix of
Y

Cov(Y) :=E[(Y —EY)(Y — EY)T].

Though less accurate but simpler, it is also possible to construct confidence
regions of asymptotic level less than 7 of the form [aj,b1] X ... X [an,by], by

10



taking each [a;,b;] as a confidence interval of asymptotic level n/n for the i-th
coordinate Y; of Y. In particular, one can choose

b; — a; = 2x(n,n)\/Var(Y;)/N, Vie{l,...,n}

where z(n,n) > 0 is such that

1 +oo 2
— /2y = L 3.11
e u . .
\Z /r(nm) 2n (311)
Since, for all x > 0,
+00 +00 —a?/2
/ e %2y < é/ ue " 2dy = eT’ (3.12)

we have

”ﬁ> V1. (3.13)

W

In this case, the diameter for the Euclidean norm of the confidence region is,
therefore, bounded by

z(n,n)* < <2 log

2z(n,n)y/Tr(Cov(Y))/N. (3.14)

The confidence regions obtained via this route are only asymptotic of level
n for large N. Note that obtaining non-asymptotic estimates would be possible
upon using Berry-Essen-type inequalities — see for instance [12].

As has been seen above, the efficiency of the Monte Carlo method for the
estimation of [ is controlled by Tr(Cov(3)). The next result gives bounds on
this quantity.

Theorem 3.3 Let p € (2,4+00] and assume that the residue p(f) € LP(Q2). As-
sume moreover that K,(T') < +oc, see (3.3), where q is such that 2p~'+2¢~! = 1.
Then we have

Tr(Cov(B3)) < nm®Kq(I)|p(3)| (3.15)

2
LP(Q)

Proof. Define g = p(3) and denote by G the function defined by (2.1). Using
(3.7), we calculate that

Tr(Cov(8)) = E||8 — EB|, = E|R(X)G(X)]

The result, hence, follows from Lemma 3.1 (b). ]

2
5

Note that in the case p = 400, we have ¢ = 2.

In Proposition 3.2 and Theorem 3.3, assumptions of the form K, (I') < +oo
were used, where K (I') is given by (3.3). These assumptions correspond to
the integrability condition on functions s1(I'(X))2. The following proposition
provides a condition to ensure the integrability of these functions.

11



Proposition 3.4 Let Y be a random variable satisfying the following estimate:
There exist constants § > 0 and v > 0 such that

Ve>0, P(Y <e¢) < (de)7. (3.16)

Then, for any 0 <1 < 7, §
EY™) < 1 _674/7. (3.17)
Proof. This result follows from the following integration by parts, where

Jo© h(x)dP(Y € [0,)) denotes the Stieltjes integral of the measurable function h
with respect to the Stieltjes measure on [0, 00) associated with the non-decreasing
function z — P(Y € [0, x)).

E(Y™) = /OOO xz "dP(Y € [0,2))
= /00 re” " IP(Y € [0, x))dx
0

> —r—1
< 7‘/0 x ((6x)" A 1)d.

Ifr <7,

/OOO Y (52)7 A 1)dz = %(1 _5;/7),

which implies (3.17). m

In subsection 3.5, we show that condition (3.16) holds for the random variable
Y = 51(I'(X)) and for some ~ and § depending on n and m, in the case where
I'(X)TT(X) is a Wishart matrix. In the end of section 4, we also present results
in the case where I'(X) is a matrix with independent sub-Gaussian entries, using
recent results of RUDELSON & VERSHYNIN — see [13]. In more general situations,
this condition is related to difficult problems on random matrices, which, to our
knowledge, have not been solved yet.

3.4 Computational cost of the method

Let € be a required precision for the approximation of 3 = EfS by the Monte
Carlo simulation (2.5). For large N, using (3.14), we must take

N ~ 4z(n,n)%e2Tr(Cov(p)).

Moreover, at each step, the algorithm requires that matrix I'(X)’T(X) and
vector I'(X)T F(X) be evaluated and matrix I'(X)TT\(X) inverted. The cost of
these operations is of order Cn?m, where C is independent of m and n.

12



Using (3.13), we see that the cost of the algorithm if of order
Ce*mn?logn Tr(Cov(f)).

Under the hypothesis of Theorem 3.3, this computational cost can be written
_ ~ 112
Ce?m’n’ logn Kq(D)[lp(B)|l 1 (3.18)

for 2p~1 +2¢~! = 1. It may be observed that this cost depends only on n and m
— and not the dimension of 2. Moreover, it depends on the least-squares residue
of the problem (1.1). In the event where the f is close to a linear combination
of functions v;, the algorithm is, therefore, cheaper.

Remark 3.5 Note that if « denotes the solution of the least-squares problem
(1.1), we have

IPEB) gy < llolex LP(Q+IIZ i ~EBi)ill Loy

Using (3.6), it can be seen that if the functions v; € LP(Q) with p > 2, and if
K,(T') < 400 for p~ 14+ g1 =1, then there exists a constant C,, depending on n
such that

HP(B)”LP(Q) < C"”p(a)”LP(Q) ’

As a consequence, the cost of our algorithm is driven by the quality of the original
least-squares approzimation in Problem (1.1).

3.5 The case of Wishart matrices

Let us now consider the case where 2 = R",
n 2
du(z) = (2m) """ exp(— |z, /2)das . .. da,

and v;(z) = x; for j € {1,...,n} — i.e. linear interpolation. In this case,
random vectors X are standard n-dimensional Gaussian vectors, the matrix
I'(X) is a m x n matrix with i.i.d. standard Gaussian entries and the law of the
matrix I'(X)”T'(X) is the so-called Wishart distribution — see e.g. [1].

The joint distribution of its eigenvalues is known explicitly and can be found
for example in [1, p.534]. In particular, I'(X)TT(X) is a.s. invertible if m > n.
The explicit density of the eigenvalues has been used to obtain estimates on the
law of the smallest eigenvalue of such matrices in [7, 8]. The particular result we
are going to use is summarized in Lemma 3.3 of [5], and reads with our notation

13



as follows. For all m > n > 2, let k = m —n + 1. The density p(z) of s1(I'(X))
then satisfies

Ln,me_mﬂa:%_l <p(z) < anme_xﬂx%_l, Vo > 0, (3.19)

where X
L 2ile(m
T B(R)P(k)

where ® is the well-known Gamma function, defined for all z > 0 by

+o0o
O(x) = / e it 1de,
0

(3.20)

Lemma 3.6 For all m > n > 2, the random wvariable Y = s1(I'(X)) satis-
fies (3.16) for
m-n+1 k
2 2
oM

and 6 =ce w2

’Y:

Moreover, the constant ~ above is the smallest such that (3.16) holds for all e > 0
for some constant §.

Proof.  The proof of this result makes use of the following bounds for the
Gamma function [5, Lemma 2.7]. For all x > 0,

V2r 3 TEe T < D(z+1) =2P(x) < V2r SAETIEAR
These inequalities can be plugged into (3.20) to get that, for all € > 0,

n20 (Mt 1) e
P(s1(T(X)) < ) < <I>(%+1)2§¢>(27) 7/0 L

%Qv\/ﬂ(mgl)%e—%wm
- \/QW(%)nTHe_% 27T(27)27+%e—2’7
61+6(ml—1) (m;l)% <2e2g>'y

25T

m—1y2 m—1\%* /m — —2\%5 /m —
()T < Y

v

4y2%e




Combining this inequality with the facts that m — 1 > 1 and v > 1/2 yields

P(s1(T(X)) < ¢) < f/lz/_i(ez(zlvg D a)”’ < (i—? a)”’.

Because of (3.19), we have that p(x) ~ Ly, ;27" as  — 0. Therefore, one easily
sees that v = k/2 is the minimal value of 7 for (3.16) to holds. |

Using this result and Proposition 3.4, we immediately obtain the following:

Proposition 3.7 Let m > n be given and assume that the random matriz
I'(X)TT(X) associated with the function T' defined in (2.2) follows a Wishart
distribution. Let q be such that

1<g<k=m-n+1 (3.21)
Then we have ) )
e‘m q\—3
<——(1-4 .
Ky(D) < 05 (1 k) (3.22)

where K is defined in (3.3).

Combining this result and the result of Theorem 3.3, if p(5) € LP(Q) with
p > 2, the convergence of the algorithm is ensured if K, < oo in (3.15) with
2p~! 4+ 1¢~! = 1. This means, (see (3.21))
2
2< - <m-n+1

or equivalently

2
m>n—|—li

p—2
If for example p(f3) € L%(€2), m > n + 2 will be sufficient.
Assume still that p(3) € L*°(£2). Using (3.22) with ¢ = 2, it can be seen in
view of (3.18) that the cost of the algorithm is bounded by
_ m AN
Cenmlogn 75 (1= %) lIp(B)7. -

for some constant C' independent of n and m. Using the notation v = k/2, we
can rewrite this cost in term of v as

(n+2y-1)*

N2
e O]

C'e?n3logn

To determine the optimal choice of m, let us now try to find the optimal number
~ that minimizes this cost. The derivative of this expression with respect to ~y
has the same sign as

8y(y—1)—(n+2y-1)(2y—-1) =4y —2(n+2)y +n — 1.
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Since this quantity is negative if v = 1/2, the only root of this polynomial greater

than 1 is given by
., n+2+Vn?+38
’7 = 4 )
which is the optimal choice of v in terms of computational effort. This yields an
optimal choice m* ~ 2v* +n — 1. Note that for large n, we have v* ~ n/2 and
m* ~ 2n.
With this optimal choice, the computational cost of the algorithm can be
written as

Cre™? Hp(ﬁ)”im with C, ~Cn’logn as n — 4o0. (3.23)

Considering a similar calculation with ¢ = 1, we can easily see that the
consistency error of Proposition 3.2 for this choice of parameters can be bounded
by

Crllp(a)|l . with Cj ~C'n as n— +o0.

4 The general case

Let us now consider the general case where I'(X)?T'(X) is not assumed to be a.s.
invertible.

Let ¢ > 0 be given. We denote by E? (resp. Cov?) the expectation (resp.
covariance matrix) conditionally on the event {s1(I'(X)) > ¢}. As an approxima-
tion of the solution of the least-squares problem, we will examine the conditional
expectation

B =E’(B). (4.1)
4.1 Consistency, convergence and computational cost
We first generalize the consistency results given in Proposition 3.2:

Proposition 4.1 Let aj, j = 1,...,n be n numbers a;. Assume that p(a) €
LP(Q2) for some p € (1,400], then

V/nm 1

- - - /q
167 — all, < 713 = al, € gl (B ) 1@

where q is such that g1 +p~t = 1. If p(a) € L1(Q), then we have

vnm
2= JoFm@E) 2 0) @l

157 = all, <E7|8 — all
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Proof. Noticing that

El|p(a)(X)|}

E° X)|P < 1
the proof is exactly the same as that put forth in Lemma 3.1 and Proposition 3.2.
|

The previous result implies in particular that conditional expectation (4.1) is
always well defined for o > 0 as soon as f € LP(§2) for some p € [1, +o0]. Indeed,
p(0) = f and

1
oL gz
s(Cx)e” =7
for any ¢ > 1.
The following result generalizes Theorem 3.3 to the case where o > 0. Its

proof is very similar to that of Theorem 3.3. We will, hence, omit it here.

Theorem 4.2 Assume that the function p(3°) € LP(Q) for p € (2,+00]. We
have

- nm? - 1 P=2)/p = 2
(Cov’ () < ey s oy & srmeya ) Py
(4.2)
with the conventions p/(p —2) =1 if p = +oo.
If p(37) € L%(Q), we have the estimate
o nm2 20\((2
THCOV (9) £ e 05 gy (43)

It is always possible to resort to the trivial inequality
Vr,o >0, E7(si(I'(X))™") <o "

to infer explicit bounds from the previous two results. To attain a more accurate
estimate, we may use the following easy generalization of Proposition 3.4, given
here without proof.

Proposition 4.3 Fiz ¢ > 0 and assume that random variable Y satisfies the
following estimate: There exist constants § and v such that

Ve>o, PY <e¢) < (de). (4.4)

Then, for anyr # v, if 0 <o < 671,

_r or 1 (50’)_(7’_7)
E(Y ’YZU)Sl—(&I)V(l—r/W—’_ 1—7/r > (45)
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We now consider the cost of the algorithm: Let 5(?) denote a random variable
having the law of § conditioned on {s1(I'(X)) > o}. The cost of the algorithm
is determined by

e the number N of simulations of 5(°) needed to ensure that the diameter
of the confidence region for the Monte Carlo method for the estimation of
E(3(?)) = E?(5) = 37 is smaller than a given precision . To control this,
we use the upper bound on the confidence region diameter given by (3.14),
where 7 is the level of confidence of the approximation;

e the average number of draws of the random variable X needed to simulate a
realization of 3(?), which is 1/P(7(X) > o). Note that a draw corresponds
to simulating a nm-dimensional random variable, which are considered to
bear a cost proportional to nm.

e the computation of the n x n matrix I'(X)T'(X)T, which is of order n?m
— all other computational costs, including the cost of the computation of
51(I'(X)) or the inversion of I'(X)TT(X), are of a smaller order with respect
to the dimension n of the problem, provided that m > n.

Consequently, the cost of the algorithm is bounded by
CNP(s1(I'(X)) > o) Y (nm + n’m)
for some constants C' > 0. As
N ~ 4x(n,n)%e>Tr(Cov® (B)),
because of (3.13), the cost can be bounded by
Ce*n?mlognP(s1(T(X)) > o) ' Tr(Cov’ (B)).

Thus, if p(3°) € LP(Q) for p € (2,+00], because of Theorem 4.2, the cost is
bounded by
p—2

2p3m3lognP(s 0_1_% oL N
Ce log n P(s,(I(X)) = o)™+ (E 31<r<x>>p”2) 10715

for some constant C' > 0. Similarly, if p(37) € L?(2), it is bounded by

2

Ce*n’m* log nP(s,(D(X)) = 0) 20~ p(B)l g, -

We, hence, can see that the choice of an optimal threshold ¢ has to be bal-

anced to optimize the ratio between E?s;(I'(X))™" and probability P (s, (I'(X)) >
o) at some appropriate powers.
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4.2 The sub-Gaussian case

We conclude this section by considering the case where () = R",

dpu(r) = @i dv(zi)

for some probability measure v on R, and v;j(x) = h(z;) for j € {1,...,n} for
some function h on R. This is tantamount to the case of an approximation of
the function f on R™ by a linear combination of functions depending on only one
variable.

In this case, it is clear that all the entries of matrix I'(X) are i.i.d. Let us
assume that these random variables are sub-Gaussian, i.e.

vt >0, v({zeR:|h(x) >1t}) < 2exp(—t?/R?)

for some R > 0. Such is the case, in particular if A is bounded or if ¥ has compact
support and h is continuous on the support of v. In [13, Thm. 1.1], RUDELSON
& VERSHYNIN have recently proved that, under this assumption, there exist
constants A and B depending only on R such that, for all m > n and all € > 0,

P(51(N(X)) < e(vim = Vi = 1)?) < (A)m=HD/2 4 =Bm - (4.6)

Writing just like in Subsection 3.5 k for m —n + 1, it can be seen that

B(s) (1(X)) <) VA )b (i

< (vt
< <\/_\/A_Er_ —I—e_Bm/k)k.

(4.4), therefore, holds for Y = s1(I'(X)) and
“m*(y/m — v/n —1)° o—2Bm/k

k2A
(14 k/Bm)?A

o> 0=

"= i va—1p
k
and T=73

Note that, since dog = (1 + Bm/k)?e=25m/k < 1, the inequality in (4.4) is not
trivial and supplies some information on the law of s1(I'(X)).

As in Subsection 3.5, the inequality (4.5) can be combined with the results
of Theorem 4.2 and Proposition 4.1 to obtain a precise error estimate and con-
vergence bounds in this case.

19



Such computations are, however, cumbersome because the optimal choice of
o cannot be determined explicitly. The result in terms of order of computational
cost in n, nevertheless, appears to be relatively unaffected by the choice of o —
1.e. it acts only on the constant factor. For instance, under the assumption that
p(37) € L>*(Q), because of Proposition 4.3, the computational cost is smaller
than

m36 1 (6c)7 1
1= (6a))2 = 1y 1—o )

If one chooses 0 = 0 and if one assumes that (0¢d)” — 0 as n — 400, observing

that
5— (Vm++vn—1

_ o112
Ce*n’logn)p(57)|;

)2(1+k/Bm)?A _Cm
k2 = k2’

the cost is bounded from above by

4
Ce 23 logn—1 37 200
an =l

for v > 1. We recognize the same cost as in Subsection 3.5. The optimal choice
of v, therefore, behaves as n/2 as n — 400 — and for this choice we actually
have (09d)” — 0). The cost is bounded by
_ =12
Ce*n’logn)p(57)|| -
for some constant C' > 0. One can check that any other choice of ¢ yields the
same order in n as n — 400, should one choose vy ~ n/2.

It ought to be noted that these bounds do not allow one to pick o = 0. As far
as we know, this seems to be an open and difficult question to prove that (4.6)
holds without the right-hand-side, additive term e~5™. In particular, it requires
additional assumptions to hold — e.g. random variable h(Y"), where Y has law
v, has no atom, i.e. that v({h = y}) = 0 for all y € R (otherwise, the matrix
I['(X) could have m — n identical rows, and, thus, have a rank less than n, with
non-zero probability).

5 Numerical examples

Let us now illustrate the method through numerical examples, considering first
the case of linear approximation in a domain of the form [0,1]". We will then
compare our approach with the original SADM method developed in [6].
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5.1 Toy problem

We first consider here the case where Q = [0, 1]", and
flz) = sz(l + rx;).
i=1

where 7 > 0 is a parameter. We seek an approximation Y. ; a;z; of f(x), and
use the algorithm described above with 0 = 0 and m = n + 2. In Figures 1 and
2, we plot the evolution of the first component of Gy for N =1 to N = 2.10%, in
those cases where n = 3, n = 10, n = 30 and n = 60. We observe that the rate
of convergence is similar in these four cases.

0 02 04 06 08 1 12 14 16 18 2 2% 0z o4 06 08 1 12 14 1s 18 2

Figure 2: Convergence of [ for n = 30 (left) and n = 60 (right).

In Figure 3, we set n = 10. On the left, we plot the evolution of the first
component of Gy defined with m =n+2for N=1to N =10* forr =5, r =1
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and r = 0.1. As expected, this first component tends to 1, and with a better rate
of convergence for small . On the right, we plot the evolution of 8y in the case
where = 0.1, but with m = n. Convergence is not reached.

QL 12)
e e e e et e

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Figure 3: Left: Convergence of § for r = 5 (line), » = 1 (dashed line) and r = 0.1
(dotted line). Right: Result for m = n.

5.2 Improvement of the SADM method

The statistical analysis of distributed multipoles (SADM) algorithm put forth
in [6] corresponds to a problem of the form (c), where (;)j_; represent the
unknown multipoles borne by the n particles, and ~;(x) the electrostatic potential
functions decaying with respect to ||z —x;|| where x1, ..., x, denote the positions
of the particles. The space ) is made of M points in the three-dimensional
Cartesian space, lying away from the atomic positions, with M >> n.

However more computationally intensive than the least-squares scheme, this
pictorial approach provides a valuable information as to whether the atomic mul-
tipoles are appropriately defined, depending on how spread out the corresponding
distributions are. For instance, description of the molecular electrostatic po-
tential of dichlorodifluoromethane (CClyFg) by means of a simple point-charge
model yields a counterintuitive C°~—X%*t bond polarity — where X = Cl or F,
blatantly violating the accepted rules of electronegativity differences. Whereas
the least-squares route merely supplies crude values of the charge borne by the
participating atoms, the SADM method offers a diagnosis of pathological sce-
narios, like that of dichlorodifluoromethane. In the latter example, the charge
centered on the carbon atom is indeterminate, as mirrored by its markedly spread
distribution [6]. The crucial issue of buried atoms illustrated here in the partic-
ular instance of CClyF9 can be tackled by enforcing artificially the correct bond
polarity by means of hyperbolic restraints [3]. Violations of the classical rules
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of electronegativity differences may, however, often reflect the incompleteness
of the electrostatic model — e.g. describing an atomic quadrupole by a mere
point charge. Addition of atomic dipoles to the rudimentary point-charge model
restores the expected, intuitive C°—X%~ bond polarity [6].

In this section, we revisit the prototypical example of the three-point charge
model of water. The molecular geometry was optimized at the MP2/6-311++G(d, p)
level of approximation. The electrostatic potential was subsequently mapped on a
grid of 2,106 points surrounding the molecule, at the same level of theory, includ-
ing inner-shell orbitals. All the calculations were carried out with the GAUSSIAN
03 suite of programs [9]. Brute-force solution of the least-squares problem (1.1),
employing the OPEP code [2], yields a net charge of —0.782 electron-charge unit
(e.c.u.) on the oxygen atom — hence, a charge of +0.391 e.c.u. borne by the two
hydrogen atoms, with a root-mean square deviation between the point-charge
model regenerated and the quantum-mechanical electrostatic potential of 1.09
atomic units, and a mean signed error of 51.1 %. This notoriously large error
reflects the incompleteness of the model — a simple point charge assigned to
the oxygen atom being obviously unable to describe in a satisfactory fashion the
large quadrupole borne by the latter.

On account of the %5, space-group symmetry of water, only one net atomic
charge would, in principle, need to be determined — the point charges borne
by the two hydrogen atoms being inferred from that of the oxygen atom. Inas-
much as the SADM scheme is concerned, this symmetry relationship translates
to a single equation to be solved per realization or experiment. Without loss of
generality, two independent parameters will, however, be derived from the elec-
trostatic potential, the point charges borne by the two hydrogen being assumed
to be equal. Furthermore, in lieu of solving the individual 03,106 systems of 2 x
2 linear equations, incommensurable with the available computational resources,
it was chosen to select randomly 500,000 such systems.

The running averages of the charge borne by the oxygen atom are shown in
Figure 4 as a function of the number of individual realizations, for the SADM
algorithm with n = Ny points and its proposed enhancement, using 2, 4 and
8 additional grid points per realization — with the notations utilized in the
previous section, the latter translates to m = Ny + 2, Ny + 4 and N, + 8. From
the onset, it can be seen that the SADM scheme yields the worst agreement with
the target value derived from the least-squares problem (1.1), and that inclusion
of supplementary equations to the SADM algorithm rapidly improves the accord.
However minute, this improvement is perceptible as new grid points are added
to the independent realizations. Equally perceptible is the convergence property
of the running average, reaching faster an asymptotic value upon addition of
grid points. Congruent with what was established previously, the present set of
results emphasizes that the SADM method cannot recover the value derived from
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the least-squares equations. They further suggest that convergence towards the
latter value will only be achieved in the limit where the number of added points
coincides with the total number of grid points minus the number of parameters
to be determined — i.e. one unique realization.

-~ —~ 1
= 3 =|
S .0.784 -9 -0.784 N.+2 7
L L r s 1
3 r 1
O -0.786 SADM 1O -0.786F 3
P AR g I I B S S ST |
0.0 2.5x10° 50x10° 00 2.5x10° 5.0x10°
experiments experiments
0.782 ! 1 0782 ! ]
~ 1~ ]
=1 va_/w—————-j =3 &r’""‘_‘_’—*ﬁ
© -0.784 N,+4 JJ 0784f N_+8 1
L 18 1
18 1
o -0.786 Jor-0786F 3
PSS S R S S SR ] I I B S S ST ]
0.0 2.5x10° 50x10° 00 2.5x10° 5.0x10°
experiments experiments

Figure 4: Running average of the point charge, (Qgg, borne by the oxygen atom of water
(Ng = 2 parameters) as a function of the number of independent realizations, wherein
systems of 2 x 2 (SADM), 4 x 2,6 x 2 and 10 x 2 linear equations are solved. The
thick, dark horizontal line at Qg9 = —0.782 e.c.u. corresponds to the solution of the
least-squares problem.

Not too surprisingly, closer examination of the corresponding charge distribu-
tions in Figure 5 reveals that as additional grid points are added to the individual
realizations, not only does the width of these distributions narrow down, but the
latter are progressively reshaped. As was conjectured in [6], the SADM algorithm
yields Cauchy distributions, which is apparent from Figure 5. Improvement of
the method alters the form of the probability function, now closer to a normal
distribution. Interestingly enough, the slightly skewed shape of the distributions,
particularly visible on their left-hand side — as a probable manifestation of the
incompleteness of the electrostatic model, precludes perfect enveloping by the
model distributions, either Cauchy— or Gaussian-like.

Put together, the present computations reinforce the conclusions drawn hith-
erto, contradicting in particular the illegitimate assumption that the SADM and
the least-squares solutions might coincide [6]. From a numerical standpoint, how-
ever, the results obtained from both strategies appear to be reasonably close,
thereby warranting that the SADM algorithm should not be obliterated, as it
constitutes a valuable pedagogical tool for assessing the appropriateness of elec-
trostatic models.
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Figure 5: Normalized distributions of the charge, Qgo, borne by the oxygen atom of
water (Ny; = 2 parameters) obtained from 500,000 independent realizations, wherein
systems of 2 x 2 (SADM), 4 x 2, 6 x 2 and 10 x 2 linear equations are solved
(black curves). The light and dark curves correspond, respectively, to numerically
fitted Cauchy and Gaussian distributions.

6 Conclusion

In this work, a probabilistic approach to high-dimensional least-squares approx-
imations has been developed. Originally inspired by the SADM method intro-
duced for the derivation of distributed atomic multipoles from the quantum-
mechanical electrostatic potential, this novel approach can be generalized to a
wide class of least-squares problems, yielding convergent and efficient numerical
schemes in those cases where the space of approximation is very large.

This novel approach constitutes a marked improvement over the SADM method.
Complete analysis of the numerical algorithm in general cases, in terms of both
computational effort and optimal error estimatation, relies on open and difficult
issues prevalent to random matrix problems.
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