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Polymorphic evolution sequence and evolutionary
branching

Nicolas Champagnat? Sylvie Méléard®

March 23, 2010

Abstract

We are interested in the study of models describing the evolution of a polymor-
phic population with mutation and selection in the specific scales of the biological
framework of adaptive dynamics. The population size is assumed to be large and the
mutation rate small. We prove that under a good combination of these two scales, the
population process is approximated in the long time scale of mutations by a Markov
pure jump process describing the successive trait equilibria of the population. This
process, which generalizes the so-called trait substitution sequence, is called poly-
morphic evolution sequence. Then we introduce a scaling of the size of mutations
and we study the polymorphic evolution sequence in the limit of small mutations.
From this study in the neighborhood of evolutionary singularities, we obtain a full
mathematical justification of a heuristic criterion for the phenomenon of evolution-
ary branching. This phenomenon corresponds to the situation where the population,
initially essentially single modal, is driven by the selective forces to divide into two
separate subpopulations. To this end we finely analyze the asymptotic behavior of
3-dimensional competitive Lotka-Volterra systems.

MSC 2000 subject classification: 92D25, 60J80, 37N25, 92D15, 60J75

Key-words: Mutation-selection individual-based model, fitness of invasion, adaptive dy-
namics, polymorphic evolution sequence, competitive Lotka-Volterra system, evolutionary
branching.

1 Introduction

We consider an asexual population in which each individual’s ability to survive and repro-
duce is characterized by a quantitative trait, such as the body size, the age at maturity, or
the rate of food intake. Evolution, acting on the trait distribution of the population, is the
consequence of three basic mechanisms: heredity, which transmits traits to new offsprings,
mutation, driving a variation in the trait values in the population, and selection between
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these different trait values, which is due to the competition between individuals for limited
resources or area. Adaptive dynamics models aim at studying the interplay between these
different mechanisms [23, 27, 29]. One of the key features of these models, observed in
many simulations, is the emergence of phenotypic separation without geographic separa-
tion in the population (Metz et al. [28]). In the sexual case, it is related to the phenomenon
of sympatric speciation (Dieckmann and Doebeli [9]). When the initial population is mo-
nomorphic (i.e. all individuals have the same trait), simulations show that sometimes,
one has the following phenomenon. The population stays essentially single-modal centered
around a trait that evolves continuously until some random time. At this time it divides
into two separate sub-populations. These sub-populations are still in interaction but are
centered around distinct traits at a distance increasing with time. This phenomenon is
called Evolutionary Branching. Our aim in this paper is to understand the dynamics of
the process in long time scales and to highlight this evolutionary branching phenomenon.
In particular, we want to give a rigourous proof of a result stated by Metz et al. [28, Sec-
tion 3.2.5], where conditions on the parameters of the model allow one to predict whether
evolutionary branching will occur or not.

Some mathematical approaches of this problem have been already developed. Some
papers examined the stationary behavior of the population (Cressman and Hofbauer [7],
Yu [32]). Partial results have also been obtained from deterministic models (Diekmann
et al. [11], Barles and Perthame |[2|, Desvillettes et al. [8]). Our approach is different.
It is based on a stochastic individual-based model that details the ecological dynamics
of each individual. In addition, it aims at describing how evolutionary branching occurs
dynamically (i.e. in a non-stationary way): we first describe the approach of the population
to a single modal equilibrium state, and next give a criterion to assess whether evolutionary
branching occurs or not at this point.

We follow the basic description of adaptive dynamics based on the biologically moti-
vated assumptions of rare mutations and a large population. Under these assumptions,
we prove that the individual-based process can be approximated by a Markov pure jump
process on the set of point measures on the trait space. The transitions of this process are
given by the long time behavior of competitive Lotka-Volterra systems. They describe the
succession of mutant invasions followed by a fast competition phase between the mutant
population and the resident one. In the mutation time scale, and for large populations, the
successful traits in the competition are given by the nontrivial equilibria of Lotka-Volterra
systems which model the dynamics of the sizes of each sub-population corresponding to
each resident or mutant trait. We thus generalize the situation introduced by Metz et
al. [28] and mathematically developed by Champagnat [4], when the parameters of the
model prevent the coexistence of two traits. In that case, the microscopic model converges
to a monomorphic (one trait support) pure jump process, called Trait Substitution Se-
quence (TSS). This limit involves a timescale separation between the mutations and the
population dynamics driving the competition between traits.

In this article, we relax the assumption of non-coexistence and obtain a polymorphic
evolution sequence (PES), allowing coexistence of several traits in the population, from the
same microscopic model described in Section 2.1. Simulations of an example are shown
in Section 2.2 in order to illustrate the phenomenon of evolutionary branching. In Sec-
tion 2.3, we introduce the deterministic competitive Lotka-Volterra systems describing the
competition between traits. We prove in Section 2.4 that the PES takes the form of a



Markov jump process on the set of measures on the trait space X that are finite sums of
Dirac masses with positive weights, and we characterize the transitions of this process in
terms of the long time behavior of competitive Lotka-Volterra systems. In Section 3, we
explain why the assumptions ensuring the convergence to the PES are satisfied as long as
no more than two traits coexist. In this case, the dynamics of the PES can be explicitly
characterized. Next (Section 4), we study the transition from a monomorphic population
to a stable dimorphic population, and give a full mathematical justification of the crite-
rion for evolutionary branching proposed in [28], under the assumption of small mutation
effects. To this end, we first show in Sections 4.1 that, away from evolutionary singulari-
ties, the support of the PES stays monomorphic and converges to an ODE known as the
“canonical equation” (Dieckmann and Law [10]). Finally, in Section 4.2, we characterize in
Theorem 4.9 the situations when evolutionary branching occurs by specializing to our sit-
uation the results of Zeeman [33] on the asymptotic behavior of 3-dimensional competitive
Lotka-Volterra systems. This is the main result of the paper.

Let us stress the delicate combination of the limits. Here we are concerned by the
combination of the limits of large populations and rare mutations, followed by a limit
of small mutations. An alternative approach would be first to study the limit of large
population alone, giving in the limit an integro-differential partial differential equation for
the density of traits (Champagnat et al. [5]); and next to study a limit of small mutations
on this equation with a proper time scaling that would lead to some dynamics on the set of
finite sums of Dirac masses on the trait space. The second part of this program has already
been partly studied by Diekmann et al. [11] in a specific model, but is related to difficult
problems on Hamilton-Jacobi equations with constraints (Barles and Perthame [2]). In this
case, evolutionary branching is numerically observed, but not yet fully justified. Another
approach would be to combine the three limits we consider directly at the level of the
microscopic model, allowing one to study the evolutionary process on several time scales
(Bovier and Champagnat [3]). This requires a finer analysis of the invasion and competition
phases after the appearance of a new mutant. Note that all these approaches are based on
the same idea of separation between the time scales of mutation and competition, whereas
the model of Yu [32] does not satisfy this assumption. This may explain why his results are
different from ours (in particular, he does not observe evolutionary branching in a model
where the fitness satisfies our branching criterion). This shows the delicate influence of
parameters scaling and of the specific ecological model on the phenomenon of evolutionary
branching.

2 Models and Polymorphic Evolution Sequence (PES)

Let us introduce here the main models on which our approach is based and give our
convergence result to the polymorphic evolution sequence.

2.1 The individual-based model

The microscopic model we use is an individual-based model with density-dependence, which
has been already studied in ecological or evolutionary contexts by many authors [14, 5].
The trait space X is assumed to be a compact subset of R/, [ > 1. For any z,y € X, we
introduce the following biological parameters



A(z) € Ry is the rate of birth from an individual holding trait z.
wu(x) € Ry is the rate of “natural” death for an individual holding trait x.
r(x) = A(z) — p(x) is the “natural” growth rate of trait x.

K € N is a parameter scaling the population size and the resources.

a(f(’y) € Ry is the competition kernel representing the pressure felt by an individual hold-

ing trait z from an individual holding trait y. It is not assumed to be a symmetric
function.

ug p(x) with ug,p(x) € (0,1], is the probability that a mutation occurs in a birth from
an individual with trait 2. Small ux means rare mutations.

m(z, h)dh is the mutation law of a mutant trait x + h € X', born from an individual with
trait . Its support is a subset of the compact set {y —z : y,z € X'}.

We consider, at any time ¢t > 0, a finite number N; of individuals, each of them holding
a trait value in X. Let us denote by x1,...,zy, the trait values of these individuals.
The state of the population at time ¢ > 0, rescaled by K, is described by the finite point

measure on X
1
— L3 2.1)
i=1

where 0, is the Dirac measure at z. Let (v, f) denote the integral of the measurable
function f with respect to the measure v and Supp(v) denote its support.

Then (v/,1) = £ and for any « € X, the positive number (v, 14,y) is called the
density at time t of trait x.

Let Mg denote the set of finite nonnegative measures on X, equipped with the weak
topology, and define

1 n
:{?Z%;nzo, xl,...,anX}.
i=1

An individual holding trait = in the population ©/¢ gives birth to another individual with
rate A(z) and dies with rate

N¢

u(o)+ [ ate i (dy) = o) + 52 Y- ala,m)

=1

The parameter K scales the strength of competition, thus allowing the coexistence of more
individuals in the population. A newborn holds the same trait value as its progenitor with
probability 1 —ugp(x), and with probability uxp(z), the newborn is a mutant whose trait
value y is chosen according to y = =+ h, where h is a random variable with law m(z, h)dh.
In other words, the process (vf€,t > 0) is a M -valued Markov process with infinitesimal



generator defined for any bounded measurable function ¢ from MX to R by
0z
240 = [ (o(v+ %) ~00)) (1 - uxploIN @) K(ae)
+ /X /R | <¢ (,, + ‘57”) _ ¢(y)) wiep()A(@)m (, ) dh K v(dz)

w [ (o(v=%) - o0) (wa)+ [ atopwtan)) wvtan. @2

For v € M the integrals with respect to Kv(dx) in (2.2) correspond to sums over all
individuals in the population. The first term (linear) describes the births without mutation,
the second term (linear) describes the births with mutation, and the third term (non-linear)
describes the deaths due to age or to competition. The density-dependent non-linearity of
the third term models the competition in the population, and hence drives the selection
process.

Let us denote by (A) the following three assumptions

(A1) A, g and a are measurable functions, and there exist A, fi, & < +o0o such that

A <A w()<i oand al,) <@

(A2) r(z) = A(x) — p(x) > 0 for any x € X, and there exists a > 0 such that o < af(,-).

(A3) There exists a function m : R' — R such that m(x,h) < m(h) for any x € X and
heR! and [m(h)dh < oo.

For fixed K, under (A1) and (A3) and assuming that E((¢{f,1)) < oo, the existence and
uniqueness in law of a process on D(R;, M) with infinitesimal generator LX has been
proved in [14]. Assumption (A2) prevents the population from exploding or becoming
extinct too fast.

2.2 An example

The general birth-death-competition-mutation process described above has been heuris-
tically studied in various ecological or evolutionary contexts. Let us illustrate the phe-
nomenon of evolutionary branching with a simple example, where the parameters of the
model are adapted from a classical model of competition for resources (Roughgarden [31],
Dieckmann and Doebeli [9]). In this model, there is a single optimal trait value for the
birth rate and a symmetric competition kernel. The parameters are the following:

X =[-22; wpx)=0; pl)=p,
MNz) = exp(—x?/20%), (2.3)
a(z,y) = a(z —y) = exp(—(z — y)?/207).

and m(x, h)dh is the law of a N'(0,02) r.v. Y (centered Gaussian with variance o2) condi-
tioned on z 4+ Y € X.



The growth rate A(z) is maximal at x = 0 and there is local competition between traits, in
the sense that a(x,y) is maximal for z = y and is small when |z — y| is large. If the com-
petition kernel was flat (o« = 1), evolution would favor mutant traits with maximal growth
rate. However, if competition is local, numerical simulations of the microscopic model give
different patterns, as shown in Fig. 2.1. In Fig. 2.1(b), the population, initially composed
of traits concentrated around a single trait value, is driven by the evolutionary forces to
states where the population is composed of two (or more) groups, concentrated around
different trait values. This phenomenon of evolutionary branching has been observed in
many biological models (see e.g. |28, 26, 19]), including populations with sexual repro-
duction (see e.g. [9]), for which this phenomenon is believed to be a possible mechanism
leading to sympatric speciation (speciation without geographical separation).

0 5000 10000 0 5000 10000

N N
3000 3000
2000 2000
1000 s ia, i o 1000
0 t o t
0 5000 10000 ] 5000 10000
(a) p=0.1, K = 1000, o = 0.01, 0, = 0.9, 0o = (b) p=0.1, K = 1000, o = 0.01, 0 = 0.9, 0o =
1.0. 0.7.

Figure 2.1: Numerical simulations of the trait distribution (upper panels) and population size
(lower panels) of the microscopic model with parameters (2.3). The initial population is composed
of K individuals all with trait —1.0.

In this particular model, the possibility of evolutionary branching appears numerically to
be governed by the values of o, and o4, which represent respectively the width of the trait
region with high growth rate and the interaction range. In Fig. 2.1(a), o, > 03 and there
is no evolutionary branching, whereas in Fig. 2.1(b), 0, < 03 and evolutionary branching
occurs. We observe in both simulations that, in a first phase, the population trait support
is concentrated around a single trait value that converges to 0. In a second phase, new
mutants are subject to two different selective pressures: high growth rate (traits close to
0) and competition (traits far from the rest of the population). If o, is small enough, the



decrease in competitive pressure compensates the loss of reproductive efficiency near 0 and
allows the appearance of new branches.

In order to analyze the phenomenon of evolutionary branching, we are going to consider
three biological asymptotics in the individual-based model: large population (K — 400),
rare mutations (ux — 0) and small mutation amplitude (h replaced by e¢h with ¢ — 0).
These scales and the biological heuristics of this approach were introduced in [28]. The
combination of the first two scales (large population and rare mutation) will give con-
vergence of the individual-based process to the so-called polymorphic evolution sequence
(PES, Theorem 2.7 of Section 2.4.2). This convergence corresponds to approximating the
simulated dynamics of Fig. 2.1(a) and (b) by the one of Fig. 2.2(a) and (b), respectively.
Note that the probability of mutation p has been drastically reduced in Fig. 2.2. The
reason why ¢ has been also increased is to make the jumps in the population state visible.
Simulations with ¢ = 0.01 and p = 0.0001 would also show jumps, but of course much
smaller ones. The biological heuristic of the convergence when K — oo and ux — 0 is the
following. Firstly, the assumption of rare mutations implies a separation between ecological
(or population dynamics) and evolutionary (or mutation) time scales: the selection process
has sufficient time between two mutations to eliminate disadvantaged traits. Secondly, the
large population assumption allows one to assume a deterministic population dynamics be-
tween mutations, so that the outcome of the competition can be predicted. Then evolution
proceeds by a succession of phases of mutant invasion and very short phases of competition
between traits, and only few traits remain after competition between each mutation. The
only randomness remaining in the system comes from the mutation times and the mutant
traits appearing in the population.

The PES is a convenient tool to study evolutionary branching: in Section 4.2, we give a
precise definition for evolutionary branching in the PES (Definition 4.8), and we then prove
a branching criterion (Theorem 4.9), which turns out to reduce to the variance criterion in
this specific example.

Other simulations for small mutations are given in Fig. 2.3. In Fig. 2.3(a), we observe that
for smaller o, several evolutionary branching events can occur at different times. This
shows that evolutionary branching may be a transient property, not necessarily well cap-
tured by invariant distribution properties. Note that, although our results on evolutionary
branching are restricted to the first branching event, the PES obtained in Section 2.4.2 is
well-defined in situations where more then two “branches” coexist in the population, as in
Fig. 2.3(a). In Fig. 2.3(b), the size of mutation jumps o is divided by 2 compared with
Fig. 2.2(b). The simulation shows that the amount of time needed for the population to
approach the trait value 0 is roughly multiplied by 4 with respect to Fig. 2.2(b). This
will be mathematically justified in Theorem 4.4 of Section 4.1, where we prove that the
support of the PES with time rescaled as t/o? converges when ¢ — 0 to the solution of an
ordinary differential equation, known as the canonical equation of adaptive dynamics.

2.3 Lotka-Volterra systems

As the previous heuristic argument shows, we need to study the competition between a
finite number of traits, say x1,...,xq, between two mutations. We are thus led to study
the individual-based process without mutation (ux = 0 for all K > 1).

So fix x1,...,24 € X and assume that, for all i € {1,...,d}, (yé(,l{xi}> has bounded
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Figure 2.2: Numerical simulations of the trait distribution (upper panels) and population size
(lower panels) of the microscopic model with parameters (2.3). The initial population is composed
of K individuals all with trait —1.0.

second-order moments and converges in distribution to n;(0) € Ry. Then, as proved
in [6, Thm.4.2], when K — o0, the process ((¢f,115,3), ..., (v, 145,1)) converges in
distribution for the Skorohod topology to the solution of the d-dimensional competitive
Lotka-Volterra system LV (d,x) with initial condition (n;(0),...,n4(0)), defined below.

Definition 2.1 For any x = (z1,...,24) € X%, we denote by LV (d,x) the competitive
Lotka-Volterra system defined by

n(t) = FX(n(t)), t>0, (2.4)

where n(t) = (n1(t),...,nq(t)),
d
F*(n) := n;G;'(n) where Gj(n) = Za Ti, Tj)N (2.5)
7=1

The equilibria of LV (d,x) are given by the intersection of hyperplanes (P;)1<;<4, where
P; has equation either n; = 0 or G¥(n) = 0. Let us introduce the following notion of
coexisting traits.
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Figure 2.3: Numerical simulations of the trait distribution (upper panels) and population size
(lower panels) of the microscopic model with parameters (2.3). The initial population is composed
of K individuals all with trait —1.0.

Definition 2.2 For any d > 0, we say that x1,...,x4 coexist if LV (d,x) admits a unique
non-trivial equilibrium n(x) € (0,00)? which is locally strongly stable, in the sense that the
eigenvalues of the Jacobian matriz of F* at n(x) have all (strictly) negative real part. In
particular, for all i € {1,...,d},

Gi(a(x)) =0 and DF*(n(x)) = ((—a(zi, z5)0(x)))1<ij<d- (2.6)

Once x1,...,xq4 € X coexist, the invasion of a mutant trait y € X in this resident pop-
ulation is governed by its initial growth rate. This growth rate is given by the so-called
fitness function defined by

Flysx) = flysan,. . ma) =r(y) — > aly, x;)n(x). (2.7)
j=1

The stability of the equilibria of Lotka-Volterra systems is governed by the sign of this
function.

Proposition 2.3 Assume that the traits x1,...,xq € X coexist. Then

(i) For anyiec{1,...,d}, f(x;;21,...,24) =0.



(i) If f(y;x1,...,2q) <O, the equilibrium (n1(x),...,nq(x),0) of LV (d+1, (x1,...,24,9))

is locally strongly stable, and if f(y;x1,...,2q) > 0, this equilibrium is unstable, in
the sense that the Jacobian matriz of the system at this point has one positive eigen-
value.

Proof The first point is immediate. The second point comes from the following relation
between Jacobian matrices of Lotka-Volterra systems

—n1(x)e(z1,)
DF*((x)) s
DF@ 24 (7 (x), ..., Mg(x),0) = _fig(x)a(za, y)
0 - 0 fy;x)
Since 1, ..., x4 coexist, all the eigenvalues of DF*(n(x)) have negative real parts. [

Examples

1. In the monomorphic case (d = 1), the competitive Lotka-Volterra system LV (1, z)
takes the form of the so-called logistic equation

Ny = nx(T(ZE) - a(m,x)nx). (2.8)
When r(x) > 0, the unique stable equilibrium of this equation is n(z) = r(z)/a(z, x).

2. In the dimorphic case (d = 2), the system LV (2, (z,y)) takes the form

{hx = ne(r(@) - oz, 2)n; - a@,y)ny) (2.9)

Ty = ny(r(y) (y, 2)ny — aly, y)ny).
Under Assumption (A2) and if a(z,z)a(y,y) — a(z,y)a(y,z) # 0, the equilibria

of (2.9) are (0,0), (n(x),0), (0,7(y)) and a non-trivial equilibrium n(x,y), which
may possibly belong to (0,00)2, with

 r(@aly,y) —r(y)a(z,y)

M@y = o Daly.y) — (e g)oly, ) (2.10)
 r(yale.2) - r(@)aly,2)

m(Y) = O Dalyy) — ale,g)a.7) (2.11)

The fitness function takes the form

fly;x) =r(y) — aly, z)n(z), (2.12)

By Proposition 2.3, the stability of the equilibrium (72(z),0) is governed by the sign
of f(y; ), and
flz;x) =0, VrelX.

Moerover, the fitness function also gives a criterion for coexistence in the dimorphic
case.

10



Proposition 2.4 There is coexistence in the system LV (2, (z,y)) if and only if

fly;2) >0 and f(z;y) > 0.

We refer to [24, Sec. 2.4.3] for a proof of this result.

3. In the trimorphic case (d = 3), the fitness of a mutant trait z in a population with
two coexisting resident traits x and y is given by

f(z; €T, y) = T(Z) - a(z, x)ﬁl (.CU, y) - a(z, y)ﬁQ(xa y)v (213)
where 71 (z,y) and na(x,y) are defined in (2.10) and (2.11).

2.4 Convergence to the Polymorphic Evolution Sequence (PES)

Our goal here is to examine the asymptotic behavior of the microscopic process when the
population size grows to infinity as well as the mutation rate converges to 0, in a long time
scale.

2.4.1 Assumptions

Let (B) denote the following Assumptions (B1) and (B2) on the Lotka-Volterra systems of
Definition 2.1.

(B1) Given any x = (z1,...,24) € X% such that z1,...,zq coexist, for Lebesgue almost
any mutant trait y € X such that f(y;x) > 0, there exists a neighborhood ¢/ c R4*!
of (A!(x),...,n%(x),0) such that all the solutions of LV (d + 1, (z1,...,24,y)) with
initial condition in U N (0,00)4T! converge as t — +o0o to a unique equilibrium in
(R, )1, denoted by

n*(zr1,...,24,Y)-

(B2) Writing for simplicity x4+1 = y and n* for n*(z1,...,x441), let
Im*):={ie{l,...,d+1}:nf >0} and x*=(z;;i€ I(n")).

Then, for Lebesgue almost any mutant trait z44; as above, {z;;i € I(n*)} coexist
and
forall j ¢ I(n*), f(z;;x") <0.

Assumption (B1) prevents cycles or chaotic dynamics in the Lotka-Volterra systems. More-
over, it also prevents situations as in Fig. 2.4, where the equilibrium n* is unstable. In
this case, a solution of the Lotka-Volterra system LV (d + 1, (z1,...,xq,y)) starting from
a point in any neighborhood of (n!(x),...,n%(x),0), represented by the curved line in
Fig. 2.4, need not converge to n*.

Definition 2.5 An equilibrium n of LV (d, (x1,...,xq)) is hyperbolic if the Jacobian ma-
triz of LV (d, (z1,...,%4)) at n has no eigenvalue with 0 real part.

Assumption (B2) can also be replaced by one of the following two simpler assumptions.

11



Figure 2.4: Assumption (B1) prevents such situation.

(B3) For Lebesgue almost any mutant trait x411 as in (B1), n* is hyperbolic.

(B4) For Lebesgue almost any mutant trait z4y1 as in (B1), n* is strongly locally stable.

Proposition 2.6 Assumptions (B1) and (B2) are equivalent to Assumptions (B1) and (B3),
and to Assumptions (B1) and (B4).

Proof Let k:= Card(I(n*)). Assume that z1,...,244+1 are reordered in a way such that
I(n*) ={1,2,...,k}. Then it is clear, by the definition of coexistence and the fact that

DF* (n},...,n;) | (—olws, m)nd)1<ick, ke1<j<dr1

DF(xl,...,:Ed+1)(n*) — f($k+17x*) 0

0 f(xd-i-lv X*)

that (B2) implies (B4) which also trivially implies (B3). Assuming (B3), the stable mani-
fold theorem (see e.g. [20] pp. 13-14) says that the set of points such that the solution of
LV (d+1,(z1,...,24.1)) started at this point converges to n* is a submanifold of (0, co)¢**
of dimension [, where [ is the number of eigenvalues of DF®@1:%a+1)(n*) with negative real
part. In particular, if | < d + 1, this manifold does not contain an open set of (0,00)%*!,
which is in contradiction with (B1). Therefore, [ = d 4 1, which implies (B2). O

In Section 3, various situations ensuring Assumptions (B1) and (B2) (or (B3), or (B4))
will be discussed.
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2.4.2 Definition of the PES and Convergence Theorem
We define My C Mg by

d
Mg = {Zﬁi(X)%s d>1,x1,...,0p € X coexist} .
i=1

Theorem 2.7 Assume (A) and (B). Take x1,...,xq4 € X that coexist and assume that
vl = Zgzl ni oy, with n& — 7i;(x) in probability for all 1 <i < d. Assume finally that

1
VvV >0, logK < — < exp(VK), as K — 0. (2.14)
Kug

Then, (Vt[/(KuK;t > 0) converges to the Moy-valued Markov pure jump process (Ay;t > 0)
defined as follows: Ay = Zle ni(x)dz, and the process A jumps for all j € {1,...,d}

d d
from Z ni(x)0z, to Z n;(x1,...,2q, 25 + h)oe, +ngq (1,24, %5 + h)oz,4n
i=1 i=1

with infinitesimal rate

[f(zj + hix)]+

p(x;)A(z;)1;(x) e, + h) m(z;, h)dh. (2.15)

The convergence holds in the sense of finite dimensional distributions on Mg equipped with
the topology of the total variation norm.

Remark that, in general, the convergence cannot hold for the Skorohod topology (even if
the space Mp is equipped with the weak topology). Indeed, it can be checked in explicit
examples that the total mass of the limit process has jumps. This is in contradiction with
the C-tightness of the sequence (th/(KUK,t > 0), which would hold in case of convergence
for the Skorohod topology.

The infinitesimal generator of the process (A, t > 0) is given by

d d
ni(x = E €T x‘ﬁ-x—[f(xj—i_h;x)hmx‘
£(P(;nz( )5331) /thj:1p( J))\( ]) ]( ) )\(.Q?]—i-h) ( ]7h)><

(go(inf(:cl, oy @g, 5+ h)Oy, Y (2, T,y + h)5$j+h) - W(Zﬁi(x)ém))v
i=1 »

for all measurable bounded function ¢.

We call this process Polymorphic Evolution Sequence (PES), by analogy with the so-called
“Trait Substitution Sequence” (TSS) of Section 6.4 of [28] (see also Section 3.1 below).
Recall that the equilibrium n* needs not to have all nonzero coordinates, which means
that the number of traits in the support of the PES may not be monotonous.

Note that it follows from Assumption (A) and from (2.6) that the jump rates of the process
A are bounded. Moreover, by Assumption (B2), for almost all mutant traits y such that
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fly;x) > 0, Zle ni(x1, ..., 2q,Y)0z; + 0y (21,...,24,y)0y € Mo. Thus, the PES is
well-defined on R4 and belongs almost surely to M for all time.

We now give the general idea of the proof, extending the biological heuristics of [28].
We refer to Appendix A for the detailed proof.
Let us roughly describe the successive steps of mutation, invasion and competition. The
two steps of the invasion of a mutant in a given population are firstly the stabilization
of the resident population before the mutation and secondly the invasion of the mutant
population after the mutation.
Fix n > 0. In the first step, assuming that d traits x1, ..., x4 that coexist are present, we
prove that the population densities ((1/*, 14,3, .., (/f, 1{5,1)) belong to the p-neighborhood
of n(x) with high probability for large K until the next mutant y appears. To this aim,
we use large deviation results on the problem of exit from a domain [15] to prove that the
time needed for the population densities to leave the n-neighborhood of n(x) is bigger than
exp(V K) for some V > 0 with high probability. Therefore, until this exit time, the rate
of mutation from trait z; in the population is close to uxp(x;)\(x;) Kn;(x) and thus, the
first mutation appears before this exit time if one assumes that

VK
Le .
Kug

In particular, the mutation rate from trait x; on the time scale t/Kug is close to
p(xi) MA@ )ns(x).

In the second step, we divide the invasion of a given mutant trait y into 3 phases shown in
Fig. 2.5, in a similar way as done classically by population geneticists dealing with selective
sweeps [25].

population size

Figure 2.5: The three steps of the invasion of a mutant trait y in a monomorphic population with
trait x.

In the first phase (between time 0 and t; in Fig. 2.5), the number of mutant individuals is
small, and the resident population stays close to its equilibrium density n(x). Therefore,
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the dynamics of the mutant individuals is close to a branching process with birth rate
A(y) and death rate u(y) + Zle a(y, xz;)n;(x). Hence, the growth rate of this branching
process is equal to the fitness f(y;x) of (2.7), describing the ability of the initially rare
mutant trait y to invade the equilibrium resident population with traits x1,...,xq. If
this fitness is positive (i.e. if the branching process is super-critical), the probability that
the mutant population reaches density n > 0 at some time ¢; is close to the probability
that the branching process reaches 1K, which is itself close to its survival probability
[f (y;x)]+/A(y) when K is large.

In the second phase (between time ¢; and ¢9 in Fig. 2.5), we use the fact that, when
K — 400, the population densities ((/, 1(z3),-. ., (U, Lp 1), (W 1gyy)) are close to
the solution of the Lotka-Volterra system LV (d + 1, (z1,...,x4,y)) with the same initial
condition, on any time interval [0,7]. Assumption (Bl) ensures that, if n is sufficiently
small, then any solution to the Lotka-Volterra system starting in some neighborhood of
(P1(x),...,nq(x),0) converges to a new equilibrium n* € R™! as time goes to infinity.
Therefore, the population densities reach with high probability the n-neighborhood of n*
at some time to.

Finally, in the last phase, we use the same idea as in the first phase: since n* is a strongly
locally stable equilibrium (Assumption (B2) ), we can approximate the densities of the
traits x; such that n}k = 0 by branching processes which are sub-critical. Therefore, they
reach 0 in finite time and the process comes back to the first step until the next mutation.
We will prove that the duration of these three phases is of order log K. Therefore, under
the assumption

1
log K —_—
g < Kug’

the next mutation occurs after these three phases with high probability.

3 Particular cases and extensions of the PES

In this section, we discuss various situations when Assumptions (B1) and (B2) are satisfied
allowing one to explicitly obtain the PES.

3.1 The "no coexistence" case: an extension of the trait substitution
sequence (TSS)

In this section we characterize the case when the PES is well defined until the first co-
existence time of two different traits. Let us introduce the assumption

(C1) For all z € X, the set of y such that f(y;2) = 0 has Lebesgue measure 0,

where f(y;x) is defined in (2.12). It will be shown below that Assumption (B) with d =1
(only one resident trait) follows from (C1).

Let us now introduce the following killed PES (Agl),t > 0) as a Markov jump process on
MoU{8}, where 9 is a cemetery state, with infinitesimal generator £} defined as follows.
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For a bounded measurable function ¢ on Mg U {9}, we have L) p(d) = 0 and
£V (0()0,)

— /X <<p ('ﬁ(a: + h)(strh) - ‘P(ﬁ(f’f)%))p(x))\(x)ﬁ(g;)w

Az +h) - L f(wsa+n)<oym(a, h)dh
+ /X (9(9) — @((2)8:)) p(2)AM@)A(2) L { fawt )50, f (o hia)=0y U, B)dh. (3.1)

By construction, the killed PES (Agl),t > 0) is always monomorphic before killing. Once
the killed PES reaches the cemetery state 9, it no longer jumps.

We have the following corollary of Theorem 2.7.

Corollary 3.1 With the same assumption and notation as in Theorem 2.7, except that
Assumption (B) is replaced by Assumption (C1) and that d =1, let

) = inf{t > 0: Supp(v[) = {x,y} such that (z,y) coexist}.

Then the process

K
(UK;K 1{K5K§7'K}+81{ﬁ>77{}’t20) (32)
converges as K — —+oo to the killed PES (Agl),t > 0) with initial condition A(()l) = n(x)d,.
The convergence is understood in the same sense as in Theorem 2.7.

Proof Let us first prove that Assumption (B) for d = 1 is implied by (C1). The
asymptotic behavior of 2-dimensional competitive Lotka-Volterra systems is well-known
(see e.g. [24]):

o if f(z;y) > 0and f(y;x) <0, any solution of LV (2, (x,y)) starting from Ry x (0, c0)
converges to n*(y,z) = (n(x ) 0),

o if f(z;y) <O0and f(y;x
converges to n*(z,y) =

(n

) > 0, any solution of LV(2, (z,y)) starting from (0,00) x R

(0,72(y)),

o if f(x;9) > 0 and f(y;x) > 0, any solution of LV (2, (x,y)) starting from (0, 00)?
converges to n*(z,y) = n*(y,z) = n(x,y),

o if f(z;y) <0and f(y;x) <0, (n(x),0) and (0,7(y)) are both locally strongly stable.

Moreover, all the equilibria are hyperbolic if and only if f(y;z) # 0 and f(z;y) # 0.
Therefore, Assumption (C1) implies Assumption (B) for d = 1 since m(z, h)dh is absolutely
continuous w.r.t. Lebesgue’s measure.

Therefore, the generator (3.1) corresponds to defining the killed PES A() as the PES, and
send it to the cemetery state J as soon as a mutant trait x + h appears, that coexists with
the resident trait x € X. Note that 0 is reached as soon as a mutant appears, that could
coexist with the resident trait, even if this mutant actually does not invade the population.
That explains why the invasion probability [f(z + h; x)]+/A(x + h) does not appear in the
last line of (3.1).
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Note that under Assumptions (A) and (C1), the killed PES (Agl),t > 0) is almost surely
well-defined. The convergence of the processes (3.2) to AWM is thus obtained by a proof
easily adapted from the one of Theorem 2.7. O

Remark 3.2 The killed PES generalizes the so-called “Trait Substitution Sequence” (TSS),
introduced in 28], and rigorously studied in [4]. The TSS is the support of the limiting
process of the sequence (3.2) in the case when the parameters of the microscopic model
prevent the coexistence of any two traits. Such an assumption, known as “Invasion-Implies-
Fization” (IIF) principle [17] is given by:

(ITIF) for all x € X, almost all y € X such that f(y;z) > 0 satisfy f(x;y) <O0.
Hence, the PES A has the form

A = ’fl(Xt)(SXt, t>0,

where X is called the TSS and is a Markov pure jump process on X with infinitesimal
generator

[f(z+hix)]y

et h) m(z, h)dh. (3.3)

Lola) = [ (plo+ 1) = ple)pA)a()

The killed PES (Agl),t > () prevents the coexistence of two or more traits. Therefore, this
process is not suited to our study of evolutionary branching in Section 4. To this end, we
need to examine a more general situation.

3.2 The “no triple coexistence” case

In this section we characterize the case when the PES is well defined until the first co-
existence time of three different traits. To this aim, we first extend the fitness function
f(z;z,y) of (2.13) to any =,y € X such that f(x;y)f(y;x) > 0 (and not only for the ones
that coexist). It can be easily checked that a(z,z)a(y,y) — a(z,y)a(y,x) cannot be 0
under this condition. This extension is needed in the results of Zeeman [33] we use below.

We can now introduce the following assumption:

(C2) For all z,y € X that coexist, the set of z such that f(z;z) = 0, f(z;2) = 0,
fly;2) =0, f(z;9) =0, f(z;y,2) = 0 or f(y;x,2z) =0 (when these last quantities
are defined) has Lebesgue measure 0.

We denote by (C) the assumption (C1)+(C2).

In the case when the mutant z invades a resident population with coexisting traits x
and y (i.e. if z,y, z satisfy f(z;y) > 0, f(y;z) > 0 and f(z;2,y) > 0 by Propositions 2.3
and 2.4), one needs to study the asymptotic behavior of the 3-dimensional competitive
Lotka-Volterra system LV (3, (z,y,2)). The complete classification of such 3-dimensional
systems has been done by Zeeman [33] in terms of the signs of the fitnesses involved in (C2).
The case of coexisting  and y and invading z leads to 10 classes of asymptotic behaviors
represented in Figure 3.1, labelled with the same numbers as in [33]. The precise meaning
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of these pictures is given in Appendix B. Classes 7 and 8 correspond to the extinction of
both resident traits and survival of the mutant; classes 9 to 12 correspond to the extinction
of one resident trait and the coexistence of the two others; classes 26, 29, 31, 33 correspond
to the coexistence of the three traits. Thus the triple coexistence case is described by the

set of traits
Croex = {(x,y,2) € X3 : LV (3, (z,y, 2)) belongs to classes 26, 29, 31 or 33}. (3.4)

As can be checked from Fig. 3.1, if z and y coexist and f(z;x,y) > 0, then (z,y, 2) € Ceoex
if and only if both of the following properties are satisfied

(Pl) Iff(y;:):,z) is well-defined, then f(:):;z), f(zgz:) and f(y;x,z) have all the same sign.
) If f(x;y, 2) is well-defined, then f(y;z2), f(z;y) and f(z;y, z) have all the same sign.

A
ININ DN N

Figure 3.1: The different equivalence classes of phase portraits on X of 3-dimensional competitive
Lotka-Volterra systems where two traits coexist and the last one has a positive fitness w.r.t. the

two others.

Similarly as in Section 3.1, we define the killed PES (A§2),t > 0) as a Markov pure jump
process on MoU{0}, with infinitesimal generator L2 The latter is given by (2.16) for d =
1, and for d = 2 and coexisting x1, xs, it is modified as follows. Let v := Z?Zl ni(x1,22)04,,
then

L@ (v —/RZZ Zn :cl,:cg,x]—i-h)&xl+n3(:c1,:c2,:c]+h)5xj+h) gp(y))x

=1

_ [f(zj + hs w1, 29)]4
p(x;) M) (21, 22) ])\(.Tj ) L (21 29,0+ h)@Cooex ) M (T4, ) dD

2
+ ) (20) = o)) p(a)) M) (21, 22) L (01 109 ;-4 h)ECo0er ) M5, D). (3.5)
Rl %
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In (3.5), for (x,y, 2) ¢ Ceoex, the notation n*(x,y, z) denotes the unique stable equilibrium
of LV (3, (z,y,2)) given by classes 7 to 12 in Figure 3.1.

This generator defines the killed PES as the PES, and sends it to the cemetery state as
soon as a mutant trait x3 appears in a dimorphic population of traits x1,zs € X such that
the Lotka Volterra dynamics associated with traits x1, x2, z3 belongs to classes 26, 29, 31
or 33. Notice that the killed PES’s support has at most two traits at each time.

This killed PES is the limit of the individual-based process killed at the first triple-
coexistence time.

Corollary 3.3 With the same assumption and notation as in Theorem 2.7, except that
Assumption (B) is replaced by Assumption (C) and that d € {1,2}, let

7= inf{t > 0: Supp(vS) = {z,y, 2} such that (x,y,2) € Cepes}-

Then the process

K
(V t 1{#<7~'K} +8 1{ﬁ>7~7{}’t 2 O) (36)

Kupgr Kug —

converges as K — 400 to the killed PES (A?),t > 0) with initial condition A(()2) =
Y ()0,

Proof We first need to check that Assumption (C) implies Assumption (B) for d = 2 and
for all (x,y, 2) ¢ Ceoex. Since no pattern as in Fig. 2.4 occurs in diagrams 7 to 12 in Fig. 3.1,
we see that Assumption (B1) is always satisfied for (z,y, 2) ¢ Ceoex. Moreover, as before,
all the steady states are hyperbolic if all the 2- and 3-dimensional fitnesses are nonzero.
Thus Assumption (B) is satisfied for all (z,y, z) € X3\Ceoex as soon as Assumption (C2)
is satisfied.

Remark that Assumption (B1) could be violated in Cioex, either if the interior equilibrium
is surrounded by a stable cycle, or in diagram 26 in the case when the pattern of Figure
2.4 may appear.

Under Assumptions (A) and (C), the killed PES (AgQ),t > 0) is almost surely well-defined.
The convergence of the processes (3.6) to A is thus obtained by a proof easily adapted
from the one of Theorem 2.7. g

We will show in Section 4 that the killed PES obtained in this section is sufficient to study
the phenomenon of evolutionary branching when X C R.

3.3 Back to our example

Let us prove that Assumption (C) is satisfied by the parameters of the example of Sec-
tion 2.2.

Recall the definition of the function & in (2.3). If Assumption (C1) were not true, then, as
the functions A and & can be extended as analytic functions on C, one should have

fly;2) =0, VYye X =[-22],

for at least one z € [—2,2]. In view of Formula (2.12) for f(y;z), this implies that the
functions 7 (which is A in this case) and y +— &(y — ) are linearly dependent, which cannot
hold unless oy, = 0,.
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Similarly, if Assumption (C2) were not true, one would have either
flz;2) =0, Vze X =[-22],

for some = € [-2,2], or
f(z;y,2) =0, Vze X =[-2,2],

for some z # y € [-2,2]. In the first case, this would mean that the function z —
A(z)a(x — z) is constant, as a(z,z) = &(0) = 1. But this does not hold. In the second
case, in view of (2.13), (2.10) and (2.11), one would have that the family of functions

{1; 2 a(z - )2 2= MN2)aly — 2); 20 M2)a(z — 2); 2z — alz — 2)aly — z)}
is linearly dependent. After some algebra, we want to prove that, if for some ay,...,a4 € R,

2/ 2 2 2 (=2 =2\ 2 2 2
0e? % 1 ay WP | gy S@HVEE | (o7 =032/ (a3 W27 4 q, exz/oa) —0

for all z € R, then a9 = ... = a4 = 0. If g < 0,, this can be easily deduced from
asymptotic considerations when z — 400 and —oo. The case o3, > 0, can be handled
similarly.

Therefore, we have proved that, provided o, # 0,, the example of Section 2.2 satisfies
Assumption (C).

Note that in higher dimensions [, the previous argument, based on analytic functions
properties, cannot apply. However, the same method could apply for other large classes of
functions, for example if the functions A and & were polynomials in x € X.

4 Evolutionary branching and small jumps

Our main goal in this section is to study the PES of Theorem 2.7 in order to establish
an evolutionary branching criterion. We will assume, in all that follows, that the initial
population is monomorphic (at time 0, all individuals have the same trait).

We have seen in Section 3.1 that, as long as there is no coexistence of two traits in the
population, the support of the PES A is reduced to a single trait and A = A®), where
A is the killed PES with generator (3.1). In this section, our aim is to characterize
the traits around which coexistence is possible and how evolutionary branching can then
occur, as observed in Fig. 2.2(b). To do so, following a general idea of the biological
literature [28, 10, 18, 17, 11, 16], a key assumption is that the mutation amplitude is small.
Under this assumption, we study the behavior of the PES on large time scales, which allows
us to observe global evolutionary dynamics.

In Subsection 4.1, we prove that when ¢ tends to zero, the TSS with small mutation steps
scaled by €, converges on the time scale S%, to the solution of a (deterministic) ODE, called
the canonical equation of adaptive dynamics, or, more simply the canonical equation. We
then obtain a similar result for the PES in dimension [ = 1, and we show that evolutionary
branching can only occur on a longer time scale and in the neighborhood of specific points
of the trait space called evolutionary singularities. In Subsection 4.2, we give a precise
definition of evolutionary branching and we prove the main result of this section, giving a
criterion for evolutionary branching in the limit of small mutational jumps.

First, we introduce the following additional Assumptions (A’):
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(A’1) There exists € > 0 such that for all x € X and h € Supp(m(z,.)), z +ch € X for
g < gg. This holds for example if X is convex for & = 1.

(A’2) The map (x,h) — m(x,h) is Lipschitz continuous on X x R?.
(A’3) The functions A(-) and u(-) are C® on X' and the function a(-,-) is C* on X2
Later in this section, we will also need Assumption (A”):

(A”) We assume that the trait space is one-dimensional (I = 1) and that, for any x in the
interior of X, [, m(x,h)dh > 0 and fR+ m(xz, h)dh > 0.

The assumption that [ = 1 is required as our proof of the evolutionary branching criterion
is based on monotonicity properties, which can be only used in dimension 1. The second
part of this assumption means that mutants can appear from a trait = on both sides of =,
which is biologically relevant.

Finally, let us introduce the parameter € € (0,£] scaling the size of mutation. Thanks to
Assumption (A’l), it is possible to define a PES in which mutational jumps are scaled by
the parameter ¢, by replacing in its generator (2.16) m(z;, h)dh by m(x;, h)dho HZ! for all
jeA{l,...,d}, where H.(h) = ch. Under Assumptions (A) and (B), by Theorem 2.7, this
“rescaled PES” (Af,t > 0) is well-defined for all time. If only Assumptions (A) and (C)
are satisfied, Corollary 3.3 only guarantees that the rescaled PES exists until the first time
of coexistence. In this case, we denote by (A§2)’5, t > 0) the corresponding “rescaled killed
PES”. Finally, we do a time scaling of order 1/¢% to obtain the process

Ke {Af 2 Af Assumptions (A) and (B) are satisfied
e =

A(2)16

12 if only Assumptions (A) and (C) are satisfied.

Since both A7 and A§2)’6 agree as long as there is no triple coexistence, and since we will
only be interested in the sequel to the cases when the PES is monomorphic or dimorphic,
we will not need to distinguish between these two cases.

4.1 The PES and the Canonical Equation of Adaptive Dynamics

Doing a similar time scaling as for A%, we can define for all € € (0,1], the e-rescaled
TSS (X§,t > 0) by modifying the generator (3.3) as follows: for any bounded measurable
function ¢,

Lpla) i= % [ (ola+ o) = p(e)lg(a + ehia)]ym(z. B)dh, (1)

where

9(y;z) = p(x)A(z)n(z) OB Vz,y € X.

Formally speaking, the multiplicative term £~2 takes into account that the integral term
is of order €2, since g(z;x) = f(z;z) = 0.
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A key fact is that, as a consequence of Corollary 3.3, the process X¢ can be coupled with
the process A® in such a way that

A = n(X{)oxs, Vt<T°, (4.2)
where 7° is the first coexistence time:
7€ = inf{t > 0 : Supp(A$) = 2}

4.3
=inf{t >0: f(X;; X[ )>0and f(X;_;X;)> 0}, (43)

by Proposition 2.4. We say that coezistence occurs in the PES A if 7 < +oo.

Let us now state the convergence theorem of the rescaled TSS to the canonical equation
of adaptive dynamics. Its proof, based on a standard uniqueness-compactness method, is
given in Appendix C.

Theorem 4.1 Assume (A) and (A’). Suppose also that the family of initial states { X§}o<e<s
is bounded in > and converges in law to a random variable Xo as € — 0.

Then for each T > 0, the sequence (X¢). converges when € — 0, for the Skorohod topology
of D([0,T],X), to the process (z(t),t < T) with initial state Xo and with deterministic
sample paths, unique solution of the ordinary differential equation, known as canonical
equation of adaptive dynamics:

dfg) _ /R Wl Vig(a(t);a(@)]s mia(t), h)dh, (44)

where V1g denotes the gradient of g(y;x) with respect to the first variable y.

Remark 4.2 In the case when m(y,-) is a symmetrical measure on R! for all y € X,
Equation (4.4) gets the classical form, heuristically introduced in [10],

B LK) Vg0 (1), (4.

where K(x) is the covariance matriz of m(x, h)dh.

Let us now introduce some definitions and notation. In dimension [ = 1, the canonical
equation (4.4) reads

2 = [ hibdrgta(oy: )l mls(e), by (46)

The equilibria of this is equation are given by the points 2* such that either 0y g(x*; z*) = 0,
or fR+ m(z*,h)dh = 0 and d1g(z*;2*) > 0, or [ m(z*,h)dh = 0 and d1g(z*;2*) < 0
(because of the positive part involved in the integral). We will concentrate on the points
such that 0;g(x*;z*) = 0, or equivalently, 9 f(z*;z*) = 0, since

Brg(; ) = p(a)a(w)d f (z; 7).
Remark that, since f(z;x) =0 for all x € X,

Onflx;z)+ of(x;z) =0, VeeX (4.7)
onf(x;z) +2012f (x;2) + Osaf(x;2) =0, Vre X. (4.8)

Therefore, 0y f(z*;2*) = Oaf (x*;2*) = 0.

22



Definition 4.3 The points z* € X such that O1g(x*;x*) = 0, or equivalently, Oy f (x*; x*) =
Oaf (z*;2*) = 0 are called evolutionary singularities (ES).

Note that under Assumption (A”), all equilibria of (4.6) are evolutionary singularities,
except possibly the points of the boundary 0X of X.

Recall the definition (4.3) of the first coexistence time 7°. For any 7 > 0, we define the
entrance time of the process in a 7-neighborhood of an ES z*,

0y (z*) = inf{t > 0, Supp(A$) N (z* — n,z* + 1) # 0} (4.9)

Theorem 4.4 Assume that (A), (A7), (A”) and either (B) or (C) hold. Assume also that
A§ = n(0)dy, where xo is not an ES. Let x(t) be the solution to (4.4) such that x(0) = zg

and let o := limy_, o x(t). This limit exists and is finite as | = 1 and X is compact, and

x* is an equilibrium of (4.4). Assume that x* is an ES. Then,

(i) For any T >0,
limP(r® > T) = 1.

e—0

(ii) For any T > 0, the process ]\§ converges as € — 0 to the (deterministic) process
n(z(t))d,) for the Skorohod topology on D([0,T], Mr), where M is equipped with
the weak topology.

(iii) For any n > 0, there exists eg > 0 such that, for all e < &g,
P(0(z*) < 7°) = 1,

and the process X: is a.s. monotone, where X{ is defined by (4.2) for allt < 7°.

tAOZ (z*)

The proof of this result is based on Theorem 4.1, the coupling (4.2) and the following
lemma.

Lemma 4.5 Assume (A), (A’) and (A”).

(1) The solution x(t) of (4.4) starting from a point that is not an equilibrium cannot attain
an ES in finite time.

(2) Fiz n > 0 and any connected subset S of {y € X : |01 f(y;y)| > n}. Then, for all
y,z € S close enough, f(y;2)f(z;y) <0 and (z —y)f(z;y) has constant sign.

(3) Assume that xo = x(0) is not an ES and let It = {x(t),t € [0,T]}. Then, for any
sufficiently small ' > 0, for any y at a distance to It smaller than n' and for any z
sufficiently close to y, f(y;2)f(z;y) <0 and (z —y)f(z;y) has constant sign.

Proof (1) Let C be a constant such that @ — [ h[h-019(2; 2)]4m(z, h)dh is C-Lipschitz.
Then, for any ES z*,
4
dt
Thus, |z(t) — z*| > |2(0) — 2*| exp(—Ct) > 0.

(2(t) — 2*)?| < 2[2(0)] Ja(t) — "] < 2C (w(t) — 2*)2.
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(2) Since 0; f(y;y) is continuous, 0; f(y;y) has constant sign for all y € S. So fix y < z
in S and assume that 0 f(y;y) > n and 01 f(y;y) > n. Since f(y;y) = 0, a second-order
Taylor-Lagrange expansion of f(z;y) at (y,y) implies that f(z;y) > n(z — y)/2 provided
that 0 < z —y < n/C’, where C' > 0 is a constant uniformly bounding the second-
order derivatives of f(-;-) on the compact set X2. Similarly, f(y;2) < n(y — 2)/2, and
one obtains reversed inequalities when 01 f(y;y) < —n and 01 f(y;y) < —n. In any case,
fy;2)f(zy) <0if |z —y| <n/C" and (z — y) f(z;y) has constant sign.

(3) Remark first that, from Point (1), n := infycr, |01 f(y;y)| > 0. Therefore, for n > 0
sufficiently small, {y € X : dist(y,I7) < '} C {y € X : [01f(y;y)| > n/2}. The result
then follows from Point (2). O

Proof of Theorem 4.4 (i) Recall from (4.2) that, before the stopping time 7¢, the
support of INXf is a singleton whose dynamics is that of the rescaled TSS (X7,¢ > 0).
Because of Theorem 4.1, when ¢ — 0, the TSS is close to the canonical equation. In
particular, for all ' > 0, its values on the time interval [0,7] belong to the set {z €
X dist(z, Ir) < 7'} with probability converging to 1. Moreover, since X is compact,
Supp(m(z,-)) C {z —y;z,y € X} has diameter bounded by 2Diam(X’). Therefore, the
distance between a mutant trait and the trait of its progenitor in the rescaled PES A€ is
a.s. less that 2eDiam(X). Hence, because of Lemma 4.5 (3), for n’ and e small enough,
on the event {supy<;<7 | X7 — z(¢)|| < 7'}, no mutant in the PES can coexist with the
resident trait before time 7" and thus 75 > T'.

(ii) This is an immediate consequence of (4.2), Theorem 4.1 and Point (i).

(iii) Fix n > 0. Let S be the connected component of X \ Uy« 5 an 5s(¥* — 74" + 1)

containing xo and let 05 denote the first exit time of the support of the PES A¢ from S.
Similarly as in Point (i), we deduce from Lemma 4.5 (2) that 05 < 7° a.s. if  and ¢ are
small enough. Moreover, the generator (4.1) of the TSS X¢ involves the positive part of
f(z + eh;x), where h is drawn according to m(x, h)dh. Therefore, taking € small enough
and using Lemma 4.5 (2) again, a jump in the TSS before time 0% is only possible towards
larger trait values if (z —y)f(z;y) > 0 in Lemma 4.5 (2), or towards smaller trait values
conversely. Thus, the TSS process is a.s. monotone before time 6. By definition of the
point x*, we then see that the exit of the TSS from the interval S can only occur in the
direction of z*, i.e. ng € (#* —n,z* +n). Hence 05 = 0;(2*) as., and the proof of
Theorem 4.4 is completed. O

Remark 4.6 Theorem 4.4 allows one to describe the phase of convergence before evolu-
tionary branching in Fig. 2.1(b) and 2.2(b). This result also explains why the time of
convergence is approximately multiplied by 4 when the mutation size o is divided by 2, in
Fig. 2.2(b) and 2.3(b).

Theorem 4.4 implies that, when the initial population is monomorphic and away from
evolutionary singularities, evolutionary branching can only occur in the neighborhood of an
evolutionary singularity, and after time T /&2 with probability converging to 1 when & — 0,
for oll T > 0.

The next result shows that we can restrict to the ES that are not repulsive for the canonical
equation.
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Proposition 4.7 Under the assumptions of Theorem 4.4, coexistence of two traits in the
PES A¢ can only occur in the neighborhood of evolutionary singularities x* € X which
satisfy

822f($*; .%'*) Z 811f(x*;:):*). (4.10)

More precisely, for any neighborhood U of the set of evolutionary singularities satisfy-
ing (4.10), for all € small enough,

P(7° < 400 and Supp(A-_) & U)=0.
Proof Let us remark that an ES such that
O f(a™; ") + Oaf (2 2%) > 0. (4.11)

is always a repulsive point for the canonical equation, in the sense that, for any solution
x(t) of the canonical equation starting sufficiently close from z*, the distance between x(t)
and z* is non-decreasing in the neighborhood of time 0. In other words, there exists a
neighborhood U of z* such that no solution of the canonical equation (4.6) starting out of
U can enter U. To see this, it suffices to observe that (4.11) implies that there exists 7«
with

o O1g(z;x) >0 if z € (%, x* + ny,
o O1g(z;x) <0 if z € [x* — e, x*).

Observe that, by (4.8), (4.11) is equivalent to 011 f(z*;x*) — O f(x™;2*) > 0.

Let S be the set of repulsive ES and define V = Ugreg(x* — np=, 2* — 1y+). Fix U as in
the statement of Proposition 4.7 and assume (without loss of generality) that 4 NV = ()
and x ¢ U UV. Let [a,b] be any connected component of X'\ (U UV). Since 0; f(y,y) # 0
for all y € [a,b], Lemma 4.5 (2) shows that coexistence never happens in a monomorphic
population with trait in X \ (U UV) if € is sufficiently small. Similarly, for e sufficiently
small, no mutant in V born from a monomorphic population with trait not belonging to
V has a positive fitness. Therefore, the TSS cannot drive the population inside V starting
from outside. Thus, if coexistence occurs in finite time, it must occur in /. This completes
the proof of Proposition 4.7. g

4.2 Evolutionary branching criterion

In this section we prove a criterion of evolutionary branching.
4.2.1 Definition and main result
We first need to precisely define what we mean by evolutionary branching.

Definition 4.8 Fiz ¢ > 0 and 2* an ES. For all n > 0, we say that there is n-branching
at * for the PES A® if

o there exists t1 > 0 such that the support of the PES at time t1 is composed of a single
point belonging to [x* —n,z* +n] (i.e. O (z*) < 00)
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o there exists to > t1 such that the support of the PES at time to is composed of exactly
2 points separated by a distance of more than n/2

o between ty and to, the support of the PES is always a subset of [x* —n,x* + 1], and
is always composed of at most 2 traits, and has nondecreasing (in time) diameter.

We only consider binary evolutionary branching. We will actually prove in Corollary 4.14
that the subdivision of a single branch into three branches (or more) in the neighborhood
of an evolutionary singularity is a.s. impossible under the assumptions of the following
theorem. Note that the notion of evolutionary branching requires the coexistence of two
traits (i.e. 7 < 400), but also that these two traits diverge from one another.

Our main result is the following.

Theorem 4.9 Assume (A), (A’), (A”) and either (B) or (C). Assume also that A =
n(x)dy and that the canonical equation with initial condition x converges to an ES x* in
the interior of X such that

Ooaf(z™;2™) > 01 f (™5 2™) (4.12)
and O f(x™;2") + O f(z™;2*) # 0. (4.13)
Then, for all sufficiently small n, there exists €9 > 0 such that for all € < g,
(a) if Ou1 f(z*;2*) > 0, P(n-branching at x* for A°) =1.
(b) if d11f(z*;2*) < 0, P(n-branching at =* for A) = 0. Moreover,
P(Vt > 0(2*), Card(Supp(Af)) < 2 and Supp(Af) C (¢ —n,2* +1)) =1,
where 07 (x*) has been defined in (4.9).

This criterion appeared for the first time in |28, Section 3.2.5] with a heuristic justification.
We see that, locally around x*, one of the two following events can occur almost surely:
either there is binary evolutionary branching and the two branches diverge monotonously,
or there is no evolutionary branching, and the population stays forever inside any neigh-
borhood of z*. Coexistence can occur in this case, but cannot drive the support of the
population away from a small neighborhood of z*. We will actually prove that, in this
case, as soon as there is coexistence of two traits in the population, the diameter of the
support of the PES cannot increase before it reaches 0 (i.e. until the next time when the
population becomes monomorphic).

The proof of this result is given in the following subsections. In Section 4.2.3, we prove
regularity results on the 2- and 3-dimensional fitness functions and give their second order
expansions in the neighborhood of evolutionary singularities. A first corollary of this result
is given in Section 4.2.4 where, using the results of M.-L. Zeeman [33] and Fig. 3.1, we
show that no triple coexistence can occur in the neighborhood of evolutionary singularities.
Finally, a case by case study of the zone of coexistence and of the signs of fitness functions
in the neighborhood of an evolutionary singularity allows us to conclude the proof in
Section 4.2.5.

Before coming to the proof and in order to illustrate the difference between coexistence
and evolutionary branching, we state a result that will be needed in the course of the proof
of Theorem 4.9.
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Proposition 4.10 Assume (A2) and that \, p and o are C?. Let z* € X be any ES.

(a) If 011 f(x*; ™)+ 0o f(z*;2*) > 0, then for all neighborhood U of x*, there exist x,y € U
that coexist.

(b) If 011 f(x*;2*) + Do f(x*;2*) < 0, then there exists a neighborhood U of x* such that
any x,y € U do not coexist.

This shows that the criterion of evolutionary branching (011 f(z*;2*) > 0) is different
from the criterion of coexistence (011 f(z*;2*) + Ooaf(x*;2*) > 0). If one assumes as
in Theorem 4.9 that O f(x*;2*) > 011 f(x*;2*), the evolutionary branching condition
O11 f(z*;2*) > 0 implies the coexistence criterion 01 f(x*;2*) + Oaaf(z*;2*) > 0, as ex-
pected. The proof of this proposition is deferred until Subsection 4.2.5.

4.2.2 Example

Let us come back to the example introduced in Subsection 2.2. The parameters of the
model satisfy Assumptions (A), (A’), (A”) and (C) (see Subsection 3.3).
The fitness function is

fysx) = My) — aly, v)n(x)

2 2 2
T ol W Gl o
P ( 205) P ( 202 ) P ( 205)'

Computation gives
* *\2
O f(x*;2") = —x—exp(— (=) ) =0<=a2"=0.
o

2 2
b 203,

Moreover, 011f(0;0) = U% - 0—12 and 0O f(0;0) = U% + U% Thus, the coexistence criterion
a b a b
of Proposition 4.10 (a) is always satisfied. We furthermore observe that (4.12) and (4.13)
hold, and that
811f(0; 0) >0 <= g, < 0p.
Then if o, < oy, we have almost surely branching and if o, > o}, we have only coexistence.
This is consistent with Fig. 2.2 (a) and (b).

4.2.3 Trait smoothness of fitnesses around evolutionary singularities

The problem of local expansion of fitness functions has been already studied in [12] for
general models. In this section, we establish regularity and expansion results on our 2- and
3-dimensional fitness functions in the neighborhood of evolutionary singularities. To this
aim, we need the following lemma.

Lemma 4.11 Let h(z,y,2) be a C* function for k > 1 defined on X3 such that h(x,z,2) =
0 for all x,z € X. Then, the function

h(z,y, z)

(2,9, 2) = pr—

can be extended on {x = y} as a C*~1 function h(z,y,z) on X by setting h(x,x,z) =
O h(z,x,z) forall z,z € X.
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Proof Taylor’s formula with integral remainder yields

1
h(@,y,2) _ / h(y + (x — y)u.y, 2)du
r—y 0

for all = # y. The right-hand side also has a sense for = y and defines a C*¥~! function
on X3, g

Let z* € X be an ES as in the statement of Theorem 4.9. By Assumptions (A) and (A”),
the 2-dimensional fitness function f(y;x) defined in (2.12) is well-defined for all z,y € X
and is a C? function. We can extend the definition of the 3-dimensional fitness function

fziz,y) =r(z) — alz,2)m(z,y) — alz,y)n2(z,y),
where 7;(x,y), i = 1,2, are defined in (2.10) and (2.11) to all z,y € X such that
a(z,z)a(y,y) — oz, y)a(y, ) # 0,

and the following result holds for this extended 3-dimensional fitness function.
We will also use the notation

a=0pf(z";2%) and c= 0Onf(z*;z"). (4.14)
Note that, by (4.8),
Oz f(a50%) = 1. (4.15)

Proposition 4.12 Under the assumptions (A2), (A’3) and (4.13), the following properties
hold.

(i) For all x,y € X in a neighborhood of x*,
r#y = a(r,z)aly,y) #alz,y)o(y,z).

This implies in particular that n(x,y) (defined in Definition 2.2) and f(-;x,y) are
well-defined for such x,y.

(ii) When z,y — z* in such a way that © # vy,

may) +naley) — A = s (4.16)
flzyz,y) — f(z2%), VzeX. (4.17)

(iii) With the notation (4.14), as x,y — x*,
ﬂ%$%=;x—w@@—xﬁ—a@—xﬂy+du—yHW—xﬂ+w—xm)(4B)

(iv) The function f(z;x,y) can be extended as a C* function on {(z,y,2): z € X,x,y € U}
for some neighborhood U of x* in X. Still denoting by f(z;x,y) the extended function,
as T,y — x*,

F(z2,y) = 5(z = 2)(z = y) + o]z — 2l |2 — ). (4.19)
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Proof Let D(z,y) = a(z,x)a(y,y) — a(z,y)a(y, z). It follows from Lemma 4.11 that
D(x,y)/(x —y) can be extended on X? as a C3 function, which has value

(Ora(z, z))a(z, z) + (Ora(x, x))a(x,x) — (O1a(z, x))a(z, x) — a(z, x)(O2a(z,x)) =0

at the point (z,x). Therefore, Lemma 4.11 can be applied once more to prove that
D(x,y)/(x — y)? can be extended as a C? function D(z,y) on X2. Hence, an elemen-
tary computation involving the second-order Taylor expansion of D(z,y) yields that

D(z,y) = (z — y)2(a(x*, z*)0a(z*, z*) — Oa(z*, 2*)dha(z*, z%)) + oz — yl?).

Thus, Point (i) follows from the fact that a(a*, z*)00a(x*, 2*) # Ora(x*, x*)aa(x*, ),
which is a consequence of (4.13). Indeed, one can check that

a = ’r’”(a’/’*) — r(l’*)w

oz, z*)
Oha(x*, z*)
W * / *\ ZL\ 0 )
and c¢= —r"(z%) + 2r'(z") o)
oozt o) (Ona(e®, o*) + 201a(z*, 2%)) — 2010z, 2*) (Ora(z*, 2*) + Boar(z*, *))
+r(z*) (e )’ :
Using the fact that
N o ora(x®, o
r(z*) =r(x )W (4.20)

since z* is an ES, we have that
o?(z*, %) (a + ¢) = 2r(z*) ((z*, %) Orocv(2*, 2*) — Ora(z*, 2% ) Dar(a™, 2%)).
Hence,
a(z*, x*)0na(x™, %) — O1a(z”, ™) ha(z™,2%) #0 <= a+c#0.

In particular, this implies that the function ﬁ(m, y) is non-zero in a neighborhood of z*.
For Point (ii), observe that

r(z) Oé(y,y;:z(yyw) +r(y) Ot(:vyév:z:zt(:v,y)

ﬁl(x,y)—l-'ﬁg(x,y) = ~
(.CU - y)D(xa y)
By the proof of Lemma 4.11, the numerator can be extended as a C3 function h(z,y) by
setting

1 1
Wz, y) = —r(z) / Bacr(y,y + (& — y)u)du + r(y) / Bhar(z,y + (z — y)u)du

for all z,y € X. In particular, h(x,z) = 0 for all x € X. Therefore, Lemma 4.11 can be
applied once more to prove that fi1(z,y) + n2(z,y) can be extended as a C? function in
the neighborhood of z* and that

Oh (% % * * % (% * %

T, r(x*)opalx™, x*) — r'(z*)0sa(x*, x
b (e y)tia(ey) = EO0T) _ r@Onalat,at) - re)dalat )
Ty—T*, Tty D(z*, z*) ax*, z*)Oa(x*, *) — Ora(x*, x*)Daa(x*, )
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Hence, (4.16) and then (4.17) follow from (4.20).

Point (iii) is obtained from the fact that f(z;x) = 0, from Lemma 4.11 and from the
second-order Taylor expansion of f(y;x). In this computation, one must use the fact that
x* is an ES and (4.15).

The fact that f(z;x,%) is C? in U x U x X can be proven exactly as the regularity of
ni1(x,y) + na(z,y) above, observing that

() 22)aw)-aGy)ae) 4 o) aGylate)-aGo)ay)

fzz,y) =r(z) — (x — y)f)(%y)

Therefore, using the fact that f(z;z,y) = f(y;z,y) = 0, Lemma 4.11 can be applied twice
to prove that

f(zay) = 3z = a)(z —y) +ol|z — 2l |2~ yl)

for some constant v € R. The second-order Taylor expansion of f(z;x,y) shows that
v = O f(a*;z*,2*). Now, because of (4.17), O11f(z;2*,2*) = 011 f(2;2%) for all z € X.
Hence v = a, which ends the proof of Point (iv). O

Remark 4.13 Let us remark that, if =* is not an evolutionary singularity, Point (ii) of
Proposition 4.12 need not to be true anymore, which may be surprising for the intuition
and which has been a source of errors in some biological works.

Moreover, if x* is an ES but Assumption (4.13) (a + c # 0) is not true, Point (ii) of
Proposition 4.12 may also fail. Indeed, in the case when oz, x)0120(x, x) # O1a(x, x)O20x(x, )

for x # x*,

r(z)01a(z, z) — ' (x)dra(x, x)
a(z,z)0ia(z, ) — a(x, x)dha(x, )
7 r(x*)(anga(x*, x*) + O™, :1:*)) — r/(2*)Ogocx(a*, 2*) — 1" (2*)Decx(x*, ) + 0(1)

n1(z, x) + ne(x,z) =

afz*, z*) (Onpa(x*, z*) + Orppa(z*, x*)) — Bocr(z*, 2*) O au(a*, %) — Drau(x*, %) Daocx(z*, %) + o(1)

as x — x*. This expression involves r" (z*), whose value is not imposed by the assumptions.
Therefore, changing the function r in such a way that r(z*) and r'(x*) are fized but " (x*)
changes also changes the value of limy y .. 01 (z,y) + N2z, y).

4.2.4 On triple coexistence in the neighborhood of z*

Points (iii) and (iv) of Proposition 4.12 allow one to determine the signs of the 2- and 3-
dimensional fitnesses in a trimorphic population with traits x,y, z close to *. Combining
this with the classification of Zeeman [33] (see Section 3.2 and Figure 3.1) gives the following
corollary.

Corollary 4.14 Assume (A”). For any ES z* satisfying (4.12), (4.13) and such that
O f(z*;2*) # 0, there exists a neighborhood U of x* such that, for all distinct x,y,z € U,
(2,9,2) & Ceoex, where Cepex is defined in (3.4).

30



Proof Let us assume for simplicity that «* = 0. We shall distinguish between the cases
a > 0 and a < 0, and prove in each case that the fitnesses cannot have any of the sign
configuration corresponding to the classes 26, 29, 31 and 33 in the neighborhood of x*.
Since all these classes contain the pattern of Fig. B.1, we have (possibly after relabelling
the traits x,y, z) that f(z;y) >0, f(y;z) >0, f(z;2,y) > 0 and z < y.
Consider first the case a < 0. It follows from Proposition 4.12 (iv) that the function f(-;-,-)
has the shape of Fig. 4.1 (a) in the neighborhood of z*. In particular, this implies that
x<z<vy, f(z;z,y) >0, f(x;y,2) <0and f(y;x,z) <0 as soon as x,y, z are sufficiently
close to z*. In view of Fig. 3.1, these conditions are incompatible with classes 31 and 33.
Moreover, 011 f(z;y) < 0 for all x,y sufficiently close to z*. Therefore, by Lemma 4.11,

: 1
82 (M) = — / uon f(y +u(z —y); y)du (4.21)
TANY—2Z 0
is positive for all z,y sufficiently close to x*. Hence, since z < z < y, we have f(z;y)/(y —
z) > f(x;y)/(y —x) > 0 and thus f(z;y) > 0. Similarly, f(z;2) > 0. Together with
f(z;z,y) > 0, these conditions are incompatible with classes 26 and 29. This ends the
proof in the case where a < 0.

f(z2,y)

x Y z f(zi2,y)
x y
N2

(a) a<O. (b) a> 0.

Figure 4.1: The shape of the 3-dimensional fitness as a function of the sign of a.

In the case when a > 0, by Proposition 4.12 (iv), f(-;-,-) has the shape of Fig. 4.1 (b)
in the neighborhood of x*. Therefore, z & [z,y]. Assume for example that 2z < = < y.
By Proposition 4.12 (iv) again, f(z;y,2) < 0 and f(y;x,z) > 0. These conditions are
incompatible with class 33. Moreover, using the fact that 011 f(z;y) > 0 for all z,y
sufficiently close to z*, it follows from the fact that (4.21) is negative that f(z;y)/(y —2) >
f(z;y)/(y — x) > 0 and thus that f(z;y) > 0. Similarly, because of Assumption (4.12),
0o f(x;y) > 0 for all x,y sufficiently close to z*. Therefore, by Lemma 4.11,

9 (f (y;x)) / !

— (=) =- 0 ; —y))du <0

8a:<y—x Oquf(nyru(x y))du

for all z,y sufficiently close to x*. Thus, f(y;x) > 0 implies that f(y;z) > 0. Together
with the fact that f(z;y,2) < 0, these conditions are incompatible with classes 26, 29 and
31.

In the case when z < y < z, the method above proves that f(z;z) > 0, f(z;2) > 0 and
fly;x,2z) < 0, which is again incompatible with classes 26, 29, 31 and 33. This ends the
proof of Corollary 4.14. O
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4.2.5 The main proofs

We prove here Proposition 4.10, which gives a criterion for the coexistence of two traits in
the neighborhood of *, and we end the proof of Theorem 4.9. The proof of Proposition 4.10
is based on the study of the region of double coexistence, defined as {(z,y) € X : f(z;y) >
0 and f(y;z) > 0} in the neighborhood of z*. The proof of Theorem 4.9 is based on a
case-by-case study that extends the proof of Corollary 4.14.

Proof of Proposition 4.10 It follows from Proposition 4.12 (iii) that the set of (z,y) €
X such that f(y;z) = 0 is composed of the line {y = z} and of a C?-curve v in the
neighborhood of z*, containing (z*,z*) and admitting as tangent at this point the line
{a(y — 2*) = ¢(x — z*)}. The curve  is given by the Implicit Function Theorem applied
to f(y;x)/(y — x), which is a C%-function by Lemma 4.11. Since a < ¢, the curves v and
{y = x} divide X? in the neighborhood of (z*,z*) into 4 regions. Moreover, because of
(4.18), f(y;x) changes sign when the point (z,y) changes region by crossing either the line
{y =z} or the curve 7.

It is elementary from a case-by-case study to check that coexistence can occur in the
neighborhood of z* ifc >a>0,a>¢>0, —a<c<0<aand a <0< —a < ¢, and that
coexistence cannot occur in the neighborhood of z* if c < —a <0< a,c<a<0,a<c<0
and a < 0 < ¢ < —a. The cases when coexistence is possible are represented in Fig. 4.2.
In these figures, the curve «y is represented by its tangent line {a(y — 2*) = c(x — z*)}
and the sign of f(y;x) is represented by + and — signs depending on the position of (x,y)
with respect to v and {y = x}. The sign of f(x;y) is obtained by an axial symmetry of
the figure with axis {y = z}. In Fig. 4.2, we denote by ~* the mirror image of the curve
~ with respect to this axis. The region of coexistence is the one where f(y;x) > 0 and
f(z3y) > 0.

Note that the expansion of f(y;x) done when proving Proposition 4.12 (iii) does not make
use of any assumption on a and c¢. Therefore, a similar study can be done to treat the
degenerate cases. One easily obtains that coexistence is possible in the neighborhood of
(z*,2*)if c=a>0,c=0and a >0 or a=0and ¢ > 0. Similarly, coexistence cannot
occur in the neighborhood of (z*,2*) if c =a < 0,¢c=0and a <0 or a =0 and ¢ < 0.
The case ¢ = —a is undetermined and depends on higher-order expansions of the fitness
function. g

Proof of Theorem 4.9: 0, (z*) < o< a.s.

Let us first prove that, for all n > 0, for e sufficiently small, 07(z*) < oo a.s. This is a
consequence of the fact that the TSS, which is equal to the support of the PES before time
0;,(z*), is monotone (Theorem 4.4 (iii) ), and that, because of Assumption (A”), the TSS
has always a positive probability to have “big” jumps.

More precisely, consider first the case where zo < z* and assume that P(6}(z*) = o0) > 0.
Then, a.s. on this event, 7° = oo and the TSS process stays for all positive time in the
interval I := [zg,z* — n]. As in the proof of Lemma 4.5 (2), since 9;g(x;z) > 0 for all
x € I, by Assumption (A”), for all x € I, h > 0 in the support of m(z,h)dh, and € < gg
where €9 > 0 is small enough,

+o0
/ [g(x + eh; x)]ym(z,h)dh > 0, Vzel.
0
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Figure 4.2: In the four cases when coexistence is possible, these figures show the sign configuration
of f(y;x) depending on the position of (z,y) with respect to the curve v and the line {y = z} and

the region of coexistence. For convenience, we assumed z* = 0.

Fix € < gg. Because of Assumption (A’), the previous quantity is continuous w.r.t. x € I.
Therefore, there exists 3 > 0 such that

Ve e 1.

+o0

g(x + eh; x)|+m(x, h)dh > 3,

0
Since |g(x +¢eh;x)| < Ce|h| < C|h| for some constant C' and since m(-, ) is bounded, there

exists 4’ > 0 such that
Vo e 1.

+o0o

g(x + eh;x)|xm(z, h)dh > (/2,

B
In view of the generator (4.1) of the TSS, this means that, in the TSS, the rate of jump

at a distance bigger than ' is uniformly bounded from below in I. Therefore, a.s. on the
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event {0} (z*) = oo}, there must be infinitely many jumps in the TSS at a distance bigger
than (3. Since the TSS is a.s. monotone, this is a contradiction. A similar argument gives
the same conclusion when xg > z*. O

Proof of Theorem 4.9 (b): case a = 011 f(z*;2%) <0

It follows from Theorems 4.4 that for any fixed n > 0, for £ small enough, the PES
stays monomorphic until it reaches (x* — n,x* + n). Moreover, as shown in the proof of
Proposition 4.7, no mutant out of (x* —n,2* + n) can invade the population as long as it
is monomorphic with support inside this interval.

Now, by Proposition 4.10, when a < 0, coexistence may happen in the rescaled PES if
¢ = O f(x*;2*) > —a. In this case, at the first coexistence time 7¢, the two traits x and y
that coexist belong to (z* —n,z* 4+ n) and are distant of less than 2eDiam(X’) since m(z, -)
has support in {x —y;z,y € X'}.

Let us examine what happens when a mutant trait z invades this population. Remind that
we showed in the proof of Corollary 4.14 that, if a < 0, z < y, f(x;y) >0, f(y;x) > 0 and
f(zyz,y) > 0, then f(x;y,2) <0, f(y;z,2) <0, f(z;y) > 0 and f(z;2) > 0. Examining
Fig. 3.1, we see that these conditions are incompatible with all classes except classes 7 and
9. Therefore, once the mutant z invades, the new state of the rescaled PES can be either
n(z)0, in the case of class 7, or either 71(x, 2)d, + na(z, 2)0, or 71 (y, 2)0y + 2y, 2)0, in
the case of class 9. In particular, we see that either the population becomes monomorphic
again, or it stays dimorphic, but the distance between the two traits of the support of the
PES has decreased. In addition, in both cases, the support of the new state of the PES is
a subset of (z* —n,z* +n). Hence, n-branching, as defined in Definition 4.8, cannot occur
as soon as € < 1)/(4Diam(X)). Moreover, this shows that, after time 6 (z*), the support
of the PES is always included in (z* —n,2* + n). This ends the proof of Theorem 4.9 (b).
O

Proof of Theorem 4.9 (a): case a >0

By Proposition 4.10, when a > 0, under the assumptions of Theorem 4.9, we are in the
situation of Fig. 4.2 (a), and hence coexistence is always possible in the neighborhood of
z*. Fix n > 0. We are going to prove that, if  is small enough, then for ¢ small enough,

(i) the first time of coexistence 7¢ is a.s. finite and Supp(AS._) C (z* —n,z* + 1) a.s.;

(i) after time 7, the distance between the two points of the support of the rescaled PES
is non-descreasing and becomes a.s. bigger than 7/2 in finite time, before exiting the
interval (z* —n,z* + 7).

These two points will clearly imply Theorem 4.9 (a).

For Point (i), observe first that, by Proposition 4.7, if 7 < 400, then Supp(Aia_) C
(z* —n,2* + n). Thus we only have to prove that P(7¢ < oc0) = 1.

Recall that Fig. 4.2 (a) represents the sign configuration of the fitness function f(y;z). The
curves v and {x = y} are the set of zeros of f(y;x). Recall that v is C? and that the slope
of v at (z*,z*) is ¢/a. Recall also the definition of 7* as the symmetric of v w.r.t. the line
{z = y}. Since ¢ > a > 0 by assumption, the three curves only have a single intersection
point (z*,x*), and any vertical line sufficiently close to z* (as the dashed vertical line in
Fig. 4.2 (a) ) only has a single intersection point with each of the three curves v, {z = y}
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and +*, the closest from x* being the intersection point with 7%, and the fathest, with v. In
view of the vertical line in Fig. 4.2 (a), because of the sign configuration of f(y;x), when x
and y are close enough to «*, the only mutant traits y that can invade the resident trait x
in the PES are either closer to z* than x (i.e. are below the line {x = y} when = > z*, or
above this line when = < z*), or coexist with x. In particular, if z and y are on opposite
sides of z*, they necessarily coexist.

This shows that, after time 6] (z*) and before time 7¢, the support of the PES (i.e. the
TSS) is monotonous. Therefore, the PES moves according to the arrows in Fig. 4.2 (a), by
a succession of mutant invasions (vertical arrows) and fixations (horizontal arrows), until a
vertical arrow enters the zone of coexistence. Since the TSS monotonously approaches z*
before 7¢, this picture explains why coexistence is going to occur almost surely. The proof
we give below is based on this argument, taking into account the additional difficulty that
the jump rate is almost zero in that case.

Fix e < g9. Taking gg small enough, it follows from (4.18) and from the inequality ¢ > a > 0
that, for all z sufficiently close from z* and h in the support of m(x,h)dh such that
(x —2*)h <0,

[g(x + eh;x)]+ > Ceh ((a —¢)(z —z%) + ach+ O(|lx — ™| + z-:]h\))

C(c—a)

>
- 2

elhl(lz — ™[ + &lhl),

for some C > 0. Similarly as for the proof of the fact that 6} (z*) < oo a.s., we then deduce
from Assumptions (A’2) and (A”) that there exist constants 3,5’ > 0 such that, for any
x € [z* —n,z* + 1)

+o0o
/ [9(x + eh,x)]ym(x,h)dh > fe(|lx — x| +¢) if z < z¥,

/

/ ’ [9(z + eh,x)]+m(z, h)dh > Be(|lz — x| +¢) if x> a".
—0o0

Now, it follows from (4.18) that [p[g(z + eh,x)]4m(z, h)dh < Ce(|z — x*| 4 ¢) for some
constant C' > 0. This shows that each jump in the TSS before time 7° has a probability
bigger than 3/C to be larger than §’. Moreover, the total jump rate in the TSS from
any point of [x* — n,z* + 7] is lower bounded by B¢? > 0. Therefore, if P(75 = 00) > 0,
almost surely on this event, the T'SS monotonously would approache z* from one side of
xz* and would have infinitely many jumps, among which infinitely many would be bigger
than ' > 0. This is impossible and thus P(7¢ = c0) = 0.

For Point (ii), assume that the rescaled PES is dimorphic at some time ¢, with support
{z,y}, © < y. Let us examine what happens when a mutant trait z invades this population.
Remind that we assume a > 0. In this case, as shown in the proof of Corollary 4.14,
reducing 7 if necessary, for all x,y,z € (z* —n,2* +n) such that z < y, f(z;y) > 0,
fly;z) > 0 and f(z;2,y) > 0, then

e cither z < x <y and f(z;y,2) <0, f(y;z,2) >0, f(z;y) >0 and f(y;2z) > 0,

e orx <y<zand f(x;y,2) >0, f(y;2,2) <0, f(z;2) > 0and f(z;2) > 0.
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Examining Fig. 3.1, we see that both situations are only compatible with classes 9, 10, 11
and 12. In the case where z < z < y, the inequalities f(y;z) > 0, f(z;y) and f(x;y,2) <0
imply that the equilibrium n(y, z) is stable, and in the case x < y < z, the inequalities
flz;2) > 0, f(z;2) > 0 and f(y;x,z) < 0 imply that the equilibrium n(z,z) is stable.
Now, in all the classes 9 to 12, there is only one stable equilibrium point (represented by
a filled dot e). Therefore, with the notation of Assumption (B),

2y, 2)) ifz <z <y,

n*(z,y,z) = {( (4.22)

,2)
(n1(z,2),0,n2(x, 2)) fzx<y<z.

In other words, once the mutant z invades, the new state of the rescaled PES is 71 (x, 2)d, +
na(z,2)0, if © <y < zor ni(y, 2)0y + n2(y,2)d, if z < <y. In both cases, the distance
between the two existing traits have increased.

In both cases, defining 6’ as the first time where one of the points of the support of the
PES leaves (z* — 1, 2* + 1), we see that for all ¢ € [r5,6), the support of the PES AS
is always composed of exactly two traits {Y;?, Z;}, with Y < Z7. Moreover, the process
(YE,t € [75,0")) is non-increasing, and the process (Z5,t € [7°,0’)) is non-decreasing. In
particular, the diameter Z; — Y,;® of the support of the PES is non-decreasing. Hence, in
order to complete the proof, it suffices to prove that

0’ <oo as. and Diam(Supp(AS)) > n/2.

The fact that §” < oo a.s. can be proved using Assumptions (A”) and (4.18) in a similar
way as for Point (i) above. The lower bound of the diameter of the PES is a consequence

of the inequality

4cDi X
7 >0, (z*) a.s., where k= %ma()’ (4.23)

proved below. This shows that Y5 and ZZ. belong to [¢* — K'e, z* + K'e|, where £/ :=
k + 2Diam(X). Since the processes Y and Z° are monotone, we deduce that

Yy <az*+r'e and Zj >z* —FKe.

Since one of the two numbers Yy; and Zj must be outside of the interval [z* —n,z* + 7],

we finally obtain that Diam(A§,) > n — x’e > 1/2 if € is small enough.
Hence, it only remains to prove (4.23). For any z,y € R such that

2 _
z — z*| > M7

(4.24)

cC—a

we have
c+a

ly— | > o — a7 = |y — x| =

|z — 27|

and

c—a
y—a’| <o —a*+ly—a’| < (14 7)o —a”.

Since 0 < a < ¢, we have
c+a a c—a c—a c

>— and 1+ .
2c c c a a
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Now, {(y —z*) = (¢/a)(x—2*)} is tangent to v at (z*,2*) and {(y —2*) = (a/c)(x—2*)} is
tangent to v at (z*, 2*). Therefore, for any x, y sufficiently close to 2* and satisfying (4.24),
the point (z,y) is between the two curves v and v* (i.e. below v and above ~* if z > x*,
and below v* and above v if x < z*, see Fig. 4.2 (a) ). In particular, 2 and y do not coexist.
Therefore, at time 7°, the two traits Y= and ZZ. of the support of the PES must satisty

2c 4ceDiam(X)
Y5 —a*|V|Z5% —a™| < o Y5 —Z5| < — - =5
since one of the traits Y% and ZZ. is a mutant born from the other trait. O

A Proof of Theorem 2.7

The proof of this result is very similar to the proof of [4, Thm.1]. We do not repeat all the
details and restrict ourselves to the steps that must be modified. The general idea of the
proof follows closely the heuristic argument of Section 2.4.2. Its skeleton is similar to the
one in [4] for monomorphic populations.

For all e > 0, ¢t > 0, and I' C X measurable, let

A q(t,T) = {Supp(l/t/KuK) C I' has d elements that coexist, say z1,...,xq,
and V1 <i < d, [(V/Kuy> Lay) — Pi(X)] < €}
To prove Theorem 2.7, we establish that for all € > 0, ¢ > 0 and I' C X measurable,

KlirJrrl P(A; 4(t,T")) = P(Supp(A¢) C I' and has d elements). (A.1)
where (A4, t > 0) is defined in Theorem 2.7. The first ingredient of the proof is the following
proposition, which generalizes Theorem 3 (a) and (b) of [4].

Proposition A.1 Assume that, for any K > 1, Supp(v) = {z1, ..., 24} and (Vf§, 1) €
C a.s., where C is a compact subset of Ry. Let ¢(t,(n1,...,nq)) denote the value at time
t of the solution of LV (d,x) with initial condition (ny,...,nq). Then, for all T > 0,

i sup W L) — 0ilt, (05 Lay)s - (0 L)) =0 as. (A2)
—+001<i<d, te[0,T]

This result is a direct corollary of Theorem 11.2.1 of [13], except for two small difficulties.
The first one is that Theorem 11.2.1 of [13] assumes that the function n — F*(n) involved
in the definition (2.4) of the Lotka Volterra system is uniformly Lipschitz on Ri, which is
not the case. However, observe first that, if n; < M for some M > 0 for all 7 € {1,...,d},
then ¢;(t, (n1,...,nq)) < M V (2\/a) for all t+ > 0. Indeed, if there is equality for some
t>0andie {1,...,d}, then ¢(t, (n1,...,nq)) < 0. Therefore, the coefficients of the
system LV (d,x) are uniformly Lipschitz on the set of states that can be attained by the
solution of the system starting from any initial conditions in a compact set. The second
difficulty is that Theorem 11.2.1 of [13] only implies that (A.2) holds on the event where
there is no mutation between 0 and 7. In Lemma 2 (a) of [4], it is proved that for general
initial condition yé( , the probability of mutation on the time interval [0, 7] converges to 0,
thus the conclusion follows.
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The second ingredient is the following exponential deviation estimate on the so-called
“problem of exit from an attracting domain” [15]. It generalizes Theorem 3 (c) of [4].

Proposition A.2 Let x1,...,2q4 € X coexist. Then there exist constants ¢,V > 0 such
that, for any sufficently small € > 0, if ((¢/{f, 1(z1))1<i<d belongs to the (¢/2)-neighborhood
of n(x), the time of exit of (<th(71{xi}>)1§i§d from the e-neighborhhod of n(x) is bigger
than eVE A 1 with probability converging to 1, where T denotes the first mutation time.
Moreover, the previous result also holds if, for all i € {1,...,d}, the death rate of an
individual with trait x;

d
)+ Z a(zs, x;) (v ,1{%}) (A.3)
7j=1

1s perturbed by an additional random process that is uniformly bounded by ce.

Such results are fairly standard and can be proved in a variety of ways. We let the proof to
the reader. The first part of this proposition is used to prove that, when the first mutation
occurs, the population densities have never left the e-neighborhood of n(x) and the second
is used to prove that, after the first mutation, as long as the mutant population is small,
the resident population densities do not leave the e-neighborhood of n(x). In this case, the
additional term in (A.3) is a(x;, y) (VE, 14,)), where y is the mutant trait, which is smaller
that ae if (1, 1y,,) <e.

From these two results can be deduced the following lemma, which is the extension of
Lemma 2 (b) and (c) of [4]. The proof is a simple copy of the argument in [4].

Lemma A.3 Let Supp(vl) = {x1,..., 24} that coezist and let T denote the first mutation
time. There ezists eg such that, if (v, 1(:1))1<i<d belongs to the eg-neighborhood of n(x),
then, for any € < e,

lim P(T > log K, sup (7 1) —ni(x)] < 5) =1,
K—+o0 1<i<d, te[log K,7]

Kugt K:izo Exp ( ip(xj)/\(%'j)ﬁj(X))

j=1
A\ (2 )70
and  lim P(at time 7, the mutant is born from trait x;) = dp(xz) (xz)nz(i()
K—too > =1 () A(@5)n; (%)
for alli € {1,...,d}, where £, denotes the convergence in law of real r.v. and Exp(u)

denotes the exponential law with parameter u.
The fourth ingredient is the following lemma, which is an extension of Lemma 3 of [4].

Lemma A.4 Let Supp(vl) = {x1,...,24,y} where x1,...,24 coexist and y is a mutant
trait that satisfy Assumption (B). Let T denote the first next mutation time, and define

=inf{t >0:Vic I(n%), |(vF, 1)) —ni| <e and Vi & I(n"), Wk, 1) =0}
=inf{t >0: (), 1) =0 and Vi€ {1,....d}, [(v, 1) —ni(x)] < e}
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Assume that (VS 1gyy) = 1/K (a single initial mutant). Then, there exists o such that
for all € < g0, if (Y, 1(z3))1<i<a belongs to the e-neighborhood of 1i(x),

i P <) = TR e < =1 - P

. n
d Vv 0 | P A A =1.
an n >0, % Eiloo <7'1 Ty < Kun 7')

The proof of this lemma is similar to the proof of Lemma 3 in [4]. The main steps are the
following. Assume first that ¢ < 1/2. We introduce the following stopping times:

Rg( = inf{t >0:3i€ {17 s 7d}7 ‘(VtKv 1{x1}> - ﬁl(x)‘ > 5}
SE —inf{t >0: (Vf, 1gyy) > ¢}
SE =inf{t >0: (F, 1g,) =0}

RX is the time of drift of the resident population away from its equilibrium, SX is the
time of invasion of the mutant trait (time ¢; in Fig. 2.5) and S& is the time of extinction
of the mutant trait. By the second part of Proposition A.2, it can be proven exactly as

in [4] that there exists p, V' > 0 and ¢ < 1 such that, for K large enough,

P
IP’(KuK <7’) >1—¢ and P(SEATAEY <R56) >1—c
Then, on [0,7 A SE A RQC], by computing lower and upper bounds on the death rate of a
mutant individual, it can be easily checked that, for K large enough, almost surely,

l,e —1le
¢ K t
T S Wty S TR
where, for i = 1 or —1, A*¢ is a continuous-time branching process such that Aé’a =1 and
with birth rate (1 —ie)A(y) and death rate

d

wly) + D aly,z)n;(x) +i(d + 1)@%-
j=1

Next, we use the results of Theorem 4 of [4] on branching processes in order to control
the probability that A“® /K exceeds ¢ before it reaches 0, and to upper bound the time at
which one of these events happens. As in [4], we obtain that there exists C' > 0 such that,
for all n > 0, € > 0 sufficiently small and K large enough,

n K K Lf (y; %))+
To < TN —— >1] - =TT )
]P’( 0 < TA Ku A S /\RE/C) 1 ) Ce (A.4)
K n K K Lf (v %))+
T > DT e
]P’(S6 <TA Ku NS /\RE/C) AY) Ce

On the event {SK < 7 A SE A R§C}7 we introduce for ¢’ > 0 the stopping times

TK =inf{t > SK :vie {1,...,d}, |(v[ 1) —nil <& and |(v)S, 1) — | < €%},
UEI;/ =inf{t > TX : 3i € I(n"), |(v), 1gp,y) —ni| > €'},
VE —inf{t > T :3i ¢ I(n*), (VF, i) =€}
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We next use the Markov property at time SX and apply Proposition A.1 as in [4] to obtain
a constant C’ > C' such that, for K large enough,

n [f (y;x)] /
P(Sf<Tf<TAKuK> > ) .

Next, we can use again Proposition A.2 to prove that there exists V' > 0, C” > C’ and
¢ <1 such that

P(SK <TK < VEAT ALY < UK )ZM—C”&'.

ge/c )\(y)
In a last step, we can as before prove that, for all ¢ € [T, U;(E/C,/\VEK] and for all ¢ & I(n*),

X 4,E

<VtKvl{:v1}> < %7
where A»® is a continuous-time branching process such that ]\?;K = [¢2K] and with birth
rate A\(x;) and death rate
_€
w(x;) + Z a(zi, zj)n; — Card([(n*))ag.

JEI(n*)

Since, by Assumption (B2), f(z;;x*) < 0, this branching process is sub-critical if ¢ is
small enough. Hence, with arguments similar to the ones in [4] (especially the results of
Theorem 4), we can prove that there exist C”” > 0 such that, for all > 0, & > 0 sufficiently
small and K large enough,

Lf (y; x)] ¢
Ay)

Combining this with (A.4), we obtain Lemma A.4 by letting € go to 0.

P(SEK<T1<T/\ n ANUE )2 —C"e.

Kug e,e/c

Finally, (A.1) is deduced from these lemmas exactly as in [4] and similarly, the proof of
Theorem 2.7 from (A.1). O

B Explanation of Figure 3.1

Let us comment the classification of the asymptotic behavior of 3-dimensional competi-
tive Lotka-Volterra systems done by Zeeman [33|. Any 3-dimensional competitive Lotka-
Volterra system admits an invariant hypersurface X called carrying simplex, such that any
non-zero solution of the system is asymptotic as ¢ — 400 to one in ¥ (cf. [21]). ¥ is a
Lipschitz submanifold of Ri’_ homeomorphic to the unit simplex in Ri’_ by radial projection.
Moreover, ¥ is a global attractor for the dynamics in R3 \ {0} (|22, Thm.3]). In particular,
one can deduce from the asymptotic behavior of trajectories on 3 the asymptotic behavior
of trajectories starting in a neighborhood of .

Zeeman obtained a full classification of the topological equivalence classes of the 3-dimensional
competitive Lotka-Volterra systems by determining the 33 topological equivalence classes
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of those systems restricted on their carrying simplex. (In an equivalence class, the tra-
jectories of two systems are related by a homeomorphism of Ri) For a given system
LV (3,(x,y,z)), the equivalence class to which it belongs is determined by the sign of
the 2-dimensional fitnesses f(x;y), f(y;x), f(x;2), f(z;2), f(y;2), f(z;y) and of the
3-dimensional fitnesses f(z;y,2), f(y;x,2), f(z;z,y) when they are defined. The equiva-
lence classes of [33] are characterized by drawing on the unit simplex of Ri the fixed points
and the limit cycles of the system, joined by their stable and unstable manifolds'.

Figure B.1: The pattern on the carrying simplex that corresponds to the case where the two
(resident) traits z and y coexist and the third (mutant) trait z has a positive fitness f(z;z,y).

The signs of the fitnesses correspond to the arrows in each diagram. For example, f(y;x) >
0 means that, on the edge of the simplex that reach x and y, there is an arrow starting
from z in the direction of y. In other words, the unstable manifold of (7(z),0,0) contains
(a part of) the edge of the simplex that reach x to y. Similarly, f(z;z,y) > 0 means
that f(z;y)f(y;z) > 0, i.e. that LV (3, (x,y,2)) has as fixed point (71(z,y),n2(z,y),0)
with 721 (z,y) > 0 and ng(x,y) > 0, represented as the midpoint of the edge of the simplex
linking x and y, and that this fixed point has an unstable manifold pointing in the direction
of the interior of the simplex. The situation represented in Fig. B.1 corresponds to this
case, when = and y coexist.

In order to check if Assumption (B) holds, we only need to restrict to the equivalence classes
in which two traits coexist (the resident traits, say = and y), and the third (mutant) trait
(say z) satisfy f(z;x,y) > 0. This situation corresponds to the cases when the carrying
simplex has one side containing the pattern of Fig. B.1. Among the 33 equivalence classes
of [33], there are only 10 of them that satisfy this requirement, shown in Fig 3.1. We label
them with the same numbers as in [33|. In Fig. 3.1, the figures obtained by exchanging x
and y belong to the same equivalence class. An attracting fixed point of LV (3, (x,y, 2))
is represented by a filled dot e, a repulsive fixed point by an empty dot o, a saddle point
by the intersection of its stable and unstable manifolds. When the interior fixed point
(the non-trivial equilibrium) is not a saddle point, it can be either stable or unstable.
Depending on cases, this equilibrium can also be surrounded by one or several stable or
unstable cycles. In particular, the sign of the fitnesses is not sufficient to determine the
precise asymptotic behavior of the system near the interior equilibrium. The undetermined
type of these equilibria is represented in Fig. 3.1 by the symbol ©.

!The stable manifold of an equilibrium is the set of starting points of the Lotka-Volterra system such
that the solution converges to this equilibrium. The unstable manifold is defined in the same way, but for
the time-reversed system.
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C Proof of Theorem 4.1

We are actually going to prove that Theorem 4.1 holds under weaker assumptions, that we
omitted in Section 4 to simplify the presentation.

Theorem C.1 The statement of Theorem 4.1 holds if Assumptions (A’2) and (A’3) are
replaced by

(A’4) The map x — m(x,h)dh is Lipschitz continuous from X to the set of probability
measures P(R!), for the Wasserstein metric

p(Py, Py) = inf { / |z—y| R(dz,dy); R € P(R'xR!) with marginals P1 and Pg}.
RIXR!

(Recall that X is a compact set of R'.)

(A’5) The function

is continuous on X? (and thus bounded), and of class C' with respect to its first
coordinate, where f(-;-) is defined in (2.12). Since X is a compact set of R', there
exists a constant G > 0 such that Vx,y € X, [9(y;2)]+ <G.

Proof The proof follows a classical uniqueness-compactness argument.

(i) Uniqueness of the solution of Equation (4.4) with given initial condition.
Let us show that a(x) = [ h[h- Vig(z;x)]4 m(x, h)dh is Lipschitz continuous on X. We
have

la(z) = a(@’)]| < /Rl IRl % [[h - Vag(@;2)l4 = [h- Vig(a';a)] 4| m(z, h)dh

+

[ Bl ittt ) = il | (€.

Because of |[a]+ — [b]+] < |a — b| and Assumption (A’), the first term of the right hand
side of (C.1) is bounded by some constant times ||z — z'||.

If we denote by £ the vector Vig(z';2’) and ¢ (h) = h[h - €]+, then

() = (B < [[(h = A [P L+ 1B ([7- 4 — [0~ 1) < 201€0 1R = R7I] (R[4 [[R]).

Thus, using the dual form of the Kantorovich-Rubinstein metric (see Rachev [30]) and
(A’), one obtains that the second term of the right-hand side of (C.1) is also bounded
by some constant times ||z — 2/||. Hence Cauchy-Lipschitz Theorem can be applied and
(z(t),t > 0) is uniquely defined.

(ii) The processes X¢, ¢ > 0, with generator L° can be constructed on the same
probability space.

Recall the definition of m in Assumption (A3).
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Lemma C.2 Assume (A) and (A’). Let (Q,F,P) be a probability space and N (dh,dd, ds)
be a point Poisson measure on R' x [0,1] x Ry with intensity Gm(h)dhdfds. Let e > 0
and denote by N¢ the image measure of N by the mapping s — €2s. Let X§ be a X-valued
random variable, independent of N. Then the process X¢ defined by

Xf :XS+/ eh) 1 [9(XE_+eh; XE_)]4 m(XS_,h) Ns(dh,de,d8)7 (02)
R x[0,1]x[0,t] {6’S T 7 (7 }

15 a jump Markov process with generator L®. Its law will be denoted by P&S.
Indeed, for a bounded function ¢ on &,
e(X5) = o(Xp)

+/ (p(Xo- +eh) =X )1y | fexs senmxz 1y mexs_m | N (dh, df, ds)
RIx[0,1]x[0,¢] {9< : }

—e2 G m(h)

t
1
= e+t [ 1 22 X o)~ G(0X0) X5 s XE)m XS, s,
X109,

where M®¥ is a martingale.

(iii) Tightness of the sequence of laws {Pg(8 te>o of the processes (X7, > 0)

We will use Aldous’ criterion [1|. Let 7 be a stopping time less than 7" and (d;) positive
numbers converging to 0 when ¢ — 0. We remark that |g(z + eh;z)| < eC||h||, by an
expansion of g with respect to its first variable and the fact that g(x;2) = 0 and since Vg
is bounded by a constant C'. We have

ds

T+
B, - XD =B ([ [ 1ehla0rE + e X2l (X3 man% ) < Chs.

where My = [ ||h|*m(h)dh. Then, for any o > 0,

C M,
P(|XZ,,, — X > a) <

0 — 0 when ¢ — 0.

This gives the first part of Aldous’ criterion. For the second part, we have to prove the
uniform tightness of the laws of (sup,<7 || X7||)e>0. We use Itd’s formula to write (X§)? from
(C.2). Next, using Cauchy-Schwarz’ and Doob’s inequalities, we obtain by a localization
argument and Gronwall’s lemma that E(sup,< || X{]|?) < Cr(E(]| X§]|?) + 1), where Cr is
a constant depending on T, M and G. Since (X§)o<e<1 is bounded in L2, the tightness
of the laws of (sup;<r || X{|[)e>0 follows.

(iv) Convergence of the generators.
Let us now prove that

Vo € C2(X), Lo — L% uniformly on X, (C.3)

where L? is defined in (3.3) and LY is defined by
() = [ (h-Ve@)lh- Viglaia)) mia, k)b,
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where V() is the gradient vector of ¢(z). We have,

pla +ch) — p(x)
€

} b Viglas )l
.

[Lpta) = ()| < [ b+ Viglaia)] x
+/Rl XHg(x—l—sh;x)

p(z +eh) — o(x)
€ €
Let us call I and Iy the quantities inside the integral in the first and the second term,
respectively. Now, ¢ is C1, g(x;2) = 0 and by Assumption (A’), g(z;y) is C! with respect
to the first variable x. So, we can find 6;, 2 and 63 in [0,1] depending on x and h such
that

—h-Vo(z)| m(z, h)dh

m(z, h)dh. (C.4)

Iy =[h-Vig(@;z)l4 x [h- Vo(z + Osch) — h - Vo(z)];
Iy = |h-Vo(z + b1eh)| x |[h- Vig(z + O2eh; x)|4 — [h - Vig(a; @)+ .

Since ¢ is in Cb2, and because of Assumption (A’), we can choose a number C' such that
V¢ and Vg are both C-Lipschitz and bounded by C on X and X? respectively. Then

Iy < C||hl| x [|h[|C|6seh]| < C?||A];
I < C||h|| x |- Vig(x + Oaeh,z) — h - Vig(z,z)] < C?|h|.

It remains to put these bounds in Equation (C.4) to obtain:
|L5g0(x) - Logp(x)| < 2502/ | hl|3m(x, h)dh.
R!

We conclude using Assumption (A’).

(v) Martingale problem for limiting distributions.

Once we have the uniform tightness and the convergence of the generators, it is standard
(cf. Ethier-Kurtz [13] Lemma 4.5.1) to deduce that any accumulation point P of the family
of laws {P5 3} on ([0, T, X) is the law of the process X solution to (4.4) with initial state

Xo. The theorem then follows from the uniqueness proved in (i). O
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