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Abstract— Given a finite transition system and a regular several predicates is enforced there on concurrent atscke
predicate, we address the problem of computing a controller \We consider here one predicate and one attacker, but we
enforcing the opacity of the predicate against an attacker (that |5y the assumptions on controllable and observable gvent

partially observes the system), supposedly trying to push the s
system to reveal the predicate. Assuming that the controller can Namely, if3: is the set of events of the system, Igf C 3. be

only control a subset of the events it observes (possibly differen the attacker’s alphabet, and [t and ¥, be the subsets of
from the ones of the attacker), we show that an optimal control events controlled or observed by the controller, respelgtiv

always exists and provide sufficient conditions under which it then we assume that. C ¥,, andX, compares both with
is regular and effectively computable. These conditions rely on Y. andy o
(& m-

the inclusion relationships between the observable alphabets of "
the attacker and the controller and the controllable alphabet. Let L(G) € ¥* be the regular language of the system

Index Terms— control, security, opacity, discrete event sys- G and letL, C ¥* be the regular but non-opaque predicate
tems, partial observation whose opacity should be enforced by control. Not taking into

account controllability and observability, there is a sy
I. INTRODUCTION subsetL; of L(G) such thatL, is opaque w.r.t.L; and

Opacity, whose goal is to oppose diagnosis, was intro¥a; a@nd Ly is regular [5]. As¥. C %, there exists
duced in [1] and [2]. Given a system, equipped with & MOSt permissive controllei; conflnlng the system to
map sending (prefixes of) executions to observations, dn and K is regular. Unfortunately, this controlledoes
opaque predicate is a set of executions such that eveppt always enforce the opacity df, (unlessX, C .
execution in the set is observationally equivalent to som@ ¥ < . @s we shall explain later on). The reason
execution outside the set. So, membership to an opagq¥y it fails to do so is that a complete description of the
predicate is never disclosed by observation. Anonymity arfl0S€d-100p system may be available to the attacker and new
non-interference may be reduced to the opacity of Suitab{g)nflde_ntlal information on the execution may bg mferred
predicates for suitable observation maps [2]. In this papefom this knowledge. To solve the problem, one might think
we concentrate on finite transition systems labelled ovélf itérating the construction, thus producing a decreasing
an alphabets, on predicates defined by regular sets ofhain of regular languages(Gi) = Ko 2 K1 2 Kz 2 ...
execution traces ix*, and on observation maps induced b)p.nfortunately,'the iteration may be |nf|n|t§, hence it may no
the projection of execution traces on a sub-alphaheof &2,  Yield an effective construction of; K; and it does not show
modeling the attacker’s alphabet. Under these assumptio§her that this limit is regular.
opacity can be decided although it cannot be expressed inQur contribution is twofold. For the cases, < X.
the modalyu-calculus [3]. and ¥,, C >,, we show that the optimal opacity control

We are specially interested in cases when the predicst@" be computed within the framework of Ramadge and
of interest isnon-opaquei.e. the system leaks confidential Wonham's theory. For the remaining casg C ¥, C
information. A possible arrangement is then to augmentm" for which the iteration may be infinite, we supply an
the system with a monitor, responsible for detecting whedlternative algorithm that computes the limit of the infnit
confidential information was leaked or will be leaked unles§eration described above. The algorithm works in double
one halts the system immediately. Assuming that monito@Xponential time. We do not investigate optimizations nor
observe only a subset,, of the events of the system, heuristics in this paper for our primary goal is to show that
which needs not be a subsetdf, necessary and sufficient the construction of the optimal opacity control is effeetiv
conditions for the existence of monitors were obtained Jn [4 This work has loose relationship with the earlier work
We want to take one step further by providing a controlleflone by Schneider on security automata [6], subsequently
that does enforce the opacity of the predicate by disabling gxtended to edit automata [7]. The goal pursued in [6] was
each stage (of an execution) the least subset of events stietProduce interface automata that enfoseeurity policies
that confidential information is not leaked sooner or latel,, » meaning that the interface automaton rejects those inputs
Assuming that controllers observe all events and all event&?m the environment that would lead the system to leave the
can be controlled, sufficient conditions for the existente cSubset of safe execution prefixés. In our case, the role of
finite state controllers were proposed in [5] (the opacity othe controller is not to confine the executions of the system

This work is partially supported by the RNRT Politess projec 1Remember thak,, is assumed to compare with bofh. and %,,.
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to L, but to the largest opaque subset/df7) w.r.t. L, and I1l. THE BASICS OF OPACITY

Y,. On the other hand, whenevg&. C X, our controllers . : .

may be seen as interface automata, as they reject events fron?OnSIder an LTS5 over X, a regular predmatése < %

the attacker’s alphabet exclusively. _and a sub-alp_habé]a € X. The alphab etE_a def!nes the
The rest of the paper is organized as follows. Section |£|terface provided to the user for interacting with The

fixes some notation. Section 3 brings back the basics g{edlcateL@ represents a confidential information on the

. . ) . execution ofG, i.e. if the current trace of executiondss >*,
opacity properties and it sets the opacity control proble
. : . he user should not be able to deduce fré%, (s) and G
Section 4 brings back the theory of Supervisory Contro ; : . o
. 20 ; hat s € L,. In this setting, the user is considered as an
Section 5, which is the core of the paper, contains our . ) o .
N : . . . attacker () willing to catch the confidential information
contribution. Optimal opacity control is obtained wherreve SO : )
; and armed for this with full information on the structure of
Y. C %, andX¥, compares with both of them. Moreover, L . . )
: but only partial information upon its behavior, namely
we produce an example showing that the problem cannot e

. ; e observed trace ift’. In order that the confidential
solved in the framework of Ramadge and Wonham'’s theor. o o .
. ) : . formation is never leaked, it is necessary and sufficient
when ¥, C ¥, C ¥,,. Section 6 is a brief conclusion

ointing to open problems that L, is an opaque predicate according to the following
P g pen p ' definition, adapted from [2].

Definition 2 (Opacity): L, is said to be opaque w.r.t.
Il. NOTATIONS L(G) and %, if

Let X be a finite alphabet of events. #tring is a finite

sequence of events. The set of all strings is denote&l by Vs € L(G)’ [s]la N L(G) £ Ly . @)
Any subset ofs* is called alanguageover 3. Let I be N other words, L, is opaque_lvv.r.t.L(G) and %, if and
a language ovel. The prefix-closureof L is defined as only if Vu € Py, (L(G)), Py (p) N L(G) € L, and
L =1{sey |3tecxststec L. Weassume that L, is non-opaque W.r.tL(G) and £, if and only if 3u €

—1
systems are Labelled Transitions Systems (LTS) as followd . (L(G)), P, (1) N L(G) C L.

Definition 1 (LTS): An LTS oveE is a 4-tuple G = Example 1: Co_nsider the twp specificatioﬁs and G,
(Qe, 3, 06, q5) where Qs is a finite set of statesy. is the of a coffee—.machlng depicted in F|gures 1 and 2, and let
finite set ofeventsof G, ¢§ € Q. is the initial state, and Y = {coinln, coinOut, cancel, con firm, cof feeOut}.

8 : Qs X X — Qs is a partial transition functian o Consider the predicatd., = X*. full. ¥*. Then,L, is not

In the sequel, we writg % ¢’ if §(¢,a) = ¢’ andq >,

if 3¢’ € Qs, ¢ >« ¢'. We extend—, to arbitrary sequences
by settingqg = ¢ for all statesq, and ¢ 3. ¢’ whenever
q >¢ ¢" andq” 5S¢ ¢, for someq” € Q., s € ¥* and
o € . We denote

To ={(q,0,d) €Qx2xQ : ¢>q} /mi,,om‘f

the set of transitions aff and L(G) = {l € £* | ¢¢ 54} the \ e

coinOut { \

set of its execution traces. Given non-empty subggtg; C \\ \ comfinm \
Q¢, the definitions extend td.x, (G) = {s € ¥* | 3¢ € \ \
F.,q8 > q) (the set of execution traces ending in a fina i & \

\/o(’(z_/‘fr: Empty

state of Fg) and Ly, p,(G) = {s € ¥* | 3¢’ € I, Jq €
F.,q 2. ¢} (the set of partial execution traces starting ir
a state ofl, and ending in a state dfy).

Opacity control aims at preventing an attackefrom de-
ducing confidential information on the execution of a system
from the observation of a subset of evenis. To model Fig. 1. The predicatd.,, is non opaque w.r.tG; andX,
this, we use the classical notion pfojection We simply
denote byPs; the projection from:* to ©* that erases in a opaque with respect td(G1) and X, since e.g. for the
sequence oE* all events not in%,. This definition extends observed traceoinIn.coinOut for which the only possible
to (regular) languages?s, (K) = {p € X% | 3s € K, p=  execution trace igoinin.isCashFull. full.coinOut € L.
Ps_(s)}. Conversely, givenk’ C ¥, the inverse projection A contrario L, is opaque with respect td(G5) and ,.
of K is PE‘:(K) ={seX* | Py,(s) € K}. Given an LTS If L, is not opaque w.r.tL(G) and X,, then it is still
G over and a set of observable evenig C ¥, the set of possible to restrict the behavior 6t so thatL, becomes
observed tracesof G is Ps_ (L(G)). Given two sequences opaque. This can be obtained by withdrawing fréif) all
s, s’ € ¥*, we lets ~, s’ in casePs, (s) = Py, (s') and wordsu.v such thatu ~, v’ = v’ € L, for all ' € L(G).
denote[s], = Pgul(PEa(s)) the equivalence class of Proposition 1 ([5]): Given a systend’ and a predicate

Lemma 1: Let-, C ¥, C X, thens ~p s’ = 5 ~, 5. L, there exists a supremal prefix-closed sub-language of

empty
not Emmpty
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equivalent tos belongs to @'(L(G),L,,%.). In other
words, when computing the supremal sub-languagg(6f)
with respect to whichl,, is opaque, each equivalence class
of L(G) w.rt. X, is either entirely kept or removed.
\ Our goal is to enforce opacity by supervisory control,
which puts strong conditions on the admissible restriction
/ \ |f«CashFull cotfecout of L(G) (due to the so-called controllability and observ-
C“‘"(’“‘K ability conditions that a controller has to fulfill to be inepl
mentable). We will also compute the most permissive opacity
/ control in the form of a regular sub-languageldfG). Next
section brings back a few notions of supervisory control
theory.

coinOut

[

coinOut |

isCof fee Empty

not Empty

IV. THE BASICS OFSUPERVISORYCONTROL

Given a prefix-closed behavidt C L(G) C ©* expected
from the system(, the goal of supervisory control is to
enforce this behavior oids by pairing this system with a
monitor (also called controller) that observes a subsgt

T . of the events i and controls a subséi,. of the events in
\,Lv_(ﬁ)bzggec(j O)P (L(g)i and Z), ;ﬁgt}ttlf;a;ﬁ/er:sb;paque ¥, i.e. enables or disables each instance of these coniellab
Ler X “ events.Y \ Y. is the set of uncontrollable events.\ ¥,,
OP'(L(G), Ly, %) = B is the set of unobservable events. We now recall some basic
L(G)\ (L(G) \ P5 ' (Ps, (L(G)\ Ly))).5%) concepts of supervisory control theory. More information o
Intuitively, the languagePy (pE (L(G) \ L,)) is the set the computational aspects can be found in [8].
of the “safe” sequences that do not revégl2 whereas any ~ Definition 3: A prefix-closed languag&l C L(G) is
sequence |[L( )\P . ( a( ( )\L )) re\/ea|5L (these controllable WrtL(G) and Ye if K(Z\Zc) ﬂL(G) CK.
sequences are extended wih because, oncé., has been This definition states that iK' is controllable, then no
revealed, this holds for ever). uncontrollable events need to be disabled to exactly confine

It follows from proposition 1 that @T(L(G),sza) is the systemL(G) to K. Note that the union of an arbitrary
the union of all prefix-closed sub-languagés of L(G), number of controllable languages is controllable.
such thatL, is opaque w.rt.L’ and ¥, [5]. There- Definition 4: Assuming that¥. C X,,, a prefix-
fore, O is monotone in the first argument. Note thatf3|039d languageX’ is observable w.rt.L(G) and %, if
0P (L(G), L,, ¥,) can be empty. In that case, there is noPs,. [Py, (K)] N L(G) C K°.
way to enforce opacity by restricting the behavior of thdntlitively, K is observable, it can be exactly recovered
system. from its projectionPs,, (K) and L(G). Note that this is a

Remark 1: If L, is opaque w.rt.L; and Lo, then it is necessary condition for a controller that forces the system
opaque W.rt.L; U L, but not necessarily w.rtL; N L,. to behave likeK to be implementable. In other words, from
Similarly, if L; C L C Ly, L, may be opaque w.rt but a control point of view, when disabling an evenafter the
not opaque W.r.tL; or L. o execution ofs, thenc has to be disabled after all execution
Next, we establish a helpful lemma, stating that if a setraces offs],,,. Under the assumption. C %,,, the union of
quences belongs to (DT(L(G), L,,%,), then any sequence an arbitrary number of observable languages is observable.
in L(G) observationally equivalent ta also belongs to Therefore, under this assumption, both controllabilityd an
OPT(L(G)’ Ly, Ya). observability are stable under union of languages, anatther

Lemma 2:Vs € OPT(L(G)’ Ly, Ya), exists a supremal controllable and observable prefix-dlose
sub-language of<, that we denote

Fig. 2. The predicatd, is opaque w.r.tG> andX,

[s]a N L(G) € OP' (L(G), Ly, )

Proof: Let s’ € [s], N L(G), then by definition CON(K,L(G), %, ) 3)
s ~q ¢ ands’ € L(G). Suppose for a contradiction that
s’ ¢ OP(L(G),L,,%,), thens’ = uv for someu such
thatu ~, v = v’ € L, for all v’ € L(G). As s ~, &,
s =wu”v” forsomeu” € L(G) such that, ~, u”. Therefore, . :
u o~y v = u € L, for all v € L(G), showing that LTemma 3: Assuming hthaEC C Zm lets € K\
s ¢ OP'(L(G), L,, %), a contradiction. m CO (K, L(G), Xe, ¥rm), then
Dually, this lemma implies that if a sequensebelongs to (8] N CON (K, L(G), S, Sp) = 0
L(G)\OP'! (L, L(G), ¥,), then no sequence observationally

3Note that we have given here the formal definition of normalitpder
2Note that this language is not prefix-closed. the assumptiort. C X3,,, observability and normality coincide [9].

The language CQ K, L(G), X., ©,,) represents the largest
behavior included inK(C L(G)) that can be enforced by
control. Moreover, CO is monotone in the first argument.
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Proof: Because CO(K, L(G), %, ¥,,) is observable, at least, to exhibit sufficient conditions for regularityjdato
this set and its relative complement are unions of equiealen provide an effective computation of this language.

classes ofv,,. [ ] It may be remarked that restricting languages to en-
Similarly to lemma 2, the equivalence classesidfz) sure controllability and observability does not always-pre
w.r.t. ¥, are preserved by control. serve opacity and the other way round (See Example 2).
Thus, in a first attempt towards an effective computation
V. ENFORCING OPACITY BY CONTROL of CO-0P (L(G), Ly, X, S, X, following the classical
Our purpose is to solve the opacity control problem statehethodology of Supervisory Control Therywe establish
as follows. below a fix-point characterization of this language by alter

Problem: Show that the set of controllable and observablating the computation of the supremal sub-language that
restrictions (i.e. sub-languages) bfG) enforcing ensures the opacity df,, and the supremal controllable and
the opacity ofL,, either is empty or has a great- Observable sub-language.
est element and compute this maximal permissive Consider the operator

controllable and observable sub-languagd ¢fr). K(e) = COI(OP! (e, Ly, £4), L(G), Se, ).
In the sequel, we shall assume that an attacker has

a . : .
full knowledge of the structure ofy, knows the interface Remark thattC(e) is monotone w.r.t. set inclusion. Now, as

. s the prefix-closed subsets 6{G) form a complete sub-lattice
of the controllery,, and is able to perform in his head f P(3*), it follows from Knaster-Tarski's Theorem [10]
all calculations that the administrator has made to compu E ' . s . .

at K(e) has a greatest fix-point in this sub-lattice. Let

this controller. In particular, this entails that the sture of : :

the controlled system may be available to the attacker, thL{g(lL EjGQ .L“") besthe greatest fix-point of the operafe)
possibly inducing new confidential information flow. This'”cplﬁogos'i{}(f,@: '

assumptions are at present informal, but might be formalize

e.g. using language theory and epistemic logic. Moreawer, K(L(G), Ly) = CO-OP!(L(G), Ly, T, Sy Be)

the rest of the paper, it is always assumed thatC %, Proof: We denote ¢ =

(the controllable events are observed by the contraller) CO-OP'(L(G), Ly, T4, 2, 2.). Clearly, L, is opaque
w.rt. K(L(G),L,) and X,. This language is controllable

A. Characterization of the solution and observable, hend€ (L(G), L,) C L°.

We now investigate the existence of a supremal solution Moreover, we haveL® C L(G) = K°(L(G)). Assume

to the opacity control problem. To do so, we consider the s8PW that L C K'(L(G)) for somei. Then, from the
monotony of K(e), we getKi™'(L(G)) D K(L¢) = L¢,

Co ={LC L(G) | L, is opague w.r.tL andX,, since L¢ controllable and observable ank, is opaque
L is prefix-closed, w.rt. L¢ and ,. By transfinite induction, it follows that
L'is controllable w.rt.L(G) andX., re c ko(L(G)) for every ordinala. Therefore L¢ C
L is observable wrtL(G) andX} A ko (L(G)) = K(L(G), Ly). n
and the prefix-closed language Note that this fix-point  characterization  of
CO-O'(L(G), Ly, Za, B, Xe) does not ensure that
CO-OPT(L(G),LWE(“EWEC) = U L (4) this language can be always computed by a finite iteration
Lec, as the following example shows.

Example 2: Consider the LT& shown in Fig. 3 where
Yo ={A4,B,c}, ¥, = %, X, = {c} and the predicatel,,
is the set of the sequences that reach the states represented
(1)  CO-OP/(L(G), Ly, %0, Sm, Se) is controllable ith squares in. Let &; — K (L(G)) denote the language

Proposition 2: If CO-OP'(L(G), Ly, Sa, Sy Be) # 0,
then it is the supremal sub-language BfG) such that

and observable W.rL(G), X, and Xy, computed aftei iterations of the operatokC(e).
(2) and L, is opaque W.LL.
CO-OPT(L(G),LWEmZm7ZC) and X,,. L MEL

Otherwise, no control can enforce the opacity/of.

Proof: If CO-OP'(L(G), Ly, Sa, X, Xe) # 0, then it
is the union of an arbitrary number of languages that are con-
trollable, observable and such that is opaque w.r.t. the cor-

responding restrictions of(G). These three properties are mcl,

stable under arbitrary union of languages (under the hypoth Fig. 3. L(G) and L,

esis thaty, C ¥,,). So CO-@®'(L(G), Ly, Xa, S, Xe)

satisfies (1) and (2). ™ In L(G), the sole string that belongs t,,, and therefore

Even though the previous proposition entails the existendeveals it, isc.c. A, which requires to disable the second event
of a unique maximal sub-language b{G), that is control- 4that ensures both non-blocking and controllability

lable, observable and in restriction to whiéh, is opaque, sk (r(G), L) is also the greatest fix-point of the operatisf =
we still have to examine whether this language is regular (@' (CO' (e, L(G), Z¢, Zim), Lep, Za ).
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¢, seeing thatd is uncontrollable. The LTS that generatEs
is represented in Fig. 4(a). I, c.c.A has disappeared and

(b)
Fig. 4. K; and K2

the sole string that belongs tb,, and therefore reveals it, is
c.u.c.c.B, which requires to disable the eventafter c.u.c.
The result ) is depicted in Fig. 4(b). Afte: iterations of
the operator/C(e), one gets the languagk,; generated by
the LTS depicted in Fig. 5(a). IA»;, the string(c.u)?*.c.c.A

(b)
Fig. 5. Ko; andKZiH

revealsL, and it must be eliminated by disabling the last
which is done in the languagk,;.1 (See Fig. 5(b). But, in
K41, the string(c.u)?***.c.c.B revealsL,,. Disabling the

last c leads toK5; o, which reproduces the situation found in

Ko; (up to replacing the prefixc.u)? by (c.u)?*2. Finally,
even though the limifl(L(G), L,,) of this decreasing chain
is the regular languagéc.u.c.u)*, the fix-point iteration pro-

duces a strictly decreasing and infinite sequence of langsiag

K; showing that the above algorithm may not terminate.

system w.rt.X,, and a new predicaté;’ C ¥y, derived
from L, andX,,,, solve the problem in this new setting (thus,
under full observation) and lift up the solution to the iaiti
setting. The intuition is that observing events frain, X,
could not help the controller anyway.

Proposition 4: Assume that, C ¥,, € ¥ and X, C
Y. LetL,, L(G) C ¥*, then

CO_O:T (L(G)7 Lgoa Eaa Emv Zc) =
Py (CO-0P (P, (L(G)), L2, Sa, Ty ) N L(G)

where L7 = {p € Py, (L(G)) : P5 ' (p) N L(G) C Ly}

Proof: Consider the following languages:

o K =CO-0p' (L(G), Ly, %0, Xe),

« F'=CO-Op!(Pg, (L(G)), LT, Sa, S, Xe)

« H=P; (F)NL(G).

We will prove thatH = K.

Let us first prove thatL, is opaque w.rt.H and X,.
Considers € HN Ly,. As Px, (s) € F and L is opaque
w.r.t. F and X, (by definition of F), there existsp € F
such thatp ~, Pg, (s) andp € F'\ L. Then, 35" €
Pz_ﬂl, (p) N L(G),s" ¢ L, according to the definition oL
But p € F implies thats’ € H. Ps,_(s') ~q Ps,, (s) and
Y. € %,, implies thats’ ~, s. So L,, is opaque w.r.t.H
andX,.

Let us now show that{ is controllable. Consides €
H,o € ¥\ ¥, such thatse € L(G). Let p = Ps, (s). By
definition of H, we getp € F.

o If 0 &3, thenPys, (so)=p and finallysoc € H.

o If 0 €%,,, we havep € F andpo € Py, (L(G)). As
F'is controllable, we geto € F', which entailssoc € H
asso € Pgi ({po}).

Finally we note that is observable by construction. As
is the supremal controllable and observable sub-langufge o
L(G) for which L., is opaque, we can conclude thdtC K.

Let us now prove thaPy, (K) C F.

o Let p € Psy (K). There existss € K such that
Ps, (s) = p. Since L, is opaque w.r.tK andX,,
there existss’ € K,s" ~, s such thats’ € K \ L.
Let p’ = Pg, (s'). We havep” ¢ L. As p ~, p', we
conclude thatl.}}’ is opaque w.r.tPs, (K) andX,.

o Let us show that Py, (K) is controllable w.r.t.
Py, (L(G)) andX.. Letp € Py, (K)ando € ¥, \ X,
such thatpo € Py, (L(G)). Then,3s € K C L(Q),
such thatPs, (s) = p andso € K(3,, \ X.) N L(G).
Since K is controllable,sc € K and thenpo =
Ps, (so) € Py, (K). So Py, (K) is controllable.

m

In the rest of the paper, we investigate sufficient cond&jonNow, Py, (K) is obviously observable and we get that

induced by relations between the alphabets >, andX,,,
under which CO-®@'(L(G), Ly, Za, S, X.) is regular and

one can effectively compute uniformly from the argumentgonclude thatx C H and finally thatH = K.
of CO-Or!(e) a finite automaton generating this optimal

opacity control.

Py, (K) C F. This implies thatPgnll (Ps,,(K))NL(G) C
H and sinceK = K N L(G) C P; ' (Py,, (K)) N L(G), we

B. Effective computation of the supremal solution

But first, we establish a proposition that helps to simplify Next, we investigate three sufficient conditions under
the remaining proofs (In Sections V-B.2 and V-B.3). Thiswhich CO—ODT(L(G),L@,ZG,Em,EC) is regular and effec-

proposition states that whenevey, C ,, C X, we can

tively computable.These conditions bear upon the inctusio

reformulate the control problem in terms of the observecelationships between the alphabgls, >3, and X..
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1) Assumption 1¥. C ¥,, € ¥, C X: Under this

Q¢ x F,, we getLp(G,) = L(G) N L,, meaning that the

assumption, the controller observes and controls only &« paxecution traces that reach or go through a staté oéveal
of the actions of the attacker, meaning that it is less pawerf L, (note thatZL(G,) = L(G), becauseS, is complete).
than the attacker. Nevertheless, this is a sufficient cmmdit Thus, L, is opaque w.rt.L(G,) < L, is opaque W.r.t.

allowing to solve the control problem.

Proposition 5: Assume.,. C ¥, C %, C ¥, then
K, (= K(L(G))) = CO-OP'(L(G), Ly, Tay T, Xe) is
regular and effectively computable.

Proof: Let L; = OP'(L(G),L,,%,), then K; =
COl(Ly, L(G),%.,%,,). Considers € K; N L. As L, is
opaque w.r.tL; andX,, 3s’ € L; such thats ~, s’ ands’ ¢
L,.AsY,, C X, ands ~, s, we gets ~,, s'. Hence, as an
immediate consequence of Lemma 3, we also hawe K1,
which entails thatZ,, is opaque w.rtk; and X,. Hence,
K, =
entails thatk; = CO-OP' (L(G), Ly, X, S,y Se)- [

2) Assumption 2%, C ¥, C ¥, € X: This assumption

K(L(G), L), which according to Proposition 3

L(G). Clearly, if L, is non-opaque W.r.tL(G,,) \ *3.2*
andX,, then no control can enforce the opacity bf. So
in the sequel, without loss of generality, we assume Ihat
is opaque W.rtL(G,) \ ¥*¥X.3* andX,. In particular, this
entails thatZL,, is opaque w.r.tL(G,) \ 3.

Under this assumption, we show that the optimal opacity
control may be enforced by a finite state controller, defined
by a deterministicLTS C = (Q, X, 0y, d) with the set of
states

Q={(X,9):qe X CQ}
and the initial stat®, = (X, qo) specified by

Xo={g€Q:35€ (Z\ )", @0 > q}

simply means that the controller can observe all the actions

of the attacker and control them.

Intuitively, after the execution of a trace the controller

Based on proposition 4, one can assume, without loss & in a state(X, q) when the controlled system is in state

generality, that:,, = X.

Proposition 6: Assum&, C ¥. C ¥, = ¥, then
K1 (= K(L(G))) = CO-OPI(L(G), Ly, Sa, Bm, Be) s
regular and effectively computable.

Proof: We first show that ®'(L(G),L,,%,) is
controllable with respect tolL, .. Consider s €
OP'(L(G),L,,%,) and o ¢ ¥., such thatse € L(G).
As ¥, C ¥, o ¢ ¥, and thenso € [s], N L(G) and
according to Lemma 250 € OP'(L(G), L, ¥,), which is
then controllable w.rtL, ¥. and observable w.r.tt,. and
¥, sinceX,, = X. Hence,

COT(OPT (L(G)? L907 ECL)’ L(G)7 an Em) -
OP!(L(G), Ly, Ba) = K(L(G), L)
and we conclude using the result of Proposition 3. &
3) Assumption 3%, C ¥, C ¥,, C X: Under this

q (recall thatY,, = X)) and X is the best estimate of the
current state ofG,, that the attacketd can get from the
observationPs;, (s) of this execution trace. In particular, if
no event inX, has been produced yet, the best estimafis
(recall that the attacker has full knowledge of the struetur
of G,)°.

In the sequel, we denot€ the set of transitions ofr,.
The main task, for completing the construction(®fis to
determine the map : 29 — 27 that tells, for each state

(X, q) and simultaneously for alj € X, which seta(X)
of controllable transitions ofr,, the controller does enable,
thus

a(X) C ag(X) é{qiq’ €T:qeX,d €Q,0€X.}.

So, in statg X, ¢), the controller disables the transitions’s
q € ap(X)\ a(X), all of which are controllable.

assumption, even though all actions of the attacker can beSuppose the correct maphas been computed. Then the
observed by the controller, only a part of them can beet 7. (of transitions ofC) is inductively defined as the
controlled. One can think that the controller can filter outeast set of transitionX, ) ¢ (X’,q’) such that(X, q)
the requests sent by the attacker to the system, whereas #i€eachableg % ¢/, and the estimatél’ of the attacker is
outputs of the system cannot be disabled by the controlljpdated fromX as follows:

This is for example the behavior of a firewall for Internet | ¢ ¢ 3, thenX’ = X

services. e if o€ (%, \ %), then
It is easy to check that the system of Example 2, for

which the fix-point computation does not terminate, fulfills X' ={7: 3qeX, Isc¥x",7>7 ando ~, s} (5)
the assumption of this subsection. This leads us to design a .
new algorithm. « if o €%, then

Using proposition 4, we can assume thgf, = X. X'= {@: JgeX:3¢ €Q, Is€¥*,

(6)

We also make the following assumption without loss of
generality. The system is given by a deterministic LG&'S=
(Qa,%,q5,9c). The predicatd.,, is specified by a complete

7257 €aX)and7y > 7 ands ~, €}

This is coherent with the idea that the attacker has full

and deterministic LTSS, = (Qs, X, ¢5, ds) with a setF,
of final states such that, = Lr,(S,) and L(S,) = ¥*.
First, we compute the product @f and S, in order to
tag the states in which the predicalg is satisfied:G, =
G H SSO = (Q’EaQO7§)! with @ = Q¢ x Qs, g0 = (qqug)
andJ the synchronized transition function. By denotifig=
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knowledge of the structure @, hence ofa.
Lemma 4: Let(X,q) Z¢ (X',¢') with o € ¥, and s €
(B\ Z,)* thenvy € X/, 35 € X, (X,q) 2 (X', 7) with

W~y O.

6Some states iQ will possibly be not reachable, but it does not matter
since these states can be eliminated afterwards by trimdiing



Lemma 5: Let®, ¢ (X,q) and ©g ic (X', q"). If
5 ~g s thenX = X',

Both lemmas are immediate consequences of the definition

of 7¢.

We explain now the motivation under the definition of the
mapa. Let (X, ¢) be a reachable state of the controller, thus

g € X,and letq = ¢ € T with ¢ € X.. If, for some
s€(B\X.)* ¢ > ¢” € Fbutos ~, s for no sequence’

such thaty > §” ¢ F for someg € X, then the controller
C should disable; % ¢ when in state( X, ¢). Hence, one
should have; % ¢’ ¢ a(X).

S ”
¢ €F
X Q*Lq’d
o

7¢F
o o

g g eF

But now suppose that, for some, v’ € (X \ 3.)* and
7€ X,7,7 €Qq™=q €F w~, v and
¢ %G ¢ F (thus—(s ~, w)). If ¢ % ¢ ¢ a(X), and
the attacker has full knowledge @f and the mapx, the

transition sequencg 2% §”

may now reveal the predicate

o if Ps_(s)# ¢, thens can be decomposed as= s;csa
with ¢ € ¥, ands, € (X\X.)*. There exist§ X, q) € Q
andq; € Q such that®, = (X,q) and (¢ > q1) €
a(X). Let (X,q) S¢ (X', q1), thus

X' ={¢" €Q: 3¢ € Next(X,c,a(X)),
Jse ¥, ¢ > ¢q” ands ~, €}

X/

Vsh € [solay (X'q1) S (Z,q5) entails g €

F. Then s, € L{Qi}’F(GSO) N\ %) and

Ps,(s2) ¢ Py, (Lx: Q\r)(Gy)), hence(qg = q1) €

Bad(X,a(X)), in contradiction with (X,q) S¢

(X', q1). Therefore (X', ¢}) ¢ (Z, ¢) for someq) €

X', 5 € [s2]a, andgy ¢ F. Now, (X, q) Lo (X', q1)

and ¢, € X’ entail that(X,q) ¢ (X', ¢}) for some

g € X ands’ € (X\X,)* (Lemma 4), and € X entails

that Oy ¢ (X,q) for somes) ~, s; (Lemma 4).

Altogether,s = sycsy ~, shcs’sh € L(C) \ Ly. SO Ly,

is opaque w.rtL(C) and%,.

Assume for a contradiction thatvg, €

L, since the attacker knows that the masking transition u

sequencey it ¢ is disabled byC'. Therefore,a(X) must

be computed iteratively as the limit of a decreasing chai

started from the finite sety(X).
The definition of«(X) is as follows. LetT range over
the subsets ofyy(X), and foro € X, let
Next(X,0,T) = {deQ:3eX,q5qd Ty
then

a(X) 2 gfp(AT.co(X) N Accept(X,T)), (7

where Accept(X,T) =T \ Bad(X,T) letting
Bad(X,T)
é{tET:t:qiq’, ge X, o€,

Ps, (Ligy,r(G) N (2N E)")\
Ps, (Lnest(x,0.1),(0\F) (G)) # 0}

All transitions in Bad(X,T) should be disabled by con-

Proposition 8: L(C') is controllable w.r.t.L(G,,) and %..
Proof: Lets € L(C) ando € ¥\ X, such thatso €
Q(Gw). Then,3(X, q) € Q such tha®, > (X, q) in C and
3¢’ € Q such thaty % ¢ in G,,. Sinceo ¢ %, (X,q) S¢
(X'q’) for someq’ by definition of 7¢, henceso € L(C).
[

Theorem 1: Assume that, C ¥, C ¥,, = ¥, then

L(C) = CO-OP' (L(G), Ly, %4, %, 20)

Proof: Let K = CO-Op'(L(G), Ly, X, %, ). SinceL,
is opaque w.rt.L(C) and £,, L(C) is controllable w.r.t.
L(G,) andX., andL(C) is observable w.r.tt,, and L(G)
(asx,, = X), we haveL(C) C K.

It remains to prove that’ C L(C). We proceed by
contradiction. Lets € K \ L(C). This sequence can be
decomposed as = sjosy, Wheres; is thelongest prefix
of s such that[s;], N K = [s1], N L(C), hences; € L(C)
(sinces; € K), [s10]a N K # [s10], N L(C) (by definition

Sl]a)

trol, because they may lead to a confidential informationf s1), ando € ¥, (becausgs;o], # |
flow by triggering one controllable event followed by an SinceL(C) C K, [s10],NL(C) C [s10],NK and one can

uncontrollable sequence of events.

find u = uyous in [s10], N K, With u; ~, 51 andus ~, €,

Remark 2: The controlle€ is computed by independentsuch thatuyous ¢ L(C). As s1 € L(C) N K, uy ~4 1

iterations of the operatorccept(X,T) for all X C @ and
T g (7)) (X) I3
We will now prove thatL, is opaque w.r.tL(C), that

andu; € K, necessarilyu; € L(C) by definition ofs;. As

up € L(C), ug € (X\ X)*, wious € L(G,) \ L(C), and

L(C) is controllable, necessarily;o ¢ L(C) ando € ..

L(C) is controllable and observable, and that it is the supre- Sinceu; € L(C), there exist§ X, ¢) € Q such tha®,
mal sub-language of (G) = L(G,) with these properties. (X,q). By construction ofC, go “qin Gy, g€ X, and
Proposition 7: L, is opaque W.rtL(C) and X, X={p €Q: Fuc [wlaenNLC)qp = ¢} Italso
Proof: Considers € L(C')N L, € L(G). follows from the construction o€ that
o If P5 (s) = ¢, thens ¢ X*E.E". As by hypothesis  (X) =
L, is opaque W.rtL(G,) \ (¥*3.2*) and X,, there
exists s’ € L(G,) such thats’ ~, s and s’ ¢ L.
Since¥, C %,, we also havePs_(s') =  and hence and moreover, for aly; < g2 € a(X), Vu € [u1], N L(C),

s’ € L(C). qo = q1 = uc € L(C). Thereforeu; € [ui],NL(C), go

{n>q: geX, e, cel st
Ju € [u1]a N L(C), qo = ¢1 anduc € L(C)}
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q,0 € ¥, anduyo ¢ L(C) entail thata(X
transitiong = ¢'.
Consider now the alternative set of transitions

B={g1 >q qe€X,p€Q,0€%,

) contains no

st.3u € [u1]a N K, qo = ¢ anduo € K}

Then clearlyo(
a transitiong = ¢ (becausey, = ¢, u1o € K, and K C
L(G,)). Thereforea(X) C S.

In order to complete the proof, we will show that, =

X) C g (becausd.(C) C K) and( contains

¢2) ¢ Bad(X,3)forallc € ¥, and(q; = ¢2) € f3, entailing
that Accept(X,3) = 8\ Bad(X,3) = (3, and hence that

8 C a(X) in view of the greatest fixpoint definition of( X),
resulting in a contradiction witlw(X) C (.

Let (¢1 > ¢2) € Bad(X, 3). Recalling thatBad(X, 5) C
£ and that[u; ], = [s1]a, letu € [u1]a NL(C) = [u
such that®, ¢ (X,q1) anduc € K. As (1 — q2) €
Bad(X, 3), there must exist € (X \ X.)* such thatucv €

1]a N K

L,NL(G,). K is controllable, hencecv € K. L, is opaque

Thus,1 % 2 € Bad(Xi,a0(X;)) and (1 5 2) ¢
a1(X;). Finally, it can be shown thaf(6 = 7)} = a(X}).
The other values ofy(X) for X € Q can be computed
similarly. The resultingC' is given by the LTS of Figure &
Acknowledgment: The authors would like to thank the
reviewers and Thierryéton for their helpful comments.

VI. CONCLUSION

Given a finite transition syster& over > and a regular
predicate L, C ¥*, we have addressed the problem of
computing a supervisof' that enforces the opacity df,,
against an attacker with alphal¥ét C X, supposedly trying
to pushG x C to reveal L, (i.e. to produce an execution
s such thatPy, (s) = Py, (s') = s € L, for all s’ €
L(G % ()). We have shown how computing the optimal finite
state supervisaf' with controllable (observable) alphatiet
(X,,) in all cases wher&. C ¥,, and X, compares with
both.

We do not know yet whether the technical answer we
have provided to this problem can be extended to cope with

w.rt. K and X,, then 3w € [ucv], N K such thatw ¢

- more complex situations, such as for instance the case where
L,. Asw € [ucv], andc € 3, C %,, there should exist P

Y. C %, and X, C %,, (the algorithm defined in V-

wy,we € X* such thatw = wicws With wy ~, u ~, uq
andws ~, v. NowW, w1 € [u1],NK = wy € [u1],NL(C) =
Jgz € X, 09 2 (X,q3) in C, by Lemma 5. Asw;c € K,

there must exist, € Q such that(gs > ¢q4) € 8 and thus

qs € N@It(X,C,ﬂ). Now, v € L{q2}7F(G) n
w2 € L{Q4}7(Q\F)(G)Q(E\EC)*a
the definition of theBad operator,(q; > ¢2) ¢ Bad(X, 3),
which is the expected contradiction.

(XA 2

andv ~, wsy, SO based on

B.3 may not give the optimal supervisor in this case), or
the case where one wants to enforce simultaneously the
opacity of two predicates with respect to two attackers with
different interfaces. An important question to be studied
before applications are considered is the relation between
opacity and finite state abstraction of possibly infinitetesta
systems. Another topic of interest is the preservation of
opacity by algebraic operations of system composition.

Example 3: To illustrate the algorithm, let us come back

to our previous example, wheié = {3,11}.

3el,
478

5

9

A
}*11 €L,

Fig. 6. L(G) and L,

1C

At the first step of the computation b{C), we getX, =

{0}, ©g = (X0,0)) andag(Xy) = {(0 5 1)}. Now, we also

havePs, (L(G,,1, F)N(2\X.)*) = 0, implying (0 = 1) ¢

Bad(Xo, a9(Xo)), and thusa(X,) = {(0 % 1)}. Thus, in

C, we have9, %¢ ({1,6},1).
Further, for X; = {1,6}, we getag(X;) = {(1 = 2),(6 >
N} Neat(Xy, ¢, a0(X1)) = {2, 7}

(X\E)") = {4}

and Py, (L(Gy, Next(X1, ¢, 0(X1)),Q \ F)
= (ce)t.(A+cB)+cB +cc

Ps, (L(Gy, 2, F) N

TR 0 ({161 1)

({0, 7}4({1 6},6)

c

Fig. 7. The corresponding supervisor

35

REFERENCES
(1]

L. Mazare, “Using unification for opacity properties,” iRroceedings
of the 4th IFIP WG1.7 Workshop on Issues in the Theory of &gcur
(WITS’04) Barcelona (Spain), 2004, pp. 165-176.

J. Bryans, M. Koutny, L. Mazd&, and P. Y. A. Ryan, “Opacity
generalised to transition systems,” Revised Selected Papers of the
3rd International Workshop on Formal Aspects in Securitg dmust
(FAST'05) ser. Lecture Notes in Computer Science, T. Dimitrakos,
F. Martinelli, P. Y. A. Ryan, and S. A. Schneider, Eds., voB68.
Newcastle upon Tyne, UK: Springer, 2006, pp. 81-95.

R. Alur, P.Cerry, and S. Zdancewic, “Preserving secrecy under refine-
ment,” in ICALP '06: Proceedings (Part 1) of the 33rd International
Colloquium on Automata, Languages and Programmin&pringer,
2006, pp. 107-118.

J. Dubreil, T. &ron, and H. Marchand, “Construction de moniteurs
pour la surveillance de progtes de &curie,” in 6eme Colloque
Francophone sur la Maglisation des Systes Ractifs Lyon, France,
October 2007.

E. Badouel, M. Bednarczyk, A. Borzyszkowski, B. Cailthuand
P. Darondeau, “Concurrent secret®jscrete Event Dynamic Systems
vol. 17, pp. 425-446, 2007, extended version of a Wodes'@@pa

F. B. Schneider, “Enforceable security policieACM Trans. Inf. Syst.
Secur, vol. 3, no. 1, pp. 30-50, 2000.

J. Ligatti, L. Bauer, and D. Walker, “Edit automata: erdement
mechanisms for run-time security policiedtit. J. Inf. Sec. vol. 4,
no. 1-2, pp. 2-16, 2005.

C. Cassandras and S. Laforturietroduction to Discrete Event Sys-
tems Kluwer Academic Publishers, 1999.

R. D. Brandt, V. Garg, R. Kumar, F. Lin, S. I. Marcus, and W. M
Wonham, “Formulas for calculating supremal controllable aodmnal
sublanguages3ystems & Control Lettersol. 15, no. 2, pp. 111-117,
1990.

A. Tarski, “A lattice-theoretical fixpoint theorem aiitd applications,”
Pacific Journal of Mathematicsvol. 5, pp. 285-309, 1955.

(2]

(3]

(4]

(5]

(6]
(7]

(8]
(9]

[10]



