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COUPLING OF DARCY-FORCHHEIMER AND COMPRESSIBLE
NAVIER-STOKES EQUATIONS WITH HEAT TRANSFER*

M. AMARA T, D. CAPATINAY, AND L. LIZAIK §

Abstract. This paper is devoted to the coupling of a 2D reservoir model with a 1.5D ver-
tical wellbore model, both written in axisymmetric form. The physical problems are respectively
described by the Darcy-Forchheimer and the compressible Navier-Stokes equations, together with an
exhaustive energy equation. Each model was previously studied and its finite element discretization
was validated. The two weak problems are bound together by means of transmission conditions at
the perforations, yielding a non standard mixed formulation. A technical analysis is then carried
out and the well-posedness of the time-discretized coupled problem, in both the continuous and the
discrete cases, is established. Numerical tests including physical cases are presented, validating the
coupled code.

Key words. Petroleum wellbore and reservoir, Darcy-Forchheimer, Navier-Stokes, mixed finite
elements, multiscale coupling
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Introduction. Thermometric studies in petroleum wellbores and reservoirs have
been largely developed in the past years, since they allow to better characterize reser-
voirs. By installing captors such as optical fiber sensors in the well, it is now possible
to measure the temperature continuously in time and all along the well. Using these
recordings as well as a flowrate history at the bottom of the well, the hope is twofold:
to predict the flow repartition between each producing layer and to estimate the virgin
reservoir temperature.

In order to solve these inverse problems, one first needs to develop a forward
model describing the flow of a compressible fluid in a petroleum reservoir (porous
medium) and a well (fluid medium), from both a dynamic and a thermal point of
view. We only consider here a single phase flow.

There exist many simulators dedicated to reservoir and wellbore modeling but
most of them are either isothermal or neglect certain physical phenomena, which play
an important role when small variations of temperature are to be interpreted.

A reservoir model, written in cylindrical coordinates and consisting of the Darcy-
Forchheimer equation coupled with an exhaustive energy balance, has already been
studied in [1]. The energy equation notably includes the temperature effects due
to the decompression of the fluid (Joule-Thomson effect) and the frictional heating
that occurs in the formation. The problem was time-discretized by means of Euler’s
implicit scheme, leading to a linearized system at each time step.

A vertical wellbore model, also written in axisymmetric form and based on the
compressible Navier-Stokes equations coupled with an energy equation, was intro-
duced and analyzed in [2]. In order to take into account the privileged direction
of the flow and to reduce the computational cost, a 1.5D model was derived as a
conforming approximation of the 2D axisymmetric one by constructing an explicit
solution in terms of the radial coordinate r. The nonlinear time-discretized problem
was then solved by means of a fixed point method with respect to the density.
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Both proposed models were separately validated from a numerical and a physical
point of view. This paper is devoted to their coupling.

On the one hand, we have established existence and uniqueness of the solution of
the time-discretized coupled problem, in both the continuous and the discrete cases.
The time-discretized coupled problem is solved globally and takes into account the
convective terms as well as the transmission conditions between the reservoir and the
wellbore. On the other hand, we have carried out several numerical tests (including
realistic applications) for the coupled problem which validate our code.

Let us note that our coupled problem is different from those currently considered
in the literature (Cf. for instance [9]). First of all, the two models don’t have neither
the same dimensions nor the same number of unknown functions. Morever, the density
is not constant in the two media. Finally, the energetic aspect is taken here into
account, which is not the case in most papers devoted to the coupling of Stokes (or
Navier-Stokes) and Darcy equations.

In order to achieve the coupling, adequate transmission conditions at the perfo-
rations are imposed and next dualized by means of Lagrange multipliers. We finally
obtain at each time step a mixed weak formulation whose operator is mathematically
non standard, since it can be written as :

A T . A B
[j 0},W1thA=[BT —C]'

Here above, A and C are non-symmetric while the unknowns and the test-functions
belong to different spaces.

The operator A was shown to satisfy an inf-sup condition, yielding the uniqueness
of the solution thanks to Babuska’s theorem. However, at this stage, we couldn’t prove
the second inf-sup condition which ensures the existence.

In order to take into account recorded flowrates at the pipe’s surface, a global
solving of the coupled problem is envisaged. Concerning the spatial discretization, we
approximate the heat and mass fluxes by the lowest-order Raviart-Thomas elements,
the pressure and the temperature by P, elements, the fluid’s velocity by @1 con-
tinuous elements while the Lagrange multipliers at the interface are taken piecewise
constant. The convective terms are treated by appropriated upwind schemes. The
well-posedness of the discrete problem was established and finally, the existence of a
solution for the continuous problem was also proved by means of a Galerkin method.

Numerical tests including real cases are presented, in order to validate the de-
veloped code. The behavior of the solution with respect to mesh refinement is also
studied and comparisons with the results obtained separately by the two models are
carried out.

The outline of the paper is as follows. In Section 1, we briefly recall the reservoir
model while Section 2 focuses on the wellbore model. Sections 3 and 4 contain the
main results of the paper, since they are devoted to the analysis of the continuous,
respectively discrete coupled problems. Numerical tests are presented in Section 5.

As future works, besides developing an approach to solve the cited inverse prob-
lems, we intend to extend this work to multiphase flows. To do so, a black-oil model
is retained for the reservoir but one has to tackle a modeling difficulty related to our
non standard energy equation. Furthermore, one can also envisage to treat the more
general case of deviated wellbores.

Besides, there are several open questions in the mathematical analysis which can
be further addressed. For the sake of simplicity, one could consider a model problem
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as simple as possible so as to be interesting (such as the coupling between Darcy and
Stokes equations with varying densities and varying permeabilities, to which an energy
balance could next be added). Then some issues (to cite only a few) are : the analysis
of the time-discretization and its convergence, the study of the nonlinear problem at
each time-step, the derivation of error estimates, the treatment of non-matching grids
at the interface etc.

Let us end this section by introducing some notation. We agree to write the
vectors in bold letters and the tensors in underlined bold letters. As usually, for
a given domain w of R™ we shall denote by L?(w) the space of square integrable
functions for the Lebesgue measure on w and we put:

H' (w) ={ue L?(w); Vune (L2 (w))"},
H (div,w) = {ue (L? (w))"; divu e L? (w)}, .
H (div,w) = (H (div,w))", L*(w)=(L*(w))" .

For the sake of clarity, we shall denote by 2; the 2D domain occupied by the porous
medium, by Qs the 2D domain of the fluid. For a given boundary I' C dw, we denote
by (-, )r the duality product between H(%Q(I‘) and its dual space H~/2(I"); we recall
that Héf (T') is the space of traces on I of functions in H'(w) which vanish on dw\T.
The letter ¢ denotes any positive constant independent of both the time and the
space discretizations. For any affine set V*, we agree to denote by V° the associated
vectorial space.

1. 2D Reservoir model. The studied domain (see for instance Figure 1.1) is
a cylindrical petroleum well, delimited by a casing and surrounded by a cement layer
and a reservoir, assumed to be a porous medium with an axisymmetric geometry. The
two domains communicate through the perforations ¥. For instance, the reservoir can
be multi-layered, each layer being characterized by its own physical properties and
being saturated with both a mobile single phase fluid and a residual formation water.
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rounded by a reservoir.

Fic. 1.2. Boundaries of the domain

The mass conservation can be written as follows :

dp .
(b& + divG = 0,
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where p is the fluid’s density, G = pv denotes the specific flux with v the Darcy
velocity and ¢ is the porosity.

Due to the high filtration velocity which can arise around gas wells, a quadratic
term in the standard Darcy equation is introduced (Cf. [18]), in order to take into
account the kinematic energy losses. We thus get :

p ' (WK™ 'G + F|G|G) + Vp = —pg,

kp 0
0 k,
tensor (with &y, k, the horizontal, respectively vertical permeabilities), y the viscosity
of the fluid, p the pressure and g the gravitational acceleration.

where F represents the Forchheimer coefficient, K = ] the permeability

We next consider an energy equation (Cf. [11]) which takes into account, besides
the convection and the diffusion, viscous dissipation and compressibility effects :

oT ) 0 _
(p) 57 + 97 (p0)sG - VT = divg — 6BT5 — o~ (BT~ 1)G - Vp =0,

where (3 is the expansion coefficient, (pc). characterizes the heat capacity of a virtual
medium, equivalent to the fluid and the porous matrix, while (pc)s symbolizes only
the fluid properties. The heat flux is represented by q = AVT where A is the thermal
conductivity and T the temperature.

Finally, we close the system by considering the Peng-Robinson state equation
(Cf. [14]), which is simply written here as follows : p = p(p, T).

One still has to add initial conditions for p and T, as well as boundary conditions.
An impermeability condition G - n = 0 is imposed on the top, the bottom and the
non perforated internal boundary while the pressure is prescribed on the external
boundary. The geothermal gradient is imposed on the bottom and on the top, an
adiabatic condition q - n = 0 is set on the non perforated internal boundary and
the temperature is given on the external boundary. On the perforations ¥, one can
impose G - n or its dual variable p , respectively q - n or 7.

In what follows, for the sake of clarity we shall denote by Y,, T¢, T¢ and T,
the boundaries where a pressure p*, a temperature T°, a normal specific flux G*,
respectively a normal heat flux ¢* are given.

Due to the particular geometry, the previous nonlinear system was next written
in 2D axisymmetric form on the rectangular domain defined by :

W = {(’I“, Z) s R<r< Ry, z€ [Zmim Zmax]}
where R is the radius of the well and R, the reservoir’s one. The time-discretization

is achieved by means of FEuler’s implicit scheme; by linearizing the convective terms,
we obtain at each time step the following linear system :

IMG +Vp=—p"'g
1q-VT=0

a b ; —pna ,n—1_ .. b -1
ragP —rxg T+ divG = rz5p ra; T

r T4 kG VT —rLp 411G - Vp — divg = rL TV — Lt



Coupling of 2D reservoir and 1.5D wellbore models 5

where now V = (%, %)t and divv = V - v. The thermodynamic coefficients
a, b, d, k, I, f are computed at "~ !, the tensor M defined by

M=t (K G

pn—l

is bounded and positive definite, the thermal conductivity satisfies Ay > A > A\g > 0.

In order to study problem (1.1), we write a mixed variational formulation. For
this purpose, let us denote by V = (G, q) the vector unknowns, by s = (p,T') the
scalar ones and let us introduce :

H"(div,) ={V = (G,q) € H(div,1); G-n=G* on Yg, gq-n=¢" on T,}.
Then, the time-discretized problem has the following weak form :

Find (V,s) € H*(div, Q1) x L2 ()
AV, V') + B(s, V') = F{(V'), vV V' € H(div, 1), (1.2)

B(s', V) —C(s,s') —aD(s,s') = Fx(s'), Vs €L?(Q),

where:
AV, V') = le IMG - G'dz + le “qq/dz,

B(s, V') = — le pdivG'dx + le Tdivq'dz,

C(s,s) = le r&pp'dr — le r=Tp'dr + le rLTT dz — le r%pT’dm,
D(s,s) = le kG?~ L. VTT dx + le IG"=1 . VpT'dz,

Fl(V/) = - le pn_lg : G/dx - <G'/ . n7p*>891 + <q/ -1, T*>8QU

By(s') = [, 27 (ap™t = bT™ 1) pldx + Jo, %3 (dT™= — fp" ') T'da
and where the parameter o equals 1 for the complete problem, respectively 0 for the
problem without convection. Problem (1.2) can be equivalently written as follows :

Find z; € X7
(1.3)
A1((E1,(E/1) = Fl(x/l)a V(E/l € Xi)

where 27 = (V,s) and :

A B | B
A= pr —C—aD]’ 71_[1«“2]'

Here above, we have employed the notation :
X, =H(div,) x L2 (Q1), X =H"(div,Q) x L?(Qy).

In the case a = 0, the problem was shown to have a unique solution, under some
boundedness and positivity conditions on the thermodynamic coefficients. The proof
is based on an extension of the Babuska-Brezzi theorem (Cf. [17]) to the case A
positive, symmetric and elliptic on Ker B, C' positive but non-symmetric and B
satisfying an inf-sup condition. Finally, the well-posedness of the complete problem
with convection (i.e. @ = 1) was established by means of Fredholm’s alternative, for
At sufficiently small. We refer to [1] for the detailed proofs.
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2. 1.5D Wellbore Model. The governing kinematic equations in the fluid
medium are the mass conservation law and the Navier-Stokes equations with a source
term which takes into account the friction at the pipe’s surface. We also consider the
energy equation and we close the system by the same Peng-Robinson state equation.

As for the reservoir, the problem is written in 2D axisymmetric form, depending
only on the cylindrical coordinates (r, z). Thus, the 2D domain merely consists of :

Qo ={(r,z); 0<r<R, zel}

where I = [z, z2]. In practice, R ~ 4inch while the length of the pipe can attend
several thousands meters. Our problem is then described by :

L2 (rp) +V - (rpu) =0

%(Tpur) +V. (Tuv"pu) + T% - %(TTT‘T) - %(TTZT‘) + Too + Tﬁp|u|ur =0

%(rpuz) + V- (rugpu) + rg—’Z’ - %(7”7}2) - %(TTZZ) +rpg +repluju, =0

%(rpE) +V - (r(pE+pu) =V - (rru) = V- (rAVT) + rpgu, =0

p=rppT)
(2.1)

where u = (u,, u.) and the tensor 7 is defined (cf. for instance [12]) by :
_o 8ur_2 lg(ru)+8u2 B B 8uz+8ur
T =y T3 G T ey ) T T T T e T ez )0

_ g, 0 _ 2 12( )+% _otr 2 lﬁ( )4_%
e P L O 9z ) T T AR TR L 0z )

Here above, F = ¢,T + % is the total energy, ¢, is the specific heat and & is a
positive coefficient depending on the diameter of the pipe. We assume in what follows
that p1 > p(2) > po > 0 ae. on X and A\ > XA > Ao > 0 a.e. in Q.

A 2D computation confirmed that the flow in the wellbore is essentially vertical
(cf. [6]). In order to take into account the flow privileged direction, the particular
geometry of the domain, as well as the supply at the perforations, a 1.5D modeling
was proposed in [2]. Thus, calculations are lightened and moreover, one avoids any
numerical instability due to the large aspect ratio of any 2D grid.

Let us next recall the derivation of the simplified wellbore model. One first
introduces two conservative variables (the specific flux G = pu and the heat flux
q = AVT) and a time discretization which yields, at each time step, a nonlinear
system. A fixed point method with respect to the density is then applied and the
proposed algorithm consists in solving, for a given p, three decoupled problems :

n—1

. p—p
=27 2.2
div(rG) r ot (2.2)

. L. r
div(ru) = ;(dw(rG) - ;G -Vp) (2.3)

rpr +1rG - Vu+rVp — div(rz) + tepe, + r&|Glu = rpg + rpuzl
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rey (p& + G- VT) — div(rq)

o Tn—l o l ‘u‘2_|un—1|2 ) 2 _ 3 ) )
= TPCyx7 57 (p——x— + G- V(|lu]*)) — div(rpu) + div(rru) +rg - G
q=AVT.
(2.4)
Finally, the density is updated by means of a thermodynamic module (available at
TOTAL) and one loops until convergence is achieved.
REMARK 1. The first equation of (2.3) translates the fact that div(ru) = div(£G)
P
while in the other equations we have simply substituted pu by G. So, at this stage, the
system (2.2)-(2.4) is deduced but not equivalent to the initial one.
Next, in order to specify the boundary conditions associated to (2.2)-(2.4), 982
is divided into five parts as shown in Figure 1.2. We impose :

G- n=GygonY, G-n=0onlyUl'3UTly,
T=TxsonX%, q-n=0ond\x%,
u-n:%onfl, un=0onTyUl3UTl\y,

u-t=0onY, rn-t=0o0n9dN \X.

We still have to prescribe a boundary condition on 3, which we take (in view of the
coupling) of Neumann’s type : p — n-n = py.

REMARK 2. If one rather chooses to impose a Dirichlet condition u-n = o
on X, then one can show (Cf. [6]) that the relation div(rpu) = div(rG) implies
pu = G in Qo, which justifies the proposed algorithm. In this case, the radial velocity
is completely determined as €= and the corresponding momentum equation is just
neglected. We prefer here to impose a Neumann condition on ¥ and to use later the
relation pu-n = G -n as an additional transmission condition.

A relevant issue concerns the boundary condition on the top of the wellbore. Let
us notice that, even if the flowrate @ is known thanks to recorded data, one cannot
impose it on the outflow boundary I'y for the transport equation (2.2), since @) and
Gy, are related by the compatibility condition:

_ n—1
/ rudx—i—/ rdea—i—/ rGydo = 0.
0, At r, D)

Next, the 1.5D model is obtained as a conforming approximation of the 2D semi-
discretized problem, by considering an explicit dependence of the unknowns on the
radial coordinate. For the sake of simplicity, the velocity is taken here affine with
respect to r whereas the scalar unknowns only depend on z :

Gy

T Y r - 2.5
o= (G )=(HGD ) a= ()= () =
G, G.(z ’ q q.(2) ’

p=p2), p=plz), T=T().
Thanks to the boundary conditions, one further has u,, = 0 on I's and w, = 0 on X.

The time-discretized problem is written under weak form, by means of a Petrov-
Galerkin formulation for (2.2), respectively mixed variational formulations for (2.3)
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and (2.4). For this purpose, we introduce the following spaces :

r t
W = {w = (E u’),«(z),wz(z)) :w, € LA(I), w, € H(I),
w-n=>0 OnFQUF3UF4}CH(diU,QQ),
r R—1r _

t
Vz%:(%w@wmwﬁ;w=§@@+—§—MmeaaeFUL

v.n=0 onToUl'3Uly,v-t=0 onZ}CHl(Qg),
H={weW,; w-n=0 ond\X},
M ={q=q(z); g L*(I)} C L*(2)

as well as :

W ={weW; w-n=Gyon}, Vi={veV;v.n=QonTI}

where () denotes here % and is assumed to be constant.

We consider the following weak formulations of problems (2.2), (2.3) and (2.4) :

Find G € W*
_ n—1
/div(rG)Xda: = —/ r&xdm Yy € M, (2:6)

FindueV*, pe M
m(u,v) + n(p,v) = L(v) YwveV° (2.7)

n(Qa ll) = I (Q) vq € Mv

FindqeH, Te M

alq,w) + b(T,w) = filw) Vwe H (2.8)

b(S.q) — oT,S)—ad(T,S) f2(S) VS e M.

The bilinear forms are defined as follows :

m(u,v) = [o 7 (& + kG| u-vdz + [ rG - (v, Vu, +v.Vu,)dz
+ sz pr(8ru + 0:up) (Orv. + Ozvp)da + 3 fQ2 pr(8.uz — £0,) (0.0, — £, )dz,

n(q,v) = — fQ2 rq(0.v. + 40, )dx,

a(q,w) = sz Taq-wdz, b(S,w)= sz Sdiv(rw)dz,

oT,8) = o, rpc, Bdz,  d(T,s) = Jo, 7 G- VT Sdx

while the righthand-side terms are given by :
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L(v) = [o,rrg-vdx + [o r&u"! - vdr — [ Rpsv - ndo,

0 b 3 (P

fi(w) = [ RTsw - ndo,

n—1 2 n—12
12(8) = o, (reoc T = 5 (PR 4 G 9 (jup?))
—div(r (pL —1)u) + rg - GS) dx.

It has been established in [2] that each of the previous problems has a unique
solution when « = 0, thanks to Babuska’s theorem for (2.6), respectively to Babuska-
Brezzi theorem for (2.7) and (2.8), under the assumption At sufficiently small. As
to the energy balance (2.8) with convection (i.e. when a = 1), its well-posedness is
proved by using Fredholm’s alternative, similarly to the reservoir case (Cf. [1]).

3. Coupling of Darcy-Forchheimer and Navier-Stokes Equations. We
agree to denote by n the normal unit vector to X, oriented from the reservoir towards
the wellbore. From now on, we shall index by 1 the unknowns related to the reservoir,
respectively by 2 those related to the wellbore.

In this section, we introduce the transmission conditions which allow us to write
the time-discretized coupled problem in mixed weak form and then we prove the
uniqueness of the solution. The existence will be established in Section 4 by means of
a Galerkin method based on the finite element spaces employed for the discretization.

In order to impose a flowrate () at the wellbore head, and thus to take into account
the recorded data, we turn to a global resolution of the coupled problem, at each time
step. One thus overcomes the drawback of the sole wellbore problem.

3.1. Transmission conditions. The interface terms that have to be matched
are those appearing by integration by parts in the 2D axisymmetric models, that is
for the reservoir :

/plG'l -ndo — / Tid} - ndo,
s b

respectively for the wellbore:

/ R(p2 — 7on - n)u, - ndo — / RT>q} - ndo — / R(1on - t)u} - tdo.
) ) )

When dealing with the coupling of Stokes and Darcy equations, one classically imposes
the mass conservation and the balance of normal forces on the interface :

[G-n]=0, [on-n]=0, (3.1)

where [-] stands for the jump across ¥ and where the Cauchy tensors of the porous
and the fluid media are respectively given by : ¢, = —p1I, gy = —p2l + 7,.

Due to the viscous context, one also has to prescribe a condition on the tangential
component of the fluid’s velocity. Several types of conditions exist in the literature.
The one which seems to be in best agreement with experimental evidence is known
as the Beavers-Joseph-Saffman law and it reads : us -t = —%QQH -t with 6 >0 a
parameter experimentally determined and depending on many features of the interface
(see [9] and references therein). However, the mathematical analysis doesn’t lose
in generality if one simply takes (as in [3] or [7]) uz -t = 0, since the previous
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condition only enhances the coercivity of the main operator. Indeed, one can notice
that [, R(men - t)uj - tdo is either null if we choose to impose uy - t = 0 (and hence
u) -t =0) on X, or becomes an elliptic term if we choose the Beavers-Joseph-Saffman
law. Therefore, in what follows we shall impose, for the sake of simplicity and in
agreement with the wellbore model (cf. Section 2):

u;-t=0 onX. (3.2)

Next, the energetic aspect yields the continuity of the temperature and of the normal
heat flux across X :

[T]=0, [q-n]=0. (3.3)
Furthermore, we add the condition :
p2U2 - 1N = G2 -1 (34)

which binds together the unknowns on ¥. So, the set of transmission conditions
consists of (3.1) - (3.4).

3.2. Coupled problem in weak form. Similarly to Layton et al. [9] or to [7],
we write a mixed weak formulation linking together the reservoir and the wellbore
formulations.

According to Section 1, the reservoir model was written in the variational form
(1.3), where we recall that the unknowns are denoted by 21 = (G1,q1,p1,71) and
belong to the space X;.

Concerning the wellbore, its unknowns are denoted by xo = (Ga, us, q2, p2, 1),
its test-functions by x4 = (x, ub, g5, ph, T5) and belong respectively to :

Xo=WxVxHXMxM, Yo=MxV"xHxMx M.

It is useful to introduce the affine set : X5 =W* x V* xH x M x M.

We recall that the wellbore model is nonlinear. In order to simplify the presenta-
tion, we choose to replace at each t", Go by G;’*l in the momentum and the energy
equations. This allows us to write the global 1.5D wellbore problem as follows :

Find zo € X3
(3.5)
As(2,3) = Fo(ry), Yy € Y.

REMARK 3. One doesn’t lose in generality due to the latter linearization with
respect to Go. Indeed, thanks to the decoupling of the wellbore equations, the well-
posedness of the nonlinear problem only requires the invertibility of the operator As.

Next, in order to obtain the mixed formulation of the coupled problem, we dualize
the transmission conditions on ¥ by means of Lagrange multipliers. For this purpose,
let us first introduce the following spaces :

X ={z = (r1,72) € X; x X2; G;-n,q;-n € L*%)},
Y = {2’ = (2},25) € X1 xYa; Gy -n, q;-ne L*%)},
Y={2'€Y; G, - n=0onTg\%, g - n=0 onTy\%, uhb-n=0 onTy},
Xt={reX; Girn=00nYTg\E, g - n=¢" onTg\%, uzr-n=Q only}.



Coupling of 2D reservoir and 1.5D wellbore models 11

The Hilbert spaces X and Y are endowed with the graph norms.

REMARK 4. The previous spaces are obtained by removing the boundary condi-
tions on X from the formulations (1.3) and (5.5), and by adding some more regularity
on the normal traces of Gy, q1 on X.

We also introduce the multipliers’ spaces :

L= (L%(X))?, K= (L*%))3

and the bilinear forms on L x Y, respectively K x X :
I(A2'") = / (G} n— Ru)-n)fdo — / (d} -n — Rq) - n)udo,
b b

TN z) = / (G1-n— Rpouy -n)f do + /
)

(G1-n— RGy-n){'do — / (q1 n— Rqs -n)u'do
b

=

foranyxz e X, 2/ € Y, A= (0,n) €L, A'=(¢,0,1') € K. Then, putting

Az, 2") = A (21, 2)) + Az (xa, 75), Vo € X,Va' €Y,

F(@') = Fi(z)) + Falxh), Va' €Y,
the coupled problem can be written as follows :

Find z e X*;A €L
Az, ') + ZI(A2') = F(a), Vo' € YO (3.6)
TN, z) — 0, VA €K

REMARK 5. The bilinear form J(-,-) dualizes the boundary condition for the
radial velocity as well as the continuity of the normal specific and heat flures across
the interface. Meanwhile, the bilinear form Z(-,-) takes into account the interface
terms appearing in the two reservoir and wellbore problems after integration by parts.
The multiplier A = (0, ) can be interpreted as (p1,T1), or still as (pa — Ton -1, Th).

3.3. Uniqueness of the solution. This subsection is devoted to the mathe-
matical analysis of the mixed formulation (3.6). For the sake of clarity, let us briefly
present the roadmap. We first establish (in Lemma 3.1) that Z and J satisfy both
an inf-sup condition, therefore it is sufficient to study the following problem :

Find z € J*
(3.7)
Az, 2') = F(2'), Vo' €1

where :
IF={zeX*; J(\',2)=0,VN €K}, I={z' €Y’ I(A,2')=0,VAEL}.

Indeed, thanks to the general theory of saddle point problems (Cf. for instance [5]),
one then knows that for any x solution of (3.7), there exists a unique multiplier A € L
such that the pair (z, A) satisfies the mixed problem (3.6).
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We next prove uniqueness of the solution for (3.7) in Theorem 3.5, by means of
the classical Babugka theorem. However, since the operator A is non-standard, we
couldn’t establish a second inf-sup condition for A, ensuring the existence.

LEMMA 3.1. The following two inf-sup conditions hold :

Z(A, 2
dby >0, VA €L, sup ( - ) > b [[Aloss (3.8)
z'eYo H H

A/
db, >0, VA’ € K, sup JW,z)

> bo HA ||02 (3~9)
cexo  ||@]lx

Proof. We make use of Fortin’s trick. In order to establish (3.8), with any
A = (0, 1) € L we associate 2’ € Y satisfying :

l2'lly < clAllps,  Z(A,2") = ||l -

We consider 2/ € Y such that all its components are null, except for G} and g} which
7l
0
0 on I'y and ¢ is the unique solution of the auxiliary boundary value problem :

are taken as follows : @), = and G| = Vi, where [ is the extension of u by

849_
=g on %
1
“”—O onTG\Z (3 O)
p=0 on Y,

with data (f,g) = (0,0). It is well-known that [p], o < ¢|[|f]|yy with ¢ only de-
pending on the domain. It is then obvious that ¢ and G1 thus defined belong to H,
respectively H (div, ;) and satisfy the boundary conditions :

g, n=0 ond\X%, Gl 'n=0o0on7Tg\X
together with the estimate :

192l i1 (aiv,00) + 1G 1l 1 aiv,00) + 192 - mllo 5 + 1G1 - mllg 5 < elllllo s + 1€llo,5)-

Therefore, condition (3.8) holds. We use a similar idea in order to prove (3.9). With
any A = (',0', 1) € K, we associate z € X° whose components are null except for
G1, Gg and qp. This already yields :

TN z) = / G1-nf'do + / (G1-n— RGsy -n)('do +/ qq - ny'do.
b ) b

o (pl
Then we construct G; and qo as above, while for Gy we take < R? (90 ¢) ) It

follows that |lz|ly < c||A||,y and J(A,z) = ||A||(2).2 , which ends the proof. 0
Therefore, in what follows we study the problem (3.7). By separating the vector
functions from the scalar ones and by consequently putting :

JF=U*xS, I=TxS,



Coupling of 2D reservoir and 1.5D wellbore models 13
one can still write (3.7) as follows :
Find (U,s) e U* xS
A(U,U’) 4+ B(s,U’) =F1(U"), vU’ € T° (3.11)
B(s',U) —C(s,s’) —aD(s,s') =Fa(s'), Vs’ €S

where U represents (G1,q1, Go,uz,q2), the corresponding test-function U’ stands
for (G, d, x,u), ), whereas s = (p1, T}, p2, T>). Here above, we have put :

AU, U) = [, +MGy - Ghde + [ 7-qi - dide
+ sz xdiv(rGa)dz + sz A2 - abdr + m(uy, uh),
B(s,U') = — [, mdivGidz + [ Tidivdidx — [ padiv(ruy)dz + [o, Todiv(rqs)dz,

C(s,s) = le ripiphde — le rAitTlp’ldx

+ Jo, rariTidr — [, rLp T{de + Jo, T KR T2 T5dx,
D(s,8) = Jo, WG VI Tidz + [o IGI™" - VpiTide + fo, 7 0G5 ™" - VT, Sada.

We refer to (2.9) for the definition of m(-,-). Let us note that neither A(-,-) nor
C(+,-) are symmetric and moreover, the spaces employed for the solution and the test-
functions are different. Hence, one cannot apply the existing generalizations of the
Babuska-Brezzi theorem (Cf. [5], [13] or [17]) in the case & = 0. We next establish
some preliminary results (Lemmas 3.2, 3.3 and 3.4) which will finally allow us to prove

A B
BT —cC
LEMMA 3.2. There exist two constants $1 and P2 independent of At such that :

that the operator Ay = is injective.

B(s, U B(s, U’
Vs €S, sup (s, )251”5“ and  sup (s, )252”5“.

vero |[U]] ver [[U]
Proof. We follow the proofs of the inf-sup conditions related to the wellbore and the
reservoir models.
In order to establish the first relation, with any given s = (p1,71,p2,T2) € S we

associate a function U € U° satisfying B(s, U) > ¢;||s/|? and ||U| < cof|s||. For this
purpose, we take u, = 0, U, € H}(X) satisfying

/ﬂrdz: E/pgdz, |||
b 6 Jr

and @, (¢) = [° (p2+ £%,)dz. Then we put uy = (

Zmin

1y < cp2llo s

) and we get :

ol

. 2 — A —
sz padiv(rug)dz = % flp2(282uz + 0,0, + %ur)dz = Hpg”éQ2 ,

[uzlle. < cllpzlloq, -
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o
Next, we consider Go = < Rpgur > and G1 = V¢, where ¢ is the solution of (3.10)

with data (f,9) = (—p1, Rps,). Since [[€l g, < clpllg., + [Tllgs); one clearly
has :

1G2ll r(div,00) + 1G5 (di0,00) T 1G1 -1l 5 < cllIprllo.q, + [IP2llo,0,)-

.

We proceed similarly for q; and q2. More precisely, we choose q2 = ( }Z QQES) )
2z

associated with T exactly as in the sole wellbore problem, that is qs is defined by :

{ Gy, =00n Ty, Ty, = W}?Z) J; Todz on X,
0:=(C) =[S (Tz — 2q,) da.

Then obviously [|qz || #(div,0.) < l|T2]l0,0, and

, R? 2 R
/ Todiv(rqs)dz = -5 /T2 <3zq22 + EqQT) dz = ) ||T2H(2),Qz :
Qo I

Finally, we put q1 = V(, where ( satisfies (3.10) with data (f,g) = (71, Rq2 -n). The
above choice for U implies that the transmission conditions on ¥ are checked :

Gl'n:RGQ'n:RPQHT-, ql-n:ng-n

and yields the desired condition.

The proof of the second inf-sup condition is quite similar : one simply chooses
x = 0, u}, g5 and g} as above, while for G/ we now substitute the boundary condition
on L by & =Ru,. O

LEMMA 3.3. There exists a positive constant v, depending on At, such that :

2 2 2
Vs €S, C(s,8) = (Ipillo., + 11100, +1T2l0.0,)-
Proof. It follows from the study of the reservoir model, see [1]. Note that C is

not positive definite, since the norm of ps is missing from the previous estimate. O
LEMMA 3.4. For At sufficiently small, the following statement holds :

A /
YU € U°\ {0}, sup (Ui’U,)>O.
o OO
U-U € KerB

Proof. In order to establish the result, it suffices to construct a linear continuous
operator R : U? — TO satisfying :

B(s,U) =B(s,RU), VseS§,
A(U,RU) >0, VU°\{0}.

So let U = (Gy,q1,Go,uz,q2) € U satisfying : Gy -n = RGy - n = Rpouy - n,
q1 -n = Rqs-non Y. Then we take RU = U’ = (G, q1, X, Uz, q2) where G} and x
will be defined later such that :

1 . . .
G| n= EGl ‘mnonY, divG|=divGyin Qi, [|Gilgq, +lxlloq, <clU].
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Then obviously U’ belongs to T, satisfies |[U’|| < ¢||U|| and U — U’ € KerB.
Moreover, one has :

1 .
AU U) > ¢ <||011H(2),Q1 + HQ2||(2),Q2)+/ ;MGl'Gide/ xdiv(rGz)dz+m(uz, uz)
Ql QZ

where according to (2.9),

m(ug,uz) = / r (é + /<;|G2|) |uQ|2dx+/ rGo - usVuodr +
Qg QQ

4 1
+/ wr(Opu —|—8Zur)2dx + —/ ur(Ou, — —Er)zdx.
Qo 3 Qs R

Using the dependence on r of ug, one gets after integrating with respect to r (see also
[2] for more details) :

1 2 2
/ T(aruz + ({)Z’U,,«)le‘ = / _(HZ - ’0'2)2 + R_(azHT)Q + _Razﬂr(ﬂz - 'az) dz
Q0 1\ 2 4 3

> c(/ﬂ2 r (Oyu.)? da + /Q r (9our)? da)

with ¢ a numeric constant, while the mean’s inequality implies that :

1 1 2
r(Osus — =Ty )2dx > —/ r(0,u, 2dr — —/ rufdx.
/Qz ( R ) 2 Qo ( ) R? Qo

Furthermore, bounding the convective term by means of Young’s inequality yields :

m(uz,uz) = c(1 - €)p (/92 r(0:us)" do + /92

P |G'2|2 2

L k|G| = 220 24
+/Q2T(At+ﬁ| 2| 4pec Uz

P o 8p G2 2
A L G B T 5P A d’
+/927"<At+”| AT RIS T3 de )

for any € €]0, 1].

Let us now construct G). For this purpose, we consider the problem (3.10)
with (f,9) = (0, R(1 — p2)@,). Tts unique solution ¢ € H'(Qy) satisfies : [¢], o, <
K |lurly q, » where the constant K only depends on the domain €21, on the density po
and on the well’s radius R. So one can now put G} = Vi) + G; and obtain, on the
one hand :

r (&uz)Q dx + /

r (0, u?n)2 dx)
Qo

1G4 .0, < (IG1llog, + lurllog,)

On the other hand, Young’s inequality implies that:

1 1 1
-MG; - ’1dx = -MG; - Gidz + -MG; - Vydx
o T o T o T

1
> a1 =0) [Gullg.0, = 75 V17 0,
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where a is the coercivity constant of the positive definite tensor 1M and ¢ € ]0, 1] is
an arbitrary parameter.
One still has to choose x. For this purpose, let us notice that :

| % 2
/ xdiv(rGa)dz = — /X(aszz + =Gy )dz,
o) 2/, R

T —
since Gg = ( RGGQEi? ) Then by putting x = v(9,G2, — %GQT) with v a positive
2z
constant and by using that Ga, = poT, on ¥, one gets :
||XH0,Q2 <c ”GQ”H(div,Qz) ’
. 2 12p2 2 2 6Up> 2
Jo, xiv(rGa)dz > 2 (10.Gaully o, — B lurlly,) = Gz 2 g, — S 1l

thanks to Friedrichs-Poincaré’s inequality for Ga..
Using that sz ulde = % O ruZdz, it is next possible to choose At, as well as

the parameters €,6 € |0,1[ and v > 0, such that :
p |G2? | 8u G? K?  8up? 5
K )
4dpec

Ap  max Gl 3z e T3m0 TRz MG T g

It follows that there exists a > 0 such that :
2 2 2 2 2
MUY > a (G g, + llanliZg, + ] o, + sl a, + G 3 mn0,) (312)

so the Lemma is established. O
THEOREM 3.5. For At sufficiently small, the following statement is true :
Ao (x, 2’
vr e J°\ {0}, sup Aol@, ') > 0. (3.13)

wer @]l
Therefore, problems (3.7) and (3.6) have at most one solution for o = 0.

Proof. We focus on problem (3.7). It is sufficient to prove that the homogeneous
problem admits only the trivial solution. So, let (U, s) € U° x S satisfy :

A(U,U') +B(s,U") =0, VU eT"
—B(s’,U) +C(s,s') =0, Vs'eS

and let us take s’ = s and U’ = RU, where R is the operator introduced in Lemma, 3.4.
Then, by adding the above equations and by using the positivity of A(+,-) and C(,-),
according to Lemmas 3.3 and 3.4, it follows that U = 0 and also (p1,71,72) = 0. One
still has to show that ps is also null. For this purpose, one uses the second inf-sup
condition established in Lemma 3.2 :
B(s,U’) AU, U
el SR T O T

which ends the proof. The uniqueness of the solution of the mixed problem (3.6) holds
thanks to Lemma 3.1. O

REMARK 6. One may note that the L*-norms of the terms divG1, divq; and
divqs are missing from the estimate (3.12). At this stage, we couldn’t establish the
second inf-sup condition for Agy :

=0

/
Je>0, Va'el, sup Ao(z, 2')

> cf|2’[ly.
vep  []x

Therefore, we couldn’t apply Babuska’s theorem in order to get the existence, too. This
will be proved in the next section.
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4. Discrete coupled problem.

4.1. Finite element approximation . Let (7;!),>0 be a regular family of
triangulations of ; consisting of triangles and (7;%)p>0 a family of triangulations
of Qy consisting of rectangles, with only one cell in the radial direction. In what
follows, we suppose that the two meshes are matching on the perforations ¥ and we
agree to denote by &, the set of edges situated on X. We shall use the notation
hmin, x> = Mineeg, he. We also assume that :

(H) p>pon(z)>p>0 ae onX

where pop is a piecewise constant approximation of ps on Th2 . We next write a
conforming approximation of problem (3.6) based on the finite element spaces already
used for the separate reservoir and wellbore models, that is : the lowest-order Raviart-
Thomas elements for the fluxes G and q, Py elements for the pressure, the temperature
and implicitly the density and (Q;)?-continuous elements for the fluid’s velocity us.
It is useful to introduce the finite dimensional spaces :

My, = {q e L*(); q/r € Py, VT € T;'},
Vi, = {G € H(div,); G,r € RTy, VT € Thl}

Concerning the Lagrange multipliers on the interface, we introduce the space
Kn={pcL*X); uc Pye), Ve € &}

and we put : L, = (K,)? CL, K= (K,)?®CK.
We can now consider the following discrete version of (3.6) :

Find =), € X, A, € Ly,
Ap(zp,2") + Z(Ap,2') = Fp(a), Vo' €Yy, (4.1)
In(N, xp) = 0, VA € Ky,
where the forms Ay (-, ) and Fj(-) are obtained after an upwinding of the convective

terms and where J,(+,-) is deduced from J(-,-) by replacing pa by pay,.

4.2. Well-posedness of the discrete problem. In order to establish the well-
posedness of (4.1), we follow the mathematical analysis of the continuous coupled
problem and we next establish the discrete versions of Lemmas 3.1-3.4, uniformly
with respect to the discretisation parameter h. For this purpose, we need to prove
first an auxiliary result, stated here below.

LEMMA 4.1. Assume that 3 € €]0, %], such that any T;} satisfies the property :

Ktz < ¢ he (4.2)

min,x*

Then, for any p € My, and 0 € Ky, there exists G € Vy, satisfying :

{G~n—90n2, G- n=0o0nTg\X (4.3)

divG =p in ;.
Moreover, the next bound holds with ¢ independent of h :

1G | g (aiv. 00y + G - mllg 5 < elllpllo.o, + 10lo.5)- (4.4)
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Proof. The idea is to define G as the Raviart-Thomas interpolate of a function
G satisfying the above properties. Let us first note that 6 belongs to H %*6(2) only,
for any 0 < € < 1/2. We regularize § and we define § € H}(Z) such that :

6 € H}(e) and /éda:/ada, Veck&.

More precisely, we can take 6= fx. where x. is the bubble-function associated with
the edge e satisfying y. € P, and fe Xedo = he. 1t is useful to note that :

nl/2 12

HXGHO,e = Co ’ |X€|1,e = he_

Then, we consider the following boundary value problem in the rectangle €2 :

A¢:P in
9% _ ¢ on Y
%—0 Te\ X
on on G\
o=0 onY,,

(4.5)

whose unique solution belongs to H?(Q;) (Cf. [19]) and satisfies for any 0 < e <  :

0130, < (0 (1A yc, + 10000,5) < c(0) (Iplo o, + ], )

Then we put G = E}(V¢), where Ej, is the Raviart-Thomas interpolation operator
(cf. [17]). We recall that, for any Q € H(div,T) with Q -n € L'(9T), E,(Q) is
defined by the relations :

/Eh(Q) ‘ndo = /Q -ndo, Ve C 0T.
Then one also has :
/ divEy(Q)dx = / divQdz, YT €T}
T T

so G obviously satisfies the relations (4.3). Since div(G) and p, respectively G - n
and 6 are piecewise constant, one immediately gets :

[divGllo q, = lpl

0,0,

B o & il A 2 3
1G 0oy = (Sece, he 1. G ndol) " = (Soce, ht [ 8do| ) =10l

In view of establishing (4.4), one still has to bound [|Gl|, o, . It is classical that :
1 1
VT €T, |Glor <c ) hZlG-nlg, <c Y hZ|Vél,.
eCOT eCOT

Thanks to the trace theorem and reverting to the reference element, one next obtains

IV6lo.0 < ¢ (hn® [V8llg.z + b5 [V6ls 4 r) -



Coupling of 2D reservoir and 1.5D wellbore models 19

Then by summing up on all T € 7,}, it follows that :

HG'”(),Q1 <c (|¢|1,91 h6+2 |¢| S e, 91) VOo<e< 1/2.

Since H¢(X) is the interpolate space of L%(3) and H(X) (cf. [10]), we have :

oo = (Bl 1o, 1)
1LY 0,2 12

2
n 2 2 2 2
10| = D" 107 Il < e ke 1ol = 16l 5.
? eCX eCy

The weak formulation of (4.5) yields :  |¢], o <¢ (||p||0791 + HéHO 2> :

I, . < <l

€,

Using that:

~12
0 = 16 < e 3 o 1P < el

eCy eCE mzn b))

we finally obtain for any 0 < € < % :

hets
1Gllo,q, < <€) <|Ipllo a FllOllos + 57— 119llo 2)

min,x

Therefore, estimate (4.4) holds if the condition (4.2) is checked. O

REMARK 7. In the limit case € = 0, the condition (4.2) is almost always satisfied.
For e = 5, it translates into hpmin x ~ h2 which is not too restrictive.

LEMMA 4.2. Assume (4.2). There exist b5 > 0, b5 > 0 independent of h such
that :

/
VA € Ly, sup ( i ) > b*”A”o >,
wev, lo'lly

VA" € Ky, sup TN, 2)

D S b3 A o.x.
B el

Proof. Similarly to the proof of Lemma 3.1, with any A = (0, i) € L, we associate

a vector function 2’ € Yj, whose components are null except for G and qj. We take
_r_
qh = < RSM ) and G} = Ej(V¢) where ¢ is the solution of the auxiliary problem

(4.5) with p = 0. Thanks to Lemma 4.1, we obtain :
I(A,2') = ||Allg 5 and [l2'[ly < c[|Aflo,s

with ¢ independent of the discretisation, so the first inf-sup condition holds.
The proof of the second inequality is quite similar : with any A’ = (6’, (', ') € K,
we now associate x € X?L whose components are null except for G1, G2 and q2. One

-/ r (n _
then chooses qz = < R%M ) and Gy = ( R? (90 <) ) while G is taken as above,

corresponding to #’. This yields the announced result. a
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Let us now introduce the discrete kernels of the bilinear forms 7, and Z:

9 = {xEX?L; In(Az) =0, VA GKh},
I = {{E, €Yp; I(A,x’) =0, VA€L}L},

as well as the affine set : J; = {z € Xj; Jp(A,2) =0, VA’ € K }.
Clearly, the elements of J9 satisfy :

R
Gi-n, =RGz n, = % /uQ ‘ndo, q;-n.=Rqy n, Veec&, (4.6)
while those of I, satisfy :
R
1 Dje = m /u’z -ndo, q - n, = Rd - ny, Ve€&p. (4.7)

Thanks to Lemma 4.2, it is now sufficient to study the following discrete problem :

Find z, € I},
(4.8)
Ap(xp, ') = Fr(a'), Va' €T.

It is then well-known that for any z;, solution of (4.8), there exists a unique multiplier
Aj, € Ly, such that the pair (zp,, Ap) satisfies the mixed problem (4.1).
As in the continuous case, problem (4.8) can be equivalently written as follows :

Find (Uh, Sh) S U; X Sp,
4, (Up, U') +B(sp, U') = F1p(U'), YU’ € TO (4.9)
B(s',Up) — Cp(sn,s’) = Fan(s'), Vs’ €Sy,

where Ap (-, ) now takes into account the convective term of the Navier-Stokes equa-
tions in the wellbore, while Cj(+,-) contains the convective terms coming from the
energy equation in both the reservoir and the wellbore. We recall that all these
convective terms are treated by upwinding schemes.
We can now establish the following preliminary results for problem (4.9).
LEMMA 4.3. Assume (4.2). There exist 87 > 0, 35 > 0, independent of At and
h, such that :

B(s, U B(s, U’
Vs €Sy, sup (s, )ZﬁstH and sup (5, 1)

e, ) B ) > gillsll
veve O] vere O ="

Proof. The proof is similar to the one of Lemma 3.2. With any s = (p1, 11, p2, T2) €

Sh, we associate a discrete function U = (G1,q1, Ge,uz,q2) € U) satisfying the dis-
crete transmission conditions (4.6) on X, as well as:

B(s, U) > c[s|*, [Tl <[sl.

The component us is defined exactly as in the proof of the discrete inf-sup condition

%éér(z) )

where Gy, is null on I \ ¥ and piecewise constant on ¥, such that Gg, = % fe Urdo

on every edge e € &y.

for the Navier-Stokes equations in the wellbore. Next, we put Go = (
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In order to choose G, we consider the solution ¢ of (4.5), with data p = —p;
and 6/, = Rlpefh J.@rdo and we put Gi = E,(V¢). Finally, we choose gy associated

with T5 exactly as in the discrete wellbore problem and we put q1 = Ej,(V¢), where
¢ satisfies (4.5) with p = T} and § = Rqs - n. Thus, thanks to Lemma 4.1, the first
inf-sup condition is checked. The proof of the second one is similar. O

LEMMA 4.4. There exists v* > 0, depending on At but independent of the dis-
cretisation, such that :

2 2 2
Vs €Sh, C(s,8) 27 ([Ip1llo.0, + 1T1llo., + 11 T2l0.0,)-

A similar result holds for Cp(-,-), if At is now taken sufficiently small with respect to
the discretisation parameter.

Proof. The first estimate for C(-,-) directly results from Lemma 3.3 with v* = ~,
since S, C S. The second one was already established when separately studying the
discrete wellbore and reservoir models. Indeed, one can write that :

Cu(s,s) = C(s,s) +dn(T2,T2) + Dy ((p1,T1) , (p1,T1)) »

where dj, is positive and Dy, satisfies :
Cc n—1 2 2
Dy ((p1,T1), (p1,T1)) < 2 |G Ho,ﬂl (leﬂo,ﬂl + HT1||0,91> .

Then the result holds true since ~ is proportional to ﬁ. d
LEMMA 4.5. Assume (4.2). For At sufficiently small, one has :

AU, U)

— > 0.
1ol

YU e UY \ {0}, sup
U’ € TY

U -U’ € Ker,B

A similar result holds for the bilinear form Ap(-,-), where At is now related to the
discretisation parameter.

Proof. We closely follow the proof given at the continuous level in Lemma 3.4.
We shall prove that there exist ¢ > 0 and a* > 0 independent of the discretisation,
such that for any U € UY, one can build U’ € TY satisfying :

B(s,U) =B(s,U’), VseSy,
Ul < cliull,
* 2 2 2 2 2
AU U) > o™ ([|Gillg.g, + llaillo.o, + G2z g0, + u2lli o, + a2l q,)-

For this purpose, let us take U’ = (G, q1, X, uz,q2) belonging to T9, where G} and
x are to be defined.
The norms ||Ga,[|g o, and [u,lly o, are equivalent since one has :

Gg'ne—%/uQ'nda, Ve € &,.
€ e

Then one can choose, as in the proof of Lemma 3.4, x = ¢(9.G2. — %6%).
In order to construct G, we consider the same boundary value problem as in
Lemma 4.1, with data p = 0 and 6, = |—§“ fe(l — pan)uz - ndo, Ve € &, and we put
Y = En(Vy) + Gi1. The above choice ensures that divG) = divGy as well as

1 [0y

G’ . = (G - — [ ==
( 1 n)le ( 1 n)|e+ |e| ean

J_%/ﬂrdd, Ve € &,
€ e
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and moreover :

1Glo,0, < (Gl

o0, T Hur”o,QQ)

which allows us to conclude. d

We are now able to establish the well-posedness of the discrete problem (4.8),
and implicitly of (4.1). Let us first recall that both the discrete reservoir and wellbore
models have unique solutions if At satisfies :

At < min(C1h2 i 0, C2hmin,0,) (4.10)

with Apin,0, = minTeThl hry Pmin,g, = minTeThg hr and with Cq, Cs independent of
the discretisation. Then we get :

THEOREM 4.6. Assume (4.2). Then problem (4.8) has a unique solution, for At
satisfying (4.10).

Proof. Due to the finite dimensional framework, it is sufficient to prove the
uniqueness of the solution. The proof is obvious thanks to lemmas 4.3, 4.4 and 4.5 :
the positivity of Ax(+,-) and Cp (-, -) gives that the solution of the homogeneous discrete
problem satisfies Uy, = 0, p1 = T1p = Top, = 0 while the discrete inf-sup condition
on B(, ) implies paj, = 0. O

4.3. Existence of a solution for the continuous problem. Finally, let us
now prove the existence of a solution in the continuous case.

THEOREM 4.7. Assume (4.2) and (4.10). The continuous coupled problem (3.6)
with a = 0 (that is, without convection in the energy laws) has at least one solution.

Proof. As already mentioned, we apply a Galerkin method. We first consider a
sequence of approximated problems of (3.6), written on the finite dimensional spaces
previously introduced :

Find Zj, € X, A, € Ly,
A@@n,2)  + IAn2) = F(), Vo' €Y, (4.11)

Tn(N ) = 0, VA €K,

where in the definition of Jj(, ), p3n now stands for the piecewise constant L?(3)-
orthogonal projection of pa. The four previous Lemmas imply that each discrete
problem (4.11) has a unique solution (Zp, Ay,).

According to Lemmas 4.4 and 4.5, the discrete solution x; = (th,gh) satisfies
the following estimate, uniformly with respect to h :

Girl, g, * Wl + |G|
H o0 lldinllo,o, + || Gan H(div,s)

il <
O,QQ

F vzl o, + llazeloq,

o, + |7
P12llo.0, .

The inf-sup condition on B(+, -) ensures, cf. Lemma 4.3, that pay, is bounded in L?(Qs),
since :

N B(35,, U") AU, U') — F1(U)
BlIP2nllo.0, < sup — =t =
FTuer U wer 0]l

H(div,Q2) * HthHLQz * HQO”O’Qz) .

<c (HGMH + lanlloq, + || Gon
0,01 ;
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Next, by choosing p} = divGip, T| = divqip, ph = 0 and T§ = 0.G.n + %Em as
test-function s’ in the second variational equation, one gets :

= e 1., -
IdivGinl g, + divdunE o, + -div(rGon) I3 o, = F2(s') = C(s'5) < ']

Using next that

L~ 1. 1~
divqay, = ;dlU(TQQh) — Eqrh’

one can now conclude that divélh, divqyp, and divqgy, are also uniformly bounded
with respect to the L?-norm. N

The second equation of problem (4.11) gives that G -n and qy, -n are uniformly
bounded in L?(¥), since :

Gip e = % /ﬁrhd@ Ain -0y = R(Grn) e Ve € &,
e
and Up, G, are both bounded in L2(X).

So the sequence (Z})p, is bounded in the X-norm, whereas the uniform inf-sup
condition satisfied by Z(-,-) (cf. Lemma 4.2) implies that (Az)s is bounded in the
L-norm. Therefore, one can extract a subsequence, still denoted by (Zp, /~\h) n, weakly
convergent in the space X x L towards (z, /N\) Due to the approximation properties
of the finite element spaces employed, one has that for any (2/,A’) € Y x K, there
exists a sequence (x},,A}) € Yy, x Kj, strongly convergent towards (z', A’). Moreover,
pant), strongly converges towards p26’ in L*(3), too.

Finally, a classical passage to the limit in (4.11) yields that the weak limit (z, /N\)
is in fact a solution of problem (3.6), which ends the theorem proof. O

REMARK 8. One may equally prove that the continuous problem with convection
(i.e. « =1) also has a unique solution for a sufficiently small time-step, by using the
regularity of the solution of (3.6) together with Fredholm’s alternative (see the analysis
of the separate reservoir and wellbore models, cf. [1] and [2]).

5. Numerical results. We present in this section some numerical tests in order
to validate our coupled code from both numerical and physical points of view. Firstly,
we are interested in the convergence of the solution with respect to mesh refinement.
Secondly, we treat a real case in order to compare the results given by the coupled
code with those obtained by the sole reservoir and wellbore simulators.

5.1. Mesh convergence. We consider here a two-layer reservoir where only the
lower layer is perforated. The reservoir is associated with a wellbore and is charac-
terized by homogeneous properties. We have deliberately reduced the dimensions of
the reservoir (length=10m, width=2m), in order to avoid considerable calculations.
The production of a light oil is simulated during 7 days by imposing a constant
flowrate (of 1500 m?/day) at the pipe’s surface and a constant pressure on the exter-
nal boundary. The fluid’s viscosity in the pipe is about 8 x 107*Pa.s.

In what follows, our aim is to study the behavior of the pressure and of the tem-
perature with respect to mesh refinement. For this purpose, we consider congruent
meshes T, i € {2,4,8} obtained from an initial mesh 7;, as follows: every triangle
in the reservoir is divided into four congruent ones and every rectangle in the well
into 2 congruent ones. Note that the refinement in the wellbore takes place only with
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Mesh Nodes | Edges | Triangles
Mesh 7j, 86 217 132
Mesh 7}, /5 303 830 528
Mesh 7;,,4 | 1133 | 3244 2112
Mesh 75,5 | 4377 | 12824 | 8448

TABLE 5.1
Congruent meshes for the reservoir

respect to the vertical direction.

For each intermediate mesh, we evaluate the L?-norm of the error between the current
solution and the one obtained on the finest mesh 7. (chosen as a reference solution).
We have represented in Figure 5.1 and Figure 5.2 the logarithm of the error in terms
of log(1/h), for the pressure and the temperature. We numerically obtain :

|7 = Thllo,0 < CR®,

with « approximately equal to 1.1 in the reservoir and to 1.5 in the well. Similar
results hold for the pressure, cf. Figure 5.2.

Erreur relative sur la Températuredans le reservoir en norme L (t=7j) Erreur relative sur la temperature dans le puits en norme L? (t=7))

L L L L L L
“o 0.2 0.4 0.6 08 1 12 14

(a) order of the L2-error in the reservoir (b) order of the L?-error in the well

Fia. 5.1. Convergence rate for the temperature at t="7 days.
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Erreur relative sur la Pressiondans le reservoir en norme L? (t=7j) Erreur relative sur la pression dans le puits en norme L? (t=7j)

(a) order of the L2-error in the reservoir (b) order of the L2-error in the well

Fia. 5.2. Convergence rate for the pressure at t="7 days.

5.2. A more realistic application. The separate reservoir and wellbore simu-
lators were previously validated from a numerical and a physical point of view (see [1],
[2]), including comparisons with recorded pressure and temperature data and with a
well-test software PIE (cf. www.welltestsolution.com). Therefore, our goal is to com-
pare the results obtained by the coupled code with those given by the separate codes,
in order to validate our simulator.

We treat here the case of a realistic reservoir divided into seven geological layers,
where only three of them are perforated. The reservoir is characterized by highly
heterogeneous physical properties (cf. Figure 5.3) and is fed by imposing a constant
pressure p, = 400 bar on the external boundary. The reservoir is 50m large and
20m high. The respective heights of the layers are, from the top to the bottom :
5.5m, 3.2m, 1.5m, 2.7m, 1.7m, 2.3m and 3.1m, whereas the associated wellbore is
only 0.15m large but 70m high.

We simulate the production of a light oil during 28 days for the coupled problem,
as well as for the sole reservoir and wellbore problems. When dealing with the coupled
code, we impose a constant flowrate QQ = 6500 m?> /day at the pipe’s surface while when
treating the reservoir, a difference of pressure Ap = 10 bar between the perforations
and the external boundary is set. All data are realistic. An adiabatic condition
q-n = 0 is also imposed on the external boundary of the reservoir. When computing
the wellbore model, we impose as boundary conditions on the perforations the values
given by the reservoir code.

Concerning the time stepping, we have noticed that the condition of sufficiently
small At, required by certain theoretical results, does not seem to influence the per-
formance of the code. A variable time step can be chosen during a simulation. In
practice, rather small time steps (of about one hour) are taken during the transitory
regime, whereas larger ones (of about one day) can be imposed once the flow has
reached the steady state.

Let us now compare the results of the coupled code with those of the reservoir
code. One can first see in Figure 5.4 that the flowrate imposed at the top of the well
in the coupled model yields a difference of pressure Ap = 10 bar, which coincides
with that imposed as boundary condition in the sole reservoir model. Concerning the
temperature, an increase due to the Joule-Thomson effect is noticed in the two cases.
The graphics obtained by the two simulators are very similar, as one can see in Figure
5.6.
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As regards the comparison with the sole wellbore code, Figure 5.5 shows very
similar results for G, (from which one computes the production flowrate in the well
by means of a compatibility condition). Thus, we obtain a flowrate @ for the sole
wellbore model close to that imposed as boundary condition in the coupled problem.

kp = 2000mD k, =350mD ¢ =0.20 s, =0.15
)
: kp, = 2000mD k, =350mD ¢ =0.28 s, =0.15
kn = 10mD ky =1mD ¢ =0.08 s, =079
)
: kp =1000mD k, =15mD ¢ =0.24 s, =0.42
kp =1000mD k, =15mD ¢ =0.26 s, =0.30
)
) kp =1000mD k, =15mD ¢ =0.22 s, =0.38
)
kp =1000mD k, =15mD ¢ =0.24 s, =0.40

Fia. 5.3. Longitudinal section of the reservoir.

Pressure at t=28 days

(a) Pressure given by reservoir code (b) Pressure given by coupled code

Fic. 5.4. Comparison of the pressure maps in the reservoir at t = 28 days.
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70 80 90 100 -10 0 10 20

0 10 20 30 60 70 80 %

40 50 60 30 40 50
Vertical component G, Vertical component G,

(a) G- given by wellbore code (b) G- given by coupled code

Fic. 5.5. Comparison of the vertical mass fluzes in the wellbore at t = 28 days.

3364
Temperature at t=28 days Temperature at t=28 days 336.4

336.2 336.2

3358 335.8

3356

-2840 ﬁss 335.6

335.4 3354

5 10 15 20 25 30 35 40 45 50 335.2 5 10 15 20 25 30 35 40 a5 50 335.2

(a) Temperature given by reservoir code (b) Temperature given by coupled code

Fic. 5.6. Comparison of the temperature maps after one-month production.

We next observe the evolution of both the reservoir and the well during a one-
month production. One can see in Figures 5.7, 5.8 and 5.9 the maps for the pressure,
the temperature, respectively the density computed by the coupled code. Besides the
initial and the final time-steps, we have chosen to represent the maps at t=2 and t=7
days since afterwards the flow almost reaches the steady state. The above mentioned
figures focus on the neighbourhood of the perforations since due to the large aspect
ratio between the reservoir and the wellbore, we only visualise 8m of the reservoir in
the radial direction.

The numerical results for the previous quantities correspond to the physical be-
havior expected by petroleum engineers. Moreover, one may note that the transmis-
sion conditions at the interface are satisfied: the temperature takes the same values in
the wellbore and in the reservoir while the pressure is slightly different in the wellbore
(according to the relation ps — 7. = p1).
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Pressure at t=0 days

(a) Pressure at t=0 day

Pressure at t=7 days

(c) Pressure at t=7 days
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(b) Pressure at t=2 days

Pressure at t=28 days x 107

(d) Pressure at t=28 days

Fia. 5.7. Behavior of the pressure during a one month production.
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(¢) Temperature at t=7 days
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(b) Temperature at t=2 days
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(d) Temperature at t=28 days

Fia. 5.8. Behavior of the temperature during a one month production.
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Finally, we also show the specific flux G for the previous test-case. As one can
see in Figure 5.10(a), the computed velocity in the wellbore is much more important
than the velocity in the reservoir. This is due to the fact that for a given cell in
the wellbore, the flux is obtained by summing up the contributions of all the lower
perforations. In order to better visualise the flow near the perforations, we next apply
different scalings in the two domains (of ratio equal to 10). The corrresponding fluxes
can be seen in Figure 5.10(b).

Density at t=0 days Density at t=2 days
-2770 —2770(

-2780
—2790{

-2800

(a) Density at t=0 day (b) Density at t=2 days

Density at t=7 days Density at t=28 days
-2770

-2780
-2790
-2800
-2810
-2820
-2830

-2840

-2850
0

(c) Density at t=T7 days (d) Density at t=28 days

Fic. 5.9. Behaviour of the density during a one month production.
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(a) Same scale in the 2 domains (b) Different scales in each domain

Fia. 5.10. Specific flux at the end of the production.

As regards the wellbore results, it is important to notice that we recover the well-
known fact that the pressure is primarily influenced by the gravity. It goes the same
way for the temperature above perforations, as one may see in Figure 5.11.

-2780
-2790 -2790
-2800

-2800

-2810 -2810

Cote z (enm)
Cote z (en m)

-2820 -2820

-2830 -2830

-2840 -2840

3875 388 3885 389 3895 390 3905 301 3015 3356 3357 3358 3359 336 3361 3362 3363
Pressure (in bar) Temperature (in K)

(a) Pressure (b) Temperature

Fic. 5.11. Pressure and temperature in the wellbore at the end of the production.
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