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Advanced Metamorphic Technigues in Computer
Viruses

Philippe Beaucamps

Abstract—Nowadays viruses use polymorphic technigues to m\. First viruses

tate their code on each replication, thus evading detedtipran- . . . .
tiviruses. However detection by emulation can defeat stnpgmly- The first virus outbreak broke out in 1981 with the.&

morphism: thus metamorphic techniques are used which ugbtp CLONER virus, followed by BRAIN in 1986, the first virus
change the viral code, even after decryption. We brieflyidétés to implement stealth techniques, and from then by numerous
evolution of virus protection techniques against detecand then other viruses. The most commonly used techniques consisted
\s;it:JudSy the METAPHOR virus, today's most advanced metamorphig, appending the viral code at the end of the executable
' file, modifying the entry point to point at the virus and then
Keywords—Computer virus, Viral mutation, Polymorphism, Meta-etting the virus spread among the system (fig. 1). Thus, a
morphism, MetaPHOR, Virus history, Obfuscation, Viral g86 pasic protection method iform analysiswhere each virus
techniques . e e . . -
is identified by a specific signature: such a signature is a
sequence of — not necessarily consecutive — bytes whose
detection inside a program allows to identify as undeniaisly
possible infection by the virus. This method has the adyggnta
Hen the first antiviral protections appeared in the latef being non-greedy in its complexity as well as subject to a
80's to answer the nascent viral threat, they consistédy rate of false alarms.
of a mere binary scan of programs looking for known virus
signatures. Never mind, virus writers adapted their codeao
it would mutate its binary form on each replication: as eady Entr
in 1988 a first virus protected itself using encryption, deled Poin%
in 1990 by the firstpolymorphicviruses which were able to
mutate their code as well as their decryption method. Their Code ﬁ>
ability to evade detection by the then antivirus softwareega and data
them immediate “popularity”. Nevertheless antiviruseskly
adapted to this protection by letting viruses decrypt tredues
and then only scanning the decrypted code looking for any
known signature. This led, as early as in 1997, to the first
metamorphioviruses which mutate their code its decrypted
form.
This article will therefore study polymorphism and its mis-
cellaneous techniques and more particularly the most edolfig- 1. Basic virus infection.
ones, namely metamorphic techniques. In order to do so, we
will study most notably the 2002 MrAPHOR virus. For more  Back in time, as early as in 1984, F. Cohen had been the
details, the reader may constiiric Filiol's books [Fil05], first one to study viruses from a theoretical point of view,

[Fil07] as well as the/X Heavens website, which is crammed christening them and defining them as programs which are
with malware resources. able to infect other programs with a possibly evolved copy of

themselves. Thus, this definition already suggested the exi
tence of viruses which would alter their form when replingti
Il. POLYMORPHISM — EARLY STAGES And indeed such viruses turned up quite quickly. Cohen also

showed that the problem of virus detection was undecidable,

This section shortly describes the evolution and teChmqul%eaning in other words that no algorithm would ever be able
of viruses from the most basic techniques to simple poly-

. : ) 0 determine with unquestionable certainty whether a given
morphic techniques and finally to advanced metamorp%;Ogram is a virus or not [Coh84]
techniques. The reader may refer to [Fil05], [Fil07], [SBRhO0 '

[Ayc06] for a more exhaustive and detailed study.

|I. INTRODUCTION
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B. Polymorphic viruses

Philippe Beaucamps is with the Loria, Nancy, France, email: The first virus encrypting its code, ASCADE, appeared in

ph.beaucampst loria_dot fr, i} . L .
and also with the Virology and Cryptology Lab of tieole Supérieure et 1988. Yetits decryption method remained unchanged from one

d'Application des Transmissions (Army Signals Academy@nRes, France replication to another and thus it was not really a polymarph



virus per se. In 1990 however, the first family of polymorphialso has the disadvantage of being quite cpu-intensive.

viruses appeared: theHBMELEON viruses (or V2P) which  Several techniques, called anti-emulation techniquege ha

were developped by Mark Washburn, were based on theen developped as a result by virus writers to hinder timid ki

CascADE and VIENNA viruses and mutated the code of theiof detection:

decryption method (fig. 2). The shock they created shaked thg Using unusual instructions which an emulator might not

antiviral community, since detection techniques using edix  support and interpret, or similar tricks that would prevent

signature had suddenly become obsolete for this new brand of the virus from decrypting itself correctly or that would

VIruses. betray the presence of an emulator.

« Inserting dead code that will loop long enough to have the
emulator give up on detection, relying on the prohibitive

Header . . . :
Entry cost of emulation (this technique is used by ths B0
Point virus for instance).
« Random cancelling of decryption, thus running the viral
Code code only a random basis.

Ent . . . . .
Pgix « Entry Point Obscuring (EPO) techniques, which consist

in avoiding executing the virus body at the very beginning
of the host's execution, but rather executing it during the
host execution or even in the end.

« Using several encryption layers.

« Decrypting and running the code chunk by chunk, some

rrrrrrrrrr o / viruses decrypting and running only one instruction at a
time (like the DA\RK PARANOID virus, in 2004).

« Metamorphictechniques, which transform the encrypted
code.

These techniques are detailed in the literature [Fil05],
. . [Filo7], [Ayc06]: some of these techniques are used by
The famous WALE virus appeared the same year. | ETAPHOR and we shall come back on them in the next

included polymorphism, stealth and armouring techniqunes 8. oction.

mutated in particular the code of its mutation function gsin Finally, we state Spinellis’s recent result [Spi03], which

obfuscation techniques (dead code, test repetition, establishes the general complexity of the detection of such

code, ...). Then “boards” appeared, where were sharedagrus. ; ;
and e-zines, among whicRhrack and 40Hex, and where Viruses. He shows that the problem of detecting polymorphic

were worked out and shared new viral techniques. Then ylruses, of bounded length, is NP-complete, by reducing to i

n e
1992 the first polymorphic engines appeared, likeBM TPE, the well-known SAT problem of satisfiability.

NED and DAME, which could be linked to the virus to

produce a polymorphic variant. They were quickly followe&. Metamorphic viruses

by the first virus creation toolkits, like VCL, PS-MPC and Metamorphic viruses are in a sense advanced polymor-
G22, some of which including polymorphism features. Thighic viruses: on each replication, the code to be executed
signalled the start of massive creation — in thousands — @mpletely mutates, without altering its functionalityhus,
simple and polymorphic viruses. encryption is not anymore necessary and, when used, the
Spfcryption method as well as the decrypted code of the virus
different for each new generation. Figure 3 presents a

and data

Fig. 2. Polymorphic virus infection.

On the antiviral community side, the answer came in 19

when Eugene Kaspersky worked out a technique now used 3y . . . T ;
g b y g b:’fSIC example of infection by a metamorphic virus, on its

most antivirus products, nametietection by code emulation -~ tation: | tice. th de is oft ted and th
Since one could not anymore rely on the static version Qf mLtJ_a|on. Itn practice, t('a code Istct) er:jencryp ethanh t(’e
a program’s code to detect a virus, the code was run in gcryption routine 1S sometimes scaftered among the hosts

controlled (emulated or sandboxed) environment on a givgﬂ_?_ﬁ (Zf.MfT V|rtus for 'hn.St"’thﬁ)'. de thei
number of instructions, and periodically or in the end the € first metamorphic techniques made (heir appearance

: ; 1997 with the TNY MUTATION COMPILER (TMC), by
affected memory was analysed to detect the (possibly fig)tia n o . o
decrypted viral code. Indeed, and this is the base prindple En(_jer. This virus ha_\d a compiler embedded in its body as well
metamorphism, polymorphic codes had the major drawback 3} 'S OWn sources in encrypted pseudocode. On executin, th

always decrypting themselves into the memory into an invalfirus decrypted its source code, inserted dead code, miged u

ant and thus detectable form. However this detection tegteni its code and data, and recompiled everything.
On the same yearZOmbie developped his Z@BIE'S

IMUTATION ENGINE (MTE) by Dark Avenger, TRIDENT PoLymorpHic CODE MUTATlON_ENGlNE (ZCME), which did not use any _
ENGINE (TPE), NUKE ENcRYPTIONDEVICE (NED) and DaRk ANGEL'S — encryption techniques but allocated a 16K buffer where it
MULTIPLE ENCRYPTOR(DAME), randomly copied out its instructions, linking them with kac

VIRUS CONSTRUCTIONLAB (VCL), PHALCON/SKISM MASS-PRODU- . . . - ..
CED CODE GENERATOR (PS-MPC) and BaLcon/Skism’s G2 Virus  Other with IMP instructions and filling the remaining space

GENERATOR (G2). with dead code.



(Random) encryption with two keys.

— Code integration: it's the first virus to use this
method which consists in scattering the decryptor’s
code directly among the host’s code, which makes
the virus hard to detect and hard to disinfect. The
MISTFALL engine is used for this technique.

— Permutations (it uses 2RM's RPME engine).

— Dead code, generated by thexECUTABLE TRASH

i GENERATOR (ETG).

— Syntaxic modification of instructions.

The virus is analysed, along with other polymorphic and
metamorphic viruses, in [Szo05].

Finally, METAPHOR, byMental Driller, appears in 2002
and is certainly the most advanced metamorphic virus until
today. It may infect bottElf (on Linux) andPE (on Win-
dows) files, on the local file system and on mounted partitions
giﬁleLinux) or shared folders (in Windows).
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Fig. 3. Metamorphic virus infection on generation

In 1998, Vecna implemented Mss LEXOTAN, which dis-
assembled itself, added some dead code and modified
form of its instructions, in a computational way most par- Let's also mention the recent development of Java and
ticularly (see later). To create dead code, it inserted magsiL3 viruses, which are platform-independent. .NET assem-
notably meta-instructionXOR ebp, imm, with no effect, blies infection is simplified by the presence of assembler li

but which defined which registers were used and thus showgiries System.Reflection.Emit namespace) and both
not be modified. He also implemented&swAP later, which technologies enclose standard high level cryptography li-
shuffled the registers. Here is an excerpt froexbDTAN: braries. Only one metamorphic MSIL virus is known as of
xor bp, _fil + _ax + _bx + _flag today, —Gastropod—, and there still are very few Java and
; tells that registers ax, bx and MSIL viruses. But given the ubiquity of both technologies,
add’ e FLAGS are used by the code these viruses might well represent a threat in the nearédutur
xor bp, _fil + _ax + _flag for any platform that supports them.
add ax, 10h
Fnuosvh a;(X’ 0 The rapid evolution of viral techniques towards first poly-

_ _ _ _ _ morphic and then metamorphic techniques motivated the
After transformation, this code may look like this, with nayorking out of new detection techniques, based on emulation

jumps: and behaviour analysis allowing to identify suspect betag.
xor bp, _fill + _ax + _bx + _flag However in the same time, they revealed two limitations that
mov  dx, bx are inherent to antiviral defence and benefit virus writers.
xor cx, ex f First, the efficiency of these methods relies on an often
push cx ; dead code . . . .
add ax, dx prohibitive complexity when iterated on a high number of
pop cx ; files: defence cannot monopolize resources of the protected
o b{)’)’( —32:: * _ax + _flag system whereas attack has a priori no cost nor time limits.
push bx ' Moreover a delay of a few hours or of a day is long enough
mov  bx, ffCCh for a well-implemented virus to spread on a very large scale,
pop  ax hence the interest for virus writers to complicate as much as
add ax, bx . . L
xor bx, bx possible analysis of their viruses. Although these weadegs
push ax combined with advanced metamorphic techniques, are not
mov  bx, 10h

used yet in a lot of viruses (or these very viruses are often
buggy and easily detected and stopped), they define a new
In 2000, the BDBoOY, ZMORPH, EvoL, ZPERM, BISTRO age of viral detection, in which current protection methods
and ZMisT viruses enter the growing list of metamorphiavill be thoroughly obsolete.
viruses, using more or less complex techniques.E=WP
most notably introduces the BEAL PERMUTATION ENGINE
(RPME), which can be linked to other viruses, and enables o
random permutation of the virus code, with insertion of dead The cross-platform metamorphic viruseMaPHOR' was
code and branching usiniMP instructions. written in 2002 byThe Mental Driller and was the second

ZMisT, by ZOmbie, is more particularly one of the mostMighly advanced metamorphic virus (with 28F), and the

evolved (and most stable) metamorphic viruses until now. [fSt €ver polymorphic, and metamorphic, Linux virus. It was

uses the following techniques: published in29A’'s magazine [MDO02]: its sources can be found

« Entry Point.Obscuring (EPO). 3j.e. targetting .NET assemblies.
o Metamorphism: 4METAPHOR is also known asIRILE or ETAP.

sub ax, ax

Ill. STUDY OF A METAMORPHIC VIRUS. METAPHOR



on VX Heavens [MDal]. It uses highly advanced metamorphi@s much as needed the input key. The previous code can be
technigues which combine the majority of the techniquesl useasily adapted to this technique, in the case of a singlstexgi

by its predecessors. They're used along with anti-heardstd (Ifsr_init initializes the register, antisr_next shifts
anti-emulation techniques. the 32bits register, thus generating a new key):
A. Overview of the techniques used MgETAPHOR mov ebx, 6B3C728Ah

) ] ) call Ifsr_init ; init the register from the key
Here are the main polymorphic techniques used byTM  start:

PHOR: lodsd

. . call Ifsr_next ; ebx := 4 new bytes from keystream
« XOR / SUB / ADD encryption, with random key, or N0  xor eax, ebx

encryption at all;

« Branching technique _ d) Encryption with permutationThe input data is simply
« Pseudo-Random Index DecryptioRRIDE); permutated. Permutation can occur on the scale of the whole
« Metamorphic techniques: data, of chunks of bytes (of fixed or variable length), or even
— Dead code insertion; of each byte (with theRORinstruction for instance).
— Instruction modification; e) Multiple encryption: Several encryption techniques
— Random modification and permutation of registersare sequentially applied.
— Code permutation; f) Random key encryptionthe data is encrypted with a
— Mutation of the memory access profile. random key which is not stored for future decryption. Upon
execution, the key (as well as the encryption technique) can
B. Polymorphism irMETAPHOR only be recovered by brute force attack or cryptanalysiss Th

1) Encryption techniquesFirst let's describe the miscel_technlque disables any code emulation analysis. The size of

laneous encryption techniques which are commonly used J}f k&Y space (and possibly its properties) allows to céntro

polymorphic viruses (see [Mid99] for some more details ar/€" the d_ecryptio_n “'_“e- This technique was introduced by
for examples). DarkMan in 1999 in his RRNDOM DECODING ALGORITHM

a) Basic encryption: The most simple ones, as well[ENGINE (RDAE), which implemented several encryption
as the most common ones, use a M¥@R (as shown in techniques without storing the key: only the cod€RC32
the example) ADD or SUBen’cryption with a key which is checksum was stored. These techniques are detailed in [BFO7

randomly generated on each replication and which is storgﬂqam]'

inside the virus data or directly inside the decryption rodth g) Code-dependent encryptiofihe binary code itself is

The following code is a basic example of such an encryptioH.Sed as the encryption key, or a combination of the code and

a random key. This technique was usually used to ensure

mov esi, offset enc_code_start start of encrypted code that the code had not been modified — during an antiviral
mov edi, esi - start of decrypted code analysis (where the code could be patched to disable some
mov  ecx, (offset enc_code_end - anti-debugging techniques).
offset enc_code_start) / 4 ; size in dwords
bx, 6B3C728Ah ; tion k . . .
star:::ov ebx encryption ey Upon decryption, the virus needs access to the decryption
lodsd ; load a dword in eax key(s). This key is usually directly stored in the program:
xor eax, ebx ; decrypt it inside the decryption procedure, inside the virus dataropki
stosd ; save it .
loop start related to the host program (for instance the key can be the
end: host’s filename). The case of RDA is different since the key
jmp  enc_code_start is retrieved by brute force. However other scenarios exist

b) Sliding key encryptionOne drawback of the previousWhere t_he key isn't _stored in the_ code but is_ inferred from
technique is that, once the key has been chosen, each @ardgg €nvironment. This technique is called environmentgl ke
is encrypted in a unique way. Thus the sliding key encryptidigneration [RS98]. Here are some examples:
updates the key as the decryption progresses, either ind fixee The key is forged from the local environment. For in-
way or for instance with the last encrypted character. For stance, the key is the hard disk serial number, combined
instance, the previous code could be modified in the follgwin ~ With some random value stored in the code, etc.

way: « The key depends on activation factors. For instance, it
depends on the current date and will only be valid during
xor eax, ebx some predetermined period. In consequence, the virus
add ebx, eax itself will be disabled outside the valid periods.

o The key is stored on a web server, a news server, etc.
c) Flow encryption:This method uses a key to generate a The most advanced implementation of this technique is
keystream of the same size as the data to encrypt. For imstatihe proof of concept BADLEY virus [FilO4]. It uses sev-
the generation of this pseudo-random keystream might usel encryption layers, whose keys are retrieved from the
one or several linear feedback shift registers (LFSR, seavironment. The interest of such viruses from their wister
section I1I-D1). Some basic implementations simply dugdiéic point of view, is that they can restrict the activity of their



virus geographically as well as temporally. Filiol also w830 makes the same computation and all branches are shared and
in [FilO4] that, if the key is unknown during the analysisalternatively used to implement the decryption loop. Here i
the cryptanalysis’s complexity is exponential (ilRBDLEY’s the C algorithm used in MTAPHOR (Il. 15750 — 16075):

case). void do_branching () {

As for METAPHOR, it encrypts its code with an initial "™ "
probability of 15/16 and uses an encryption method (with make branch ();

random key) of typeXOR ADDor SUB for (i = 0; i < cnt_partial_jumps; i++)
/I redirect each jump at a random node
. . complete_partial_jump (partial_jumpsii],
However, METAPHOR's decryption method is much more get_random_node ()):

interesting. It uses techniques tiate Mental Driller had al- }

ready implemented into theURREG engine (AMELESSUN- | .. o branch 0 {

PREDICTABLE ANARCHIC RELENTLESSENCRYPTION GEN- int jmp;

ERATOR) and that he describes in another issu@@A’'s mag- _ _

azine [MDQO], [MDb]. This engine combined most notably g (i:]esce';tevcildzz()ma)(LeveD ¢ ///PS:LT;erogegézz
two novel techniques, with an anti-heuristic purpose, Whic build_instr (of:_CMP, REG_ECX, code_len);

also took part in the mutation of the decryption routine.tBot ot oartial | P JNZ)// C'\;l/PJEéX’ gOdeJeﬂ
: ) . . jmp = insert_partial_jump = ; <7>

technlques,the branchmg_technlque andRﬁHDEtechmque, partial_jumps [cnt. partial jumps ++] = jmp:

are used in MTAPHOR. Finally, an EPO technique is used to /I update the target in the end

give control to the decryption routine: ®APHOR changes /I call the decrypted code

all calls to theexit function into calls to this routine. return;

Thus, the virus only gains control after execution of the
program, which contributes to its stealth and protectsatnfr ffacdl-eve(lj +2f_; + abel Q); " branch
the detection by emulation. aaa_node (Insert_labe ) save e new pranc

2) Branching techniqueA basic decryption method has a if (random_boolean ()) {  // test CMP or TEST?
structure that often follows a common template which will  int reg, Vtah Og: ister

. . . . . reg = get_random_register ();
trigger an alarm in any heurlstlc engine, as one can see ywth val = 0x80000000 | (random () & OXBFfff);
the examples from last section. Thus the branching teckeniqu I OX8XYYYYYY (X < 4)
allows to simulate as much as possible the behaviour of an bu"d_'gSFt)f J(ngr_(iMpc’j fegyovg')?o/g )C'\//I/PJSJQA/XS:E/JAE
. . . op = random X5);
innocuous program. Such programs will usually sequentiall = build_partial_jump (op); # partial jump
test several conditions and, depending on the result, yinall } else {
branch on distinct paths. This technique therefore creates int reg, Vtah Og: ter 0

. . . . reg = get_random_register ();

seyeral random tests, untl_l a given recursivity Ieve_l, I_WHI val = Ox1 << (random () & OXif): // 2°X (X < 32)
define an execution tree with leaves representing distiagsw build_instr (OP_TEST, reg, val); / TEST reg,val
to decrypt the code. Figure 4 describes the execution tree fo P = SF’IdJZ +t (Ifa“dom 0 & 0>/</1) //t JIZ or JNZ
maximum depth of recursivity equal to 2: each terminal branc , 1™P = Puild_partial jump (op); partial Jump
has its own decryption code, though the final result is theesam
whatever branch is taken. Thus for a depth of recursivityagqu /* first branch: */

" make_branch ();
to n, 2™ decryption branches are generated. complete_partial,_ jump (jmp, insert_label Q);

/ = alternative branch: */
make_branch ();

e X
‘ Initialization -
dec_start: X X/ \‘X , recLevel -

‘ Initialization

‘ Decryption / \) K \ And here is an example code it could yield, for a recursivity
dec_end: X Déc.Déc. Déc. Déc. depth of 2:
3 X br0:
i cmp regl, vall ; regl, random register
i _ 5 vall_ = 8_XYY_YYYYh X < 4)
Basic decryption Decryption with branching br]J.(Z:C alto dec = b/ ja | jpe / jae
test reg2, val2 ; reg2, random register
Fig. 4. Execution tree with and without branching technique ;valz = 2°X (X < 32)
jec altl ;jec = jz I jnz

. .. <Decryption code 1>
Furthermore, to reduce the risk of an heuristic alert upon " ccx, code_len

execution of a branch, terminal branches do not contain agnz br1’
decryption loop but only its body: once the body is executed

a jump is made to any one of the previous nodes in ordaer<Decrylotlon code 2>
to carry on decryption. Thus, upon execution, each branchcmp ecx, code_len



jnz  brl MOV BR, val' ; val' = random()

alto: Finally, when the decryption routine’s body must be gen-
brl: erated (call toinsert_code inside the make_branch

cmp  reg3, val3 hod). th | 'h_ o -

icc alt’ method), the algorithm writes:

<Decryption code 3> PUSH IR

cmp ecx, code_len XOR IR, CR

jnz  br0 MOV BR, [IR + source]

XOR BR, key ; or ADD BR, +/- key
altl” ' ; or nothing (no decryption)

<Decryption code 4> ADD IR, dest

cmp ecx, code_len MOV [IR], BR ; write the decrypted dword

jnz  br0 POP IR

ADD CR, val ; CR += [4;7]

. . . . . . AND CR, val ; vall = ((random() &

As this will be detailed in section III-C about metamorphic . ~size_of_data) | (size_of (éata_4)) % 4
techniques, this code is actually an intermediate reptaten ; (> CR = (CR % size_of_code) & FFFFFFFCh)
of the final code: once the code has been createthiARHOR ~ ADD IR, pride_step .

. . . . AND IR, val ; val” = ((random() &
generates the finat86 code by rewriting each instruction : “size_of_data) | (size_of _data-1)) & -1
into an equivalent sequence of instructions and by randomly ; (> IR = IR % size_of_code)
: ; CMP CR, pride_start
inserting dead code. INZ <?> ; jump at a random branch

3) PRIDE technique (Pseudo-Random Index DEcryption):
The purpose of this technique is also to protect the virusmfro Furthermore, the last instructions which update registers
a heuristic detection. Indeed, even with the modification @R and IR (ADD CR, val and AND CR, val' for the
the execution tree of the decryption procedure, it follotws t CR register) are permutated with each other, with the obvi-
following common mechanism (for a basic encryption): ous requirement that thAND instruction is executed before

1) data := address of a buffer inside the data section d¢fs ADD counterpart. Also, as we can segride_step

the virus. determines the “order” of decryption: when equal to O, it

2) Sequentially readata and create a new buffer, whichsimply corresponds to a sequential decryption (starting at

will contain the decrypted data. index (R ~ pride_start )-

3) Give control to the new decrypted code. This ends the study of polymorphic techniques irEM-

The second stage of this procedure, which consists RFHOR. Both techniques we described mainly aim to impede
sequentially reading a sequence of 1000 bytes or more afy detection by emulation: however, in a sense, they alge ha
memory, presents a high risk of heuristic alert. Thereftne, a mutation role, not anymore in the form but in the behaviour.
PRIDE technique consists in decryptirdata in a pseudo- This proximity between signatures used for form analysig an
random order and not anymore in a sequential order. Bydgjnatures used for behaviour analysis is studied into more
10 will be decrypted, then byte 23, then byte 7, then bytgetails in [Fil07].

48, and so on. This memory access profile is much closer

to an innocuous application’s memory access profile. In the petamorphism ilMETAPHOR

same time, this technique reinforces the polymorphism ef th
decryption code.

Here is the algorithm used for theRIDE technique (II.
15570 — 15652 and 15827 — 15988ize of data is the
size of the data to be encrypted, rounded up to a power of
First the algorithm initializes its variables:

METAPHOR’s metamorphic engine takes up 70% of the
source code (11000 lines in all), the remaining 30% accagnti
for the infection routines (20%) and the decryptor's creati
rButine (10%). This proportion isn’t uncommon: some meta-
morphic viruses devote up to 90% of their code to their
metamorphic engine. The engine is used to mutate the virus

pride_start = (size_of_data - 4) & random (); body (more precisely the part to be encrypted) as well as the
/I aligned on a dword boundary .
decryptor itself.

pride_step = (size_of data - 8) & random (); : ) .
/I aligned on a qword boundary The engine works according to the following template,

pride_key = get_random_key (); which The Mental Driller calls humorouslyaccordion model

Then it initializes the registers to be used by the decryptio 1) Disassembly / Depermutation
routine:CR IR andBR CRis the counter register and contains 2) Compression
the sequential decryption indexR is the index register ~3) Permutation
and contains the pseudo-random decryption indé®©Red  4) Expansion
actually withCR), BRis the buffer register used as temporary 5) Reassembly
storage for encrypted data. Compared to the decryptiom®ut One particularity of this engine, which conceptually diffe
in section I1I-B1, we haveCR= ecx,IR =esi =edi and entiates it from its predecessors, is the use of an inteatedi
BR = eax. The following code is written at the beginning ofrepresentation which allows to dissociate from the comiplex
the decryption routine: of the underlying processor’s instruction set and to sifyiptie
MOV CR, pride_start miscellaneous transformations and the code manipulatidn a
MOV IR, val ; val = (size_of data - 4) & random() creation. For instance, equivalences betwg®® instructions



are deferred until the reassembly stage, jumps at other co®® instruction, during the permutation, it contains the in-
instructions are translated into a pointer perspectivat (e struction’s address inside the non-permutated code, etc.
much easier to manipulate, compared to offsets), etc.

1) Description of the pseudo-instruction sétETAPHOR
uses a limited instruction set. It only considers instiuusi
that are actually used by the code. Since this intermediat® code — where to put code, where to put data, etc.). Then
representation isn't used when modifying the host cods, thi starts the code transformation process.

restriction is natural. This instruction set is organizesl a 2) DisassemblyThex86 code is first disassembled into an
follows:

Base instructions with 2 operandsD) OR AND SUB
XOR CMR MOVand TEST.

Base instructions with 1 operandSH POR Jcc , NOT,
NEG CALL and JMP.

Other instructionsSHIFT, MOVZXLEA, RETandNOT
Macro-instructions:

— APICALL_BEGIN, APICALL_END, APICALL_STORE
which represent the instruction sequences which

Once the virus decrypted its code, it gives control to iteAft
initialization of the variables and possible payload aatton,
it defines the form of next generation (internal organizat

intermediate representation which uses the previousiictsbin

set. This procedure loads the intermediate code into thetbuf
pointed by variablénstructionTable . It also creates an
array of labels which contains all instructions which are th
target of a branching instruction. In the end, the computed
intermediate code has been depermutated and the inadeessib
code (dead code) removed: this is actually a direct conse-
guence from the routine’s algorithm.

The x86 code is disassembled Hgllowing the execution

e ;
low. The algorithm uses an arraffutureLabelTable ,

used when calling a Windows API (in the case of
PE infection): since the registers to be used by the
calls are predefined, these macro-instructions ens
their protection from register swapping transforma-

hich contains instructions which are waiting for their-dis
sembly (namely these are the targets of conditional jumps
and direct calls). Here is the algorithm:

tions.

— SET_WEIGHTwhich is used for “genetic” evolution

(see section IlI-D2).
— LINUX_GETPARAMSwhich is similar toAPICALL _

BEGIN, and represents the loading of parameters into

general purpose registers.
— LINUX_SYSCALL which represents a syscalin{

« If the current instruction was already disassembled, sim-
ply add aJMP instruction which points at the disas-
sembled instruction. Then carry on disassembly with
an instruction fromFutureLabelTable (if any) or
terminate.

o Otherwise:

1) If previous instructions did point at the current

80h — used to call a system function); ahtNUX_
SYSCALL_STOREwhich represents a syscall fol-
lowed by the result’s saving.

« Instructions used only by internal operatioMov Mem,
Mem used during the compression stage, #N€ and
LITERAL_BYTE (unencoded byte to be inserted as it is)
which are used during the reassembly stage.

The opcode choices are motivated by the equivak@&t
opcode organization and by the sake of simplifying the ma-
nipulation of instructions and the coding of transformasioln
particular, for the first type of opcodes, the opcode itsklf (
instanceADD is encoded into bit$6..3 , and the operand
types into bits2..0 and 7: bit 7 specifies whether the
operands are 8 bits (for instanogov al, 12h ) or 32 bits
(for instancemov eax, 12h ) whereas bits2..0 specify
the type of operands_eg, Imm, etc.).

Finally, a pseudo-instruction is encoded in 16 bytes:

XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX XX
operands * LM *- instr - *

OP contains the instruction opcode, on one byte. Then

the operands are encoded (register index, memory address or

immediate value) on the following 10 bytes. ThieM (“Label
Mark”) is a flag on 1 byte telling whether this instruction is
the target of a branching instruction: when this is the case,

2)

3)

instruction, update them in order to point at the new
disassembled instruction.

Create the new pseudo-instruction. The following
cases are more specifically distinguished:

— INC and DECinstructions are replaced by their
ADDand SUB counterparts: during the reassem-
bly stage, the opposite transformation will be
applied (or not).

— If this is a JMP instruction: either its target
was already disassembled and we simply insert
a JMP instruction pointing at that instruction
(by creating a label), or the target has not been
disassembled yet and we insert a mei@P

— If the instruction is a conditional jump or a direct
call: if the target has been disassembled yet, add
it to the wait arrayFutureLabelTable . Then
insert the corresponding branching instruction
(pointing at the disassembled target, if it exists,
or at thex86 target instruction).

Finally, if this was aJMP instruction whose target
had not been disassembled yet, continue with this
target. If the target was already disassembled, or the
instruction is aRET, continue with an instruction
from FutureLabelTable (if any). Otherwise
continue with the next instruction.

the instruction can neither be deleted nor compressed withCode permutation is carried out, as we will see, using
instructions preceding it. The last 4 bytes contain a pointanconditional jumps (no “opaque predicates” or similacksi):
which has miscellaneous significations along the executiafuring the disassembly, thBMP instruction used to join two
during the disassembly, it contains the address of thealnitpermutated blocks is replaced byNOPinstruction and the



disassembly continues with the new block. Given that trstarting from the current instruction: if a compressionuwsg
pseudo-code is built in a linear way, its final shape will b2 makes a three instructions step-back and continues. This
that of the depermutated code. Similarly, inaccessibleecodllows to take into account any new reduction opportunity
that was inserted will never be disassembled. that might have appeared with an instruction created by
3) CompressionAfter disassembly and depermutation, théhe last reduction. For the sake of simplicity, instruction
generated pseudocode is compressed. This cancels the extist are deleted are simply replaced BYOP instructions.
sion effects of the previous generations, since the corsjnes In the end, the algorithm identifies all sequences of instruc
rules are exactly the inverse of the expansion rules. There tions that correspond to macro-instructiodSP(CALL_ *,

five kinds of rules: LINUX_SYSCALL+, LINUX_GETPARAMSSET WEIGHT
1) Instr -> Instr rules: and replaces them accordingly. Also note that, for a reduocti
« XOR Reg, -1 -> NOT Reg — of any type — to occur, no instruction, except the first one,
« SUB Reg, Ilm -> ADD Reg, -Imm shall be the target of a jump (fldg\).
« OR Reg, O -> NOP

The algorithm also allows to reduce sequences of operations
into a unique operation. For instand&d)D Reg, X / SUB
Reg, Y will be reduced intoADD Reg, (X - Y) : these

« AND Reg, Reg -> CMP Reg, O

2) Instr / Instr -> Instr rules: o ) _ ;
. PUSH Imm / POP Reg decomposmops are_cref';lted during the expansion. Finally,
> MOV Reg, Imm when aJcc instruction is replaced by dMP instruction,
« MOV Mem, Imm / PUSH Mem the following code is deleted\NORed) until reaching a label
-> PUSH Imm (instruction withLM = 1).

e« OP Mem, Imm / OP Mem, Imm2

> OP Mem, (Imm OP Imm2) Here is an example of compression (this code represents a

« NOT Reg / NEG Reg basic decryption routine):
-> ADD Reg, 1 .
. TEST X Y / 1=Jcc test esi, vall | nop '
> NOP ’ ’ mov [Mem], val2 | mov esi, (val2 + val3)
Jcc @xxx [ 1Jcc @Xxxx add - [Mem], val3 ! nep
® : push [Mem] | nop
-> JMP  @xxx pop esi | nop
. ... mov [MemZ], esi | mov  edi, esi
3) Instr / Instr / Instr -> Instr rules: aﬂgh [e'j;m;] | | ”?]I%
« MOV Mem, Reg / OP Mem, Reg2 / Eop edi | noS
Mov Reg, Mem -> OP Reg, Reg2 push val4 | mov ecx, val4
o ... pop [Mem3] | nop
4) Instr / Instr / Instr -> Instr / Instr rules: O ['Z'fxmf”[]'\v/leoms] |I ?}%F:)
« MOV Mem, Reg / TEST Mem, Reg2 / mov ebx,, val5 | mov ebx, val5 XOR val6
Jcc @xxx -> TEST Reg, Reg2 / Jcc @xxx xor ebx, valé | nop
o ... label: |
5) Macro-operations identification rules: push [e$i]0 [ mov  eax, [esi]
« PUSH eax / PUSH ecx / PUSH edx bop  oax LG
-> APICALL_BEGIN mov  [Memd], eax |==> xor eax, ebx
o POP edx / POP ecx / POP eax push [Mem4] | nop
-> APICALL_END pop [Memb5] | nop
e POP edx / POP ecx / POP ebx / POP eax xor [Memb5], ebx | nop
-> LINUX_GETPARAMS mov eax, [Mem5] | nop _
« CALL Mem / MOV Mem2, eax mov  [Mem6], eax | mov  [edi], eax
> CALL Mem / APICALL_STORE Mem2 push [Memg] | nop
« INT 80h pop [edi] | nop ‘
> LINUX SYSCALL not esi || add esi, 4
— neg esi nop
« INT 80h / MOV Mem, eax add esi, 3 | nop
-> LINUX_SYSCALL_STORE sub edi, 0 | nop
« PUSH Regl / MOV Regl, Imml / MOV Reg2, add edi, 4 [ add edi, 4
Imm2 / MOV Mem, Reg2 / POP Regl mov  [Mem10], 4 | sub ecx, 4
-> SET_WEIGHT Mem, Imm1, Regl, Reg2 agg [Mem[lhg], -110] |I nop
. . . al €ecCX, em no
Notation!=Jcc denotes “any opcode that is not a condi- mov [Mem11], ecx | Cnfp ecx, 0
tional jump” and the notatiohdcc denotes the inverse of the sub [Memll], 5 | jnz  label
last Jcc  (for instance, JA and JBE). Furthermore, some of ;:id gg’;mll]' 5 Il nggp

these rules might not be verified in the general case, but they

are in the case of MITAPHOR'’s code. 4) Variable reorganization:METAPHOR aims to mutate
The algorithm is simple. It compresses the code as muchatsthe semantic level (instructions expansion / compra}sio

possible. When it looks up the next instruction, it skips argnd at the code level (permutation) as well as at the code

NOPinstruction that is not the target of jump or a call (fladbehaviour level. We already mentionned previously thatasw

LMis set). As long as it did not reach the end of the codmutating the internal organization of the viral code. When

it tries to compress chunks of one, two or three instructiotise virus gains control, it allocates into memory a space of



(340000h + X) bytes, whereXis a random value between Thus the memory access profile is modified. This kind of
Oh and01F000h . This space is then organized into 5 sectiortsansformation isn’'t however taken to extremes. For instan

(see figure 5): the code often reads the contents of pseudo-instructians, a
« SectionCode contains the decryptexB6 code. in the following code excerpt (wheresi andedi contain
. SectionBuffers ~ contains the miscellaneous arrays angSéudo-instructions addresses):
buffers used by the virus. mov ecx, [esi+l] ; Get the value in ECX
« SectionData contains the virus global variables. ?dos’ :;X'5[es']
« Section Disasm contains thg disassembled code and ;4 eax, 7 . Get the register in EAX
then the result of the expansion of the permutated codemov [edi+1], eax ; Set the register
When creating the decryption routine, it will contain its MoV [edi+7], ecx ; Set the value
pseudocode as well as the reassembled code. This kind of access can be profiled, since the internal

« La sectionDisasm2 s first used as a buffer, then itg;ganization of an instruction does not mutate. Howelee
contains the result of the permutation of the compressgfintal Driller could have taken memory access profile muta-
pseudocode, and finally it contains the reassembled coggn to extremes by modifying this very internal organieati

of pseudo-instructions. Given the massive use of instosti

000000h accessing the contents of these pseudo-instructions,cimpa
Code would have been even stronger, even though the mutation of
080000h the organization of pseudo-instructions is quite limitedght
Bkt E0000h we add a few padding bytes to increase mutation possililitie
Data 900000h Let's note that, in this transformation’s implementation,
variables are aligned on 8 bytes boundaries so that theyean b
Disasm randomly positionned on any one of the first 4 bytes: finally,
only 4 bytes are used by a variable.
200000h 5) Permutation: Once the compression is over, the engine
_ permutates the code by splitting it into blocks of random
Disasm2 sizes, betweerOh and 1EOh. When doing the splitting, the
300000h following breaks are avoided:

o between & ALL instruction and the associate&ICALL
Fig. 5. METAPHOR’s memory organization (generation 0). STOREIinstruction;
« before aJMP or aRET instruction, to avoid two consec-

Before starting the mutation and replication process, sec- utive jumps; _ o
tions are randomly permutated and each section is shiftece before aJMPor aJcc instruction, in order for the com-

by a random value betweddh and 7FFFh. In the end, the pression process to correctly compress oy + JMP
maximum required size (into memory) i800000h + 5 or CMP/TEST + Jcc instructions.

* 7FFFh = 340000h . Thus, upon execution, ITAPHOR Once the code blocks have been computed and shuffled,
never has a uniqgue memory access profile. the new code is built (and its address saved into variable

The virus contains about 200 global variables, each of théBermutationResult ). A jump at the first code block is
variables being allocated 8 bytes inside thata section. inserted at the very beginning of the code and the code blocks
These variables are accessed by their offset in that sedionare linked with each other usingMP instructions, except in
register is specifically assigned, which isn’t modified dgri the following cases:
the virus execution, and which contains that section'sesklr , The target block directly follows the current block.

During generation, this base register isbp . Thus, to access , The block’s last instruction is an unconditional jump or
to the contents of variablinstructionTable , which is a return instruction.

at offset10h of the Data section, one uses: The final result shall look like:

mov eax, [ebp + 10h] jmp @blockl

Given that this registerepp) is strictly reserved to data @blockd:

access, it is sufficient to spot all instructions that useoit t © block

identify read and write accesses to a variable and to ligt- (ends with a ret)
these very variables. MetholdientifyVariables does . '
this job and replaces in each one of those instructions fsetof © block
by the index of the associated variable. Then the variabl& |ock3 """ ;
are shuffled: their organization inside tfi@ata section is =~ . '
thus completely modified. Then, during reassembly, when;  block
an instruction uses one of these variables, the instrugion ;- ;
updated to contain the new base register (initighp) and @éﬁgﬁkl@ blocka
the new offset of the referenced variable. jrmmemmneneee ;



block 1 ; * MOV Dest, "vl | Imm
— : AND Dest, vl | Imm
jmp @block2
] ] ) ) ~ * MOV Dest, vl

6) Expansion: The expansion stage consists in applying XOR Dest, v1 ~ Imm
the inverse rules from the compression stage. This method
. . * MOV Dest, Imm
is called on the virus compressed pseudocode and, later, on
the decryption routine’s code. . . . .

The first step consists in randomly modifying the used In addmon,deaq codeis _mserteql, with probability 1/16,
registers. A bijective transformation is applied, whiclkes gfter gagh expa}nston of an instruction of the compressed cod
into account the following requirements: (if this instruction’s opcode was &MR TEST, CALL or

. . APICALL_STORE a mereNOPis inserted):
« No register should of course be transformed=iaP. - E - 0o )
) N « Instructions that do nothing, like:
« The base register (initiallEBP) used to store th®ata MOV Reg, Reg
section’s address (see section 111-C4) should not be any ADD Reg, 0
of EAX ECXor EDX(which are used by system calls). AND Reg, -1

« The 8 bits register used by 8 bits operations in the code NOP

must be related to a general purpose regidér{ EBX . Tests that always fail, like:
ECXor EDX. CMP Reg, Reg / JNZ [RandomLabel]

Then, the expansion can start: it will update registers as, |jseless86 instructions:STC, CLC
well as accesses to the virus’ global variables. The expaissi

result is stored in variabl&xpansionResult . To control 7) ReassemblyThe last stage consists in assembling the

the size of expansion, a maximum level of recursivity is ﬁré%seudo-code into valid86 code. When several translations

chosen: it cannot be larger than 3. Then, for each instroctid'© possible, the algorithm chooses one at random. Alse} sho

we increment the recursivity level and we randomly trand2MPS and long jumps are randomly used (when a short jump

form it, by using the inverse compression rules. Intermtedia> possible), and j_umps at subs_equent addresses are shqred i
instructions which are generated are also transform&aP array J(;nzl?elocatlor}Tgble f r'].m order :10 bedup_dateddmf
instructions are ignored in the compressed code (to avoid end. terdcomp etloq N ht 'i stage, the code Is ready for
uncontrolled increase of size, after several generations) encryption and copy out in the host.

When an instruction is generated, which useteraporary )
memory addressthis memory address points at tidata D- Randomness techniques
section and should not have been allocated for the virusl) Pseudo-Random Numbers Generator (PRNG)ETA-
global variables nor by any previous instruction in the entr PHOR makes a heavy use of random numbers. It uses its own
expansion chain. ThéarMarksTable array is used to mark pseudo-random numbers generator, with two sesdedl
which addresses have been allocated. As for global vasablgndseed2 , which are initialized depending on the UNIX date
the allocated address is randomly aligned on one of the firsts} seed1 and on the code’s first bytes faeed2 . Then
bytes. However, this is different in the case of the decoypti a random value is generated using the following algorithm
routine since the memory has not been allocated yet (wifor X denotes right rotation b bits):
a call to malloc ): the space to be used by intermediate

. . . . Lr(]jt random () {

operations is then the data section that was allocatedeinsidseeq1 "= (seed2 + ror 13 (seedl + seed2));

the host file for the decryption operations. seed2 = (seedl + ror_17(seed2)) " (seedl + seed2);
return seedl + ror_17 (seedl ~ seed2);

When an instruction uses ammediate valuethis value }
is computationally decomposed into a sequence of opelsation.l_hough this may not be obvious at first sight, the second
that finally yield the expected immediate value. This expan- . . T
sion is managed by methodn. MakeComposedOPImm It seed is very weak, given furthermore that it is initialized
Uses o eratogrsADDy AND OR and XOR (?he SUB opera- depending on the code’s first bytes which have a low ran-

> 0P .  Op domness: thus we get, in the worst case, a cyclic generator
t_or IS randomly ggnerated when trapsformmg)Dmstruc- of 32 pseudo-random numbers (as soonseed2 reaches
tions). Here is for_lnstanc_e the algorithm used to generatevg]ueOXOOOOOOOO or valueOXFFFFEFFF). For a random
MOV Dest, Imm instruction:

seed2, a few tests allow to compute the PRNG's period

int v1 = random (), v2 = random (); about 40000, which is barely better that thiibc s gener-
choose randomly among: ator fandom () function), whose statistical properties are
* MOV Dest, vl particularly weak and whose period is in the order of 30000.
ADD Dest, Imm - vi Polymorphic viruses usually have their own pseudo-random
+ MOV Dest, vl & Imm generator, often of poor quality, which protects them astiea
OR Dest, (v2 & Imm) ~ (v1 & Imm)) | (v2 & Imm) from a heuristic alert due to a strong utilization of a system
. PRNG. Yet, some generators exist that are quite powerful and
* MOV Dest, (v2 & “v1) | Imm . . . . .
AND Dest, v1 | Imm have a small cost, but their use in polymorphic viruses is

scarce. Here are some of them:



« Linear Congruential Generato(LCG), of which the « Encryption of the viral code, or no encryption: initially,

following code is an implementation: the code is encrypted with probability 1/16.
unsigned int lcg_next (void) { « Encryption methodADDO XOR SUB: initially, all meth-
seed *= 1664525u; il i
seed += 1013904233u: ods hav_e the sa_lm(,e probability of bemg.choser_l.
return seed: « Decryption routine’s code: form of the instructions, ob-
} fuscation type, use of anti-heuristic methods, etc.

« Registers generaztardike Xorshift generators (the fol-  Given that the virus does not store any information in its
lowing example code comes from [Mar03]) and generdrost other than its code, it must still be able to update its

tors with linear feedback shift registers (LFSR): genetic material, from one generation to another. This isrerh
/= Galois’ LFSR, with taps 32 31 29 1 */ SET_WEIGHTmacro-instructions come into play: they're lo-
unsigned iint lfsrg_next (void) { cated on disassembly and, on reassembly, the “evolved” gene
static unsigned int seed = time (NULL); . y ! Ys g
int i is used.
for (i g 0:(i <d32: i+1ﬂ;)A /I shift 32 times Here is the algorithm used to update the genes (function
seed = (seed >> ; :
((signed int)(seed & 1) & 0xd0000001U): CheckForBooIeanWelgh_t _ ). We naotice that the genes val-
return seed: ues cannot exceed a minimal and a maximal threshold (thus
P , _ _ the associated probability never reaches 1 or 0).
unsigned int xorshift128_next (void) {
/ = initialization with random values */ /%
static unsigned int Returns 1 or 0, depending on the gene’s contents.
x = 123456789, y = 362436069, */
z = 521288629, w = 88675123; int_query_gene (int gene) {
unsigned int t; int val = get_gene (gene);
t=x" (x << 11);
X=VY,y=2z2=W, if ((random () & OxFF) >= val) {
return w = (w ~ (w >> 19)) ~ (t © (t >> 8)); /I return 1 and increase propension to 1
} do {
N . . . . /I minimal threshold reached?
2) Genetic tephnlques:METAPH_OR com.blr?es genetic if (val < 0x08) return 1;
characteristics to its generator. Here is the principles Vihus if ((random () & OXOF) > 0)
contains some sort of genetic material which will have a Il increase propension to 1:

tendency to favour some behaviours rather than others. On } Whif:t((grzggogegea"OXVC?FI)); == 0);

each replication, this genetic material is updated with albm Il repeat with probability 1/16

random variation from the preceding material. return 1;

For instance, a gene contains the current propension of th(l: %'(S)e{{
virus to encrypt its code or not: the virus initially encrgpt /I'maximal threshold reached?
its code with probability 1/16. Depending on its deCISI(.jT.E.t :I E‘(’gngomogsé 39;8::’; o 0
gene will be altered in favour or in disfavour of encryptidn: Il increase propension to 0
the virus encrypts its body, it will have next time a higheslpr set_gene (gene, ++ val);

ability to encrypt again its body, and conversely. Thusradte ~ } While ((random () & OxOF) == 0);
. . . . /I repeat with probability 1/16

few generations, either the code will have a strong propensi ¢y o

to encryption, or a strong propension to absence of enaypti  }

The propension strengh is related to the survival time (and}t

a strong propension to encryption, this means that mosteof thfer to M. Ludwig’s books [Lud95], [Lud93].
previous generations chose encryption and survived: #is i

kind of an implementation of natural selection, where \ésis )

are preys and antiviruses are predators. Thus, let's irsagly Detection ofMETAPHOR

that the antivirus easily detects encrypted replicatiohthe Analysis of METAPHOR comes to an end. As we saw,
virus (using statistical entropy analysis for instance) bot several advanced techniques of polymorphism and of anti-
unencrypted replications. In this case, encrypted refiina emulation / anti-heuristic protection are implementedhis t
will be detected before being able to replicate and increagieus. Nevertheless they're not taken to their extremesthnd
their propension to encryption, and in the end, most of thkis mutation model is still detectable, mainly becausehef t
survivors will come from unencrypted ancestors, with a higiollowing “weaknesses”:

propension to no encryption. « The viral code’s encryption can always be identified by a
METAPHOR contains a genetic material of 24 genes. In  statistical analysis of the code [Fil07]. Indeed, a program
other words, 24 of its choices depend on its genetic history usually has a predefined entropy profile, which shows
and its survival abilities. These genes are used for instanc  fey variations when comparing miscellaneous executable
for: files. Encrypted data, however, have a specific entropy

« Number of files to infect: initially, only 50% are infected. profile which is much more uniform, depending on the

« Choice of the method of infection: position of the viral underlying encryption system, and thus is characteristic
code, EPO type, type of the system calls, etc. of an encrypted content. Same goes for compressed data.



Any antivirus using this kind of analysis will most likely it also enables malwares to use more and more complex
consider as suspect a program that contains a lot of en- techniques, without having to worry about their cost.
crypted content. However, several legitimate application  And this is all the more true as, as we told previously,
use encrypted data, for the purpose of intellectual prop- antiviruses will always be limited in time and CPU cost,
erty protection. This is the case of “packed” applications unlike malwares.
(even though malware also uses packers on a regulaplso, it should be noted that the state of the art of current
basis), and this is also the case of Skype for instance metamorphic techniques (with viral protection purpose) is
« When the virus is executed, it compresses its code intot representative of the threat they represent. Someirativ
a form that is roughly the same from one generatiogxperts sweep blatantly away — recently again [She07] — this
to another, by conception: BYAPHOR is therefore threat on the pretext that it never actually proved itsetfept
vulnerable to any form analysis that monitors memory. Agr proving its own uselessness. And as a matter of fact, the
we might have expected, this weakness can be correctgstory of metamorphic viruses tends to corroborate thisret
to some extent, using miscellaneous techniques that are few of them, most of which are poorly accomplished and
preferably not described here but easy to find out. Anothesintain critical flaws (bugs or conception flaws which make
weakness is also the immutability of FJAPHOR’s detection easy). In the same time, development of rootkit-te
mutation grammar. nigues draws away attention. Yet, both threats are reah wit
« METAPHOR’s mutation grammar is globally simple andiifferent maturities, but none of them should be overlooked
does not use any sophisticated obfuscation tricks — thEsen though the second one is mostly implemented in worms,
is by conception given that the virus wants to be abl@hich currently represent the most important infectiousai,
to revert effects of mutation. In other words, using morgnd even though it is more technical than the first one, and
advanced obfuscation techniques, possibly along with tius within the means of more hackers.
addition of metadata into the code (as is the case withAll in all, if virus writers were a bit less “in a hurry”
MissLEXOTAN — see section 1I-C), would lead to a virusand refined their techniques, the antiviral community cdadd
which would be much harder to detect (speaking of itguickly overtaken. An advanced use of syntactic and funetio
mere detectability as well as of the complexity of itpolymorphism techniques, combined with advanced stealth

detectability). techniques, would theoretically make the complexity of the
» Except during decryption, MTAPHOR does not protect detection problem prohibitive or even undecidable [Fil07]
itself from behaviour analysis. (POC virus PBMOT).

E. Filiol studies into more details some aspects af -
PHOR in [Fil07], from a theoretical point of view, and most
notably regarding the detection barrier on whicEMPHOR  [Ayc06] John Aycock.Computer Viruses and MalwareSpringer, 2006.

. S e T . [BFO7] Philippe Beaucamps arigtic Filiol. On the possibility of practically
sits astride: if it mostly inclines towards detectabilisgome obfuscating programs — towards a unified perspective of poolection.

modifications would be sufficient to have it incline towards  Journal in Computer Virology3(1), April 2007.
the other side (see the POC virus PBMOT). To sum uf-0h84] Fred Cohen. Computer viruses - theory and expetsnei984.

. . . . Filo4] Eric Filiol. Strong cryptography armoured computer vimsigerbid-
METAPHOR is a hlghly advanced virus, which could be reall ding code analysis: the BADLEY virus. In Proceedings of the 14th

dangerous with a few improvements (PBMOT certainly iS  EICAR conferenceMay 2004.
the most appropriate pI’OOf). Other advances, as on the fiédps] Eric Filiol. Computer viruses: from theory to applicationSpringer

. . . . Verlag, 2005.
of functional polymorphlsm, would also gie metamorphlﬁ:"m] Eric Filiol. Advanced viral techniquesSpringer Verlag France, 2007.

viruses more sophisticated means of defence againstidetect  An english translation is pending, due mid 2007.
[Kha07] Kharn. Exploring RDA..aware eZing1, January 2007.
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