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Abstract

In reinforcement learning, an agent collects
information interacting with an environment
and uses it to derive a behavior. This pa-
per focuses on efficient sampling; that is,
the problem of choosing the interaction sam-
ples so that the corresponding behavior tends
quickly to the optimal behavior. Our main
result is a sensitivity analysis relating the
choice of sampling any state-action pair to the
decrease of an error bound on the optimal so-
lution. We derive two new model-based al-
gorithms. Simulations demonstrate a quicker
convergence (in the sense of the number of
samples) of the value function to the real op-
timal value function.

Introduction

In reinforcement learning, an agent collects information
interacting with an environment and uses it to derive
a behavior. This paper focuses on efficient sampling;
that is, the problem of choosing the interaction sam-
ples so that the corresponding behavior tends quickly to
the optimal behavior. The problem we consider here is
different from the well-known exploration-exploitation
dilemma (Kumar, 1985), in which an agent wants to
collect informationwhile optimizing its interaction. In
this paper we consider the case where the agent wants to
find the samples that will allow it to tend to the optimal
behavior with fewer samples,whilenot caring about its
exploration performance.

A typical setting where the present work might be use-
ful is when the agent has apracticeepoch at its disposal
when its performance does not matter. For instance, it
might be a computer game player which is practicing
before a competition like the famous Back-Gammon
TD-player (Tesauro, 1995), or a robot which learns in
a non-harmful environment (e.g. on Earth) before ac-

tually going to a similar risky environment (e.g. on
Mars) (Bernsteinet al., 2001). Another case where per-
formance during training is irrelevant isneurodynamic
programming(Bertsekas and Tsitsiklis, 1996), where
reinforcement learning methods are used to solve very
large MDPs in simulation. Tackling this sampling issue
is all the more relevant when sampling has a high cost
(in the robot example, interacting with the world costs a
lot of time and energy). In all these problems, we want
the computed behavior to tend to the optimal behavior
quickly with the number of samples.

Our approach is the following: we first derive a con-
fidence bound on the optimal value function, then we
make a sensitivity analysis relating the choice of sam-
pling any state-action pair to the tightening of this confi-
dence bound. Our main result is Theorem 3, where we
actually predict how sampling in a given state-action
pair will tighten the confidence bound. With such an
analysis, an agent can, step after step, choose to sample
the state-action pair that will tighten its confidence on
its behavior quality the most. Going even further, sec-
tion 5 introduces an Error MDP, whose optimal policy
corresponds to the best sampling strategy for tightening
the confidence boundin the long-term.

Most work in reinforcement learning sampling analysis
(Bertsekas and Tsitsiklis, 1996; Even-Daret al., 2003;
Kearns and Koller, 1999; Kearns and Singh, 1998) rely
on the maximumL∞ norm. Though sufficient for many
convergence results,L∞ bounds are often disappoint-
ing as they don’t give a precise picture of where and
why the approximation is bad. In this paper, we pro-
vide a confidence bound with respect to theL1 norm.
Such a bound allows us to have a more precise insight
of whereandhow muchin the state-action space, sam-
pling error on the parameters R and T incur a global
cost on the value function.

The paper is organized as follows. Section 1 presents
the core of reinforcement learning: we briefly present
the theory of optimal control with Markov decision pro-
cesses (MDPs) and the certainty equivalence method



for reinforcement learning. Section 2 reviews recent re-
sults for analyzing approximations in the MDP frame-
work. In section 3, we apply this analysis to the rein-
forcement learning problem and prove the key theorem
of this paper: Theorem 3 shows how to estimate the
effect of sampling a particular state-action pair on the
approximation error. Section 4 then describes two new
algorithms that are based on this key theorem. Section
5 illustrates experimentally and discusses the results of
these algorithms. Finally, section 6 provides a discus-
sion of the related literature.

1 The model

Markov Decision processes (MDP) (Puterman, 1994)
provide the theoretical foundations of challenging prob-
lems to researchers in artificial intelligence and opera-
tion research. These problems include optimal control
and reinforcement learning (Sutton and Barto, 1998).

A Markov Decision Process is a controlled stochastic
process satisfying the Markov property with rewards
(numerical values) assigned to state-action pairs. For-
mally, an MDPM is a four-tuple〈S, A, T, R〉 whereS

is the state space,A is the action space,T is the tran-
sition function andR is the reward function.T is the
state-transition probability distribution conditioned by
the action; for all state-action pairs(s, a) and possible

subsequent statess′: T (s, a, s′)
def
= IP(st+1 = s′|st =

s, at = a). R(s, a) ∈ IR is the random variable which
corresponds to the instantaneous reward for taking ac-
tion a ∈ A in stateS. We assume throughout this pa-
per thatR is bounded. Then, without loss of general-
ity, we also assume that it is contained in the interval
(0, Rmax).

Given an MDP 〈S, A, T, R〉, the optimal con-
trol problem consists in finding a sequence of
actions (a0, a1, a2, ...) that maximises the ex-
pected long-term discounted sum of rewards:
IE [
∑∞

t=0 γtR(st, at)| s0 = s, at] where the ex-
pectation is over the runs of the Markov chain induced
by (a0, a1, a2, ...), and γ ∈ (0, 1) is a discount
factor. A well-known fundamental result is that an
optimal sequence of actions can be derived from a
deterministic functionπ : S → A, called policy,
which prescribes which action to take in every state.
The value function of a policyπ at states is the
expected long-term discounted amount of rewards

if one follows policy π from state s: V π(s)
def
=

IE [
∑∞

t=0 γtR(st, at)| s0 = s, at = π(st)] where
the expectation is over the runs of the Markov chain

induced byπ, and satisfies for all statess: V π(s)
def
=

IE[R(s, π(s))] + γ
∑

s′ T (s, π(s), s′)V π(s′).
The Q-function of a policy π for state-action
pair (s, a) is the expected long-term discounted

amount of rewards if one does actiona from state
s and then follows the policyπ: Qπ(s, a)

def
=

IE

[

∑∞
t=0 γtR(st, at)| s0 = s, at =

{

a if t = 0
π(st) else

]

and satisfies: Qπ(s, a)
def
= IE[R(s, a)] +

γ
∑

s′ T (s, a, s′)V π(s′).

Given these notations, the optimal control problem
amounts to finding an optimal policyπ∗ whose value
V ∗, called the optimal value function, is the greatest
for all states: ∀s ∈ S, V ∗(s) = maxπ V π(s).
Such an optimal policy exists and its value func-
tion V ∗, is the unique fixed point a contrac-
tion mapping, so that for all statess: V ∗(s) =
maxa (IE[R(s, a)] + γ

∑

s′ T (s, a, s′)V ∗(s′)) . The

corresponding optimal Q-functionQ∗(s, a)
def
=

IE[R(s, a)] + γ
∑

s′ T (s, a, s′)V ∗(s′) is partic-
ularly interesting as it enables us to derive a
deterministic optimal policy π∗(s) as follows:
π∗(s) = arg maxa Q∗(s, a). A standard algorithm for
solving optimal control is Policy Iteration (Puterman,
1994) which converges to the optimal solution in a
finite number of iterations.

The reinforcement learning problem is a variant of
optimal control where the MDP parameters (R and
T ) are initially unknown, and therefore must be esti-
mated through sample experiments (Sutton and Barto,
1998). While optimal control only involves planning,
reinforcement learning involves both learning (estima-
tion of the parameters) and planning and is therefore
a slightly more difficult problem. A standard and nat-
ural solution to this problem, known as the certainty
equivalence method (Kumar and Varaiya, 1986), con-
sists in estimating the unknown parametersR andT ,
and then deriving a policy from these estimates. Let
#(s, a) be the number of times one has taken actiona

in states. Let #(s, a, s′) be the number of times one
arrived in states′ after having taken actiona in state
s. Let ΣR(s, a) be the cumulative amount of rewards
received when taking actiona in states. The idea of
the certainty equivalence method is to solve the MDP
M̂ = 〈S, A, T̂ , R̂〉 where

R̂(s, a)
def
=

ΣR(s, a)

#(s, a)
andT̂ (s, a, s′)

def
=

#(s, a, s′)

#(s, a)
.

(1)
are the maximum-likelihood estimates ofR andT . Af-
ter a finite number of samples, choosing the optimal
policy given this empirical model is clearly an approx-
imation. The next sections provide an explicit analysis
of this approximation.

2 The approximation error

In this section, we review some recent general results
about approximation in MDPs. We will apply them to



the reinforcement learning case in the next section.

Recall that, in the discounted optimal control problem,
we want to find the optimal value functionV ∗ which
satisfies for all statess: V ∗(s) = maxa [BaV ∗] (s)
whereBa, often referred to as the Bellman operator,
returns for any real-valued functionW on S, and any

actiona, a new real-valued function ofs: [BaW ](s)
def
=

IE[R(s, a)]+γ
∑

s′ T (s, a, s′)W (s′). Consider that, in-
stead of using this Bellman operatorBa, we use a
slightly different Bellman operator̂Ba, which for any
real-valued functionW onS, and any actiona, returns

the following function ofs : [B̂aW ](s)
def
= R̂(s, a) +

γ
∑

s′ T̂ (s, a, s′)W (s′). We shall callB̂a the approxi-
mate Bellman operator as it is based on some approx-
imate parameterŝR and T̂ . For any policyπ, let V̂ π

be the value of the policy based on these approximate
parameters. Similarly, let̂V ∗ be the corresponding op-
timal value function and̂π∗ the corresponding optimal
policy. In the remaining of this section, we show how
to analyze the error due to usinĝBa instead ofBa.

Supposee(s, a) is an upper bound of the error if using
the approximate parameters to operate on the real op-

timal value functionV ∗:
∣

∣

∣
[BaV ∗] (s)− [B̂aV ∗](s)

∣

∣

∣
≤

e(s, a). As e measures how much error applying once
the approximate Bellman operator will incur, we call
it the 1-step error. Though in practice, the 1-step er-
ror might be difficult to estimate as it depends on un-
known quantities (Ba andV ∗), next section will show
how to estimate it in the reinforcement learning case.
Let 1I be the indicatrice function. For any transition
functionT̃ and any policyπ, let IT̃ ,π be the discounted
sum of occupations of the dynamical system whose dy-
namics is characterized bỹT andπ; IT̃ ,π is the solu-
tion of a linear system of size|S|: ∀s ∈ S, IT̃ ,π(s) =

1 + γ
∑

s′ T̃ (s′, π(s′), s)IT̃ ,π(s′). The following theo-
rem (Munos and Moore, 2000) allows to compute the
approximation error:

Theorem 1
1) Given a policyπ, if Eπ(s) satisfies for all statess,

Eπ(s) = e(s, π(s)) + γ
∑

s′ T̂ (s, π(s), s′)Eπ(s′) then
for all statess, |V π(s)− V̂ π(s)| ≤ Eπ(s).
2) If E∗(s) satisfies for all statess, E∗(s) =

maxa e(s, a) + γ maxa

(

∑

s′ T̂ (s, a, s′)E∗(s′)
)

then

for all statess, |V ∗(s)− V̂ ∗(s)| ≤ E∗(s).
3) We can quantify the relation between the 1-step error
e and these approximation error bounds:
∂‖Eπ‖1

∂e(s,a) = 1I{a=π(s)}IT̂ ,π(s) and ∂‖E∗‖1

∂e(s,a) =

1I{a=πe(s)}IT̂ ,πE∗
(s) whereπe(s)

def
= arg maxa e(s, a)

and πE∗(s)
def
= arg maxa

(

∑

s′ T̂ (s, a, s′).E∗(s′)
)

are the policies that incur the worst errors in the equa-
tion characterizingE∗.

Note that, in contrast to the optimal value functionV ∗

which depends upon the real transition functionT , the
approximation errorsEπ andE∗ depend upon the es-
timate transition function̂T . These approximation er-
rors can thus be easily computed. Indeed, the theorem
we have just described can be practically exploited in
the following manner. Givene(s, a) for all state-action
pairs(s, a) (we show in the next section how to derive
such a quantity), the error policyπe = arg maxa e(s, a)
can be derived in a straightforward way. Then the ap-
proximation errorE∗, and the policyπE can be com-
puted with an algorithm similar to Policy Iteration (see
algorithm 1). By using the triangle inequality, it is also

Algorithm 1 Error
Input: a state spaceS, an action spaceA, an approxi-

mateT̂ , an upper bound on the one-step errore, the
policy πe, and a discount factorγ

Output: the approximation error E and the policyπE

Initialize πE arbitrarily
repeat

1. Find the solution(E(s1), E(s2), ...) of the lin-
ear system which satisfies for all statess:
E(s) = e(s, πe(s)) + γ

∑

s′∈S

T̂ (s, πE(s), s′)E(s′)

2. Update the policyπE for all states s:

πE(s)← arg max
a∈A

(

∑

s′∈S

T̂ (s, a, s′)E(s′)

)

until convergence

easy to derive a bound on the distance between thereal
value of the optimal policyπ∗ and thereal value of the
optimal policyπ̂∗ derived from the approximate model:

‖V ∗−V π̂∗‖1 ≤ ‖V ∗− V̂ ∗‖1 +‖V̂ ∗−V π̂∗‖1 ≤ ‖E‖1
(2)

with E
def
= E∗+Eπ∗

, and to relate it to the 1-step error:

∂‖E‖1
∂e(s, a)

= 1I{a=πE∗ (s)}IT̂ ,πE∗
(s)+1I{a=π̂∗(s)}IT̂ ,π̂∗(s).

(3)

3 The sampling error

The analysis of the previous section shows how to com-
pute an error bound while using the optimal policy of
the approximate model given the 1-step errore. In this
section, we provide two key theorems that link the ap-
proximation analysis and reinforcement learning. The
proofs are deferred to the appendix.

Our first important result shows how to relate the 1-step
errore to the amount of sampling#(s, a) in each state-
action(s, a):

Theorem 2
Fix δ > 0. Then with probability at least1 − δ, for all



state-action pairs(s, a):

∣

∣

∣
[BaV ∗] (s)− [B̂aV ∗](s)

∣

∣

∣
≤ λµ
√

#(s, a)

where λ
def
= Rmax

(

1 + γ|S|
1−γ

)

and µ
def
=

√

1
2 log 2|S||A|(|S|+1)

δ
are two constant numbers.

As a corollary, if we sete(s, a)
def
= λµ√

#(s,a)
, and if we

deriveE as described in previous section (see Equation
2), we obtain that‖V ∗−V π̂∗‖1 ≤ ‖E‖1 with probabil-
ity at least1−δ. In other words, this analysis provides a
confidence bound on the quality of the policy given the
number of samples#(s, a) in every state-action pair.

Because in the analysis so far, we have considered the
L1 norm instead of the usualL∞ norm, we can pre-
dict the effect of sampling on the error boundsE∗ ≥
|V ∗ − V̂ ∗| and E ≥ |V ∗ − V π̂∗ | we introduced in
the previous section (Theorem 1 and Equation 2). Sup-
pose the agent is about to sample some state-action pair
(s, a). Before it does so, the agent has upper bounds
of the error‖E∗‖1 and ‖E‖1 which hold with high
probability. After the agent has actually sampled, it
might compute new error bounds‖E′∗‖1 and‖E′‖1.

Let ∆‖E∗‖1 def
= ‖E′∗‖1 − ‖E∗‖1 and ∆‖E‖1 def

=
‖E′‖1 − ‖E‖1 be the variations of these error bounds
when sampling some state-action pair. Let us also de-

fine the functionf(k)
def
= 1√

k+1
− 1√

k
. We can predict

the evolution of the error bounds without actually hav-
ing to compute them for all state-action pairs:

Theorem 3
Fix δ > 0. Then with probability at least1 − δ, sam-
pling actiona in states will affect the error bounds as
follows:

∆‖E∗‖1 = S∗(s, a) + o (f(#(s, a)))

∆‖E‖1 = S(s, a) + o (f(#(s, a)))

with

S∗(s, a)
def
= λµ1I{a=πe(s)}IT̂ ,π∗

E
(s)|f(#(s, a))| (4)

S(s, a)
def
= λµ

(

1I{a=πe(s)}IT̂ ,π∗

E
(s)+ (5)

1I{a=π̂∗(s)}.IT̂ ,π̂∗(s)
)

|f(#(s, a))|

As f is quickly decreasing to0 (f(k) ∼ k− 3
2 when

k → ∞), the o(.) term is more and more negligible
as the number of samples grows. This fundamental re-
sult prescribes to sample the state-action pair(s, a) for
which the scoresS(s, a) or S∗(s, a) are the biggest.
We show how to practically exploit this information
through two algorithms in the next section.

4 Two sampling algorithms

This section provides two new algorithms for efficient
sampling in reinforcement learning that are based on
the analysis of the previous sections. We consider two
cases, the off-line case and the online case. In the off-
line case, the agent can sample any action from any
state whenever it wants to. The on-line case is a bit
more tricky: at any time, the agent is in one state, it
chooses an action and then gets to a new state and can
only sample from this new state; the on-line case is in
other words constrained by the real interaction dynam-
ics.

The off-line case algorithm (see algorithm 2) is rather
straight-forward. It can be used with any of the two

Algorithm 2 Off-line sampling

Input: a state space S, an action space A and a discount
factorγ

Output: an approximate value functionV , a policyπ,
and a confidence boundE
Initializations: R̂(s, a) ← 0, T̂ (s, a, s′) = 0,
e(s, a)← +∞, πe arbitrary.
repeat

(V̂ , π̂)← SolveMDP(〈S, A, T̂ , R̂〉, γ).
(E, πE)← Error(S, A, T̂ , e, πe, γ).
Compute one of the score functionsS(s, a) for all
(s, a) (Equation 4 or 5).
Sample the state-action pair(s, a) that maximizes
S(s, a).
Update the parameterŝR(s, a) andT̂ (s, a, .) given
the observed result of sampling (Equation 1).
Update the error parameterse(s, a) andπe(s, a).

until stopped

score functionS∗ andS defined just after Theorem 3.
At each iteration, the agent computes the approximate
value function, derives the corresponding error bound,
estimates the effect of sampling (this involves 2 linear
systems inversions forS∗ and 4 forS), and samples the
state-action pair that will decrease the approximation
error bound the most.

In the on-line case, one wants the agent to take a se-
quence of actions that minimizes the approximation er-
ror in the long-term. Indeed, the agent needs not only
choose the best current sample, it must also plan to go
to regions of the state space where sampling is use-
ful. To do so, we introduce an Error MDPMS =
〈S, A, T̂ ,S〉, whose optimal policy maximizes the long-
term decrease of error (see algorithm 3). Here we con-
sider the scoreS but our arguments are similar forS∗.
If the agent follows the optimal policy of this Error
MDP, it should expect to maximize the discounted sum
of error decreases

∑∞
t=0 γtS(st, at). As every new

sample might change the scoreS, the Error MDP must



Algorithm 3 On-line sampling

Input: a state space S, an action space A, a starting
states, and a discount factorγ

Output: an approximate value functionV , a policyπ,
and a confidence boundE
Initializations: R̂(s, a) ← 0, T̂ (s, a, s′) = 0,
e(s, a)← +∞, πe arbitrary.
repeat

(V̂ , π̂)← SolveMDP(〈S, A, T̂ , R̂〉, γ).
(E, πE)← Error(S, A, T̂ , e, πe, γ).
Compute one of the score functionsS(s, a) for all
(s, a) (Equation 4 and 5).
(., πexplore)← SolveMDP(〈S, A, T̂ ,S〉, γ).
Execute the action:a← πexplore(s).
Update the current states, and the parameters
R̂(s, a) andT̂ (s, a, .) (Equation 1).
Update the error parameterse(s, a) andπe(s, a).

until stopped

in theory be solved at each time step. The choice of
one action (which thus involves solving an MDP) might
look like a heavy computation. Nevertheless, it is easy
to see that after sampling actiona in states, any score
S will at most vary by2λµ

1−γ
f(#(s, a)). Let V S

t denote

the optimal value function of the Error MDPMS at
time t, then‖V S

t+1 − V S
t ‖∞ ≤ 2λµ

(1−γ)2 f(#(s, a)). In

other words, while time goes, the variation ofV S
t gets

smaller and smaller. This suggests that starting the res-
olution ofMS at timet + 1 with its solution at timet
will speed up the process. We study the practical effi-
ciency of these algorithms in the next section.

5 Experiments

We have experimented our two algorithms, each with
the two possible score criteriaS∗ andS, and compared
them to two standard sampling approaches: 1) Random
Sampling: At any iteration, one chooses an actiona

uniformly at random inA (in the offline case, one also
choosess uniformly at random). 2) Exhaustive Sam-
pling: At any iteration, one chooses the actiona (in the
offline case, the state-action pair(s, a)) that has been
experienced the less.

We considered two classes of problems: 1) Random
Grid MDPs: We created a set of random5 × 5 grid
MDPs, with4 actions, where transitions are local: the
next-state distribution from the state of coordinates
(x, y) on the grid only includes the states{(x ± 1, y ±
1)}. 2) Howard’s Automobile Replacement problem:
We consider this 40-state 41-action MDP as it is de-
fined in (Howard, 1960), because it often stands for a
test-bed in the optimization literature.

In all experiments, we set the discount factorγ to 0.99

and we randomly chose a starting state. We measured,
sample after sample, the efficiency of the 4 different
exploration strategies by computing 1) thereal relative
distance between the real optimal value function and

the approximate optimal functionC∗ def
= ‖V ∗−V̂ ‖1

‖V ∗‖1
and

2) the real relative distance between the real optimal
value function and the real value of the approximate

optimal policyC
def
= ‖V ∗−V π̂∗‖1

‖V ∗‖1
. Recall that‖E∗‖1

(resp. ‖E‖1) constitutes an upper bound of‖V ∗‖1C∗

(resp. ‖V ∗‖1C), and that using scoreS∗ (resp. S) is
aimed at reducing‖E∗‖1 (resp.‖E‖1). In figure 1 and
2, we display a typical performance evolution ofC∗

andC for the offline and the online cases; this gives 4
sub-figures by problem. We show the performance evo-
lution for the 4 different exploration strategies: using
scoreS∗, using scoreS, exhaustive sampling, random
sampling; this thus gives 4 curves. For each curve, we
ran the simulations 20 times and display the median and
the ranges (after having removed the 4 worst and best
values). For all these curves, the quicker they go to0
the better.

A first glance at figures 1 and 2 leads to the following
general observation: the scoreS is better thanS∗ for
decreasingC and C∗. This is somehow surprising, as
S was designed to minimizeC while S∗ was designed
to minimizeC∗; indeed, one would have expected that
usingS∗ would be more efficient for decreasingC∗.
We think that the reason why this effect stands is re-
lated to the fact that the scoreS depends upon the cur-
rent approximate optimal policŷπ∗ whereasS∗ does
not (compare definitions ofS andS∗ in Theorem 3).
Thus, the current knowledge of the approximate opti-
mal policyπ̂∗ tends to favour sampling along the state-
action pairs which belong tôπ∗, and therefore can be
seen as a heuristic that accelerates the convergence.

Then, our main experimental result is the following:
our algorithms with scoreS lead to a clear quicker
decrease ofC∗ than both standard approaches for all
problems (see figures 1-a, 1-b, 2-a, 2-b). If we con-
sider the error measureC, our algorithms lead to a
clear improvement in all cases except figure 2-b’ where
there does not seem to be a significant improvement,
although there is actually one (figures 2-b and 2-b’ cor-
respond to two measures of the same experiments and
the improvement is clear forC∗ in figure 2-b.).

More general observations can be derived from all the
experiments we have run and whose results are not
shown in this paper. The convergence acceleration is
always smoother and easier to notice for the relative
distance between the approximate value function and
the real optimal value function (C∗) than for the relative
distance between the real value of the approximate opti-
mal policyπ̂∗ and the optimal value (C). The reason for
C to show less clear improvement is probably related
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Figure 1: Error measure evolution for Random Grid
MDP simulations: a (resp. a’) showsC∗ (resp.C) for
the off-line algorithm; b (resp. b’) showsC∗ (resp.C)
for the on-line algorithm.
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Figure 2: Error measure evolution for Howard’s auto-
mobile replacement problem simulations: a (resp. a’)
showsC∗ (resp.C) for the off-line algorithm; b (resp.
b’) showsC∗ (resp.C) for the on-line algorithm.



to its more general complex shape:C only changes by
discontinuous jumps each time a new sample leads to a
change of the approximate policŷπ∗. Another general
observation is that the efficiency for decreasingC∗ by
our algorithms with scoreS is usually more striking for
theon-linereinforcement learning problem than for the
off-linecase (compare for instance 2-a and 2-b). This is
particularly interesting, as it is likely that problems for
which samples have a high cost are alsoon-lineprob-
lems.

6 Discussion

We showed through simulations in the previous section
that our algorithms can in practice speed-up the con-
vergemce towards the optimal value function and the
optimal policy. We here discuss our contributions to
the literature.

This work can be seen as an extension of theL1 norm
error analysis of (Munos and Moore, 2000) referred to
in this paper as Theorem 1, to the reinforcement learn-
ing problem. A key issue in such an approach is to es-
timate in a sound way the 1-step error which depends
upon unknown parameters (Ba andV ∗). The work we
have presented in this paper shows that, for the rein-
forcement learning problem, standard tools of the sta-
tistical theory allow us to derive an upper bound of this
1-step error which is true with high probability, and we
can consequently exploit the strength of theL1 norm er-
ror analysis as explained in (Munos and Moore, 2000).

The idea of optimizing the choices of samples based
on a gradient descent of the error on the value func-
tion was also suggested in (Munos, 2001). However the
approach of the author for analyzing the error is quite
different; from our viewpoint, the most important dif-
ference is that the author does not provide any confi-
dence bounds on the approximate policy value, or even
on the approximate value, which might be crucial in
practice for deciding when it is reasonable to stop sam-
pling. Furthermore, the author does not provide any
specific algorithm for the reinforcement learning prob-
lem nor does show any empirical evaluation. If given a
gradient analysis of the error given the sampling, the al-
gorithm for sampling in the off-line case can be derived
in a rather straight-forward way, the on-line case algo-
rithm, which shows the most interesting improvements
in our simulations, and the very idea of introducing an
Error MDP, are completely new contributions.

A closely related work is (Even-Daret al., 2003), where
the exploration-exploitation dilemma is tackled with
confidence bounds on the Q-values and an action elimi-
nation procedure which progressively restricts the set of
possible actions to sample in each state. Using such an
action elimination procedure (and even though their al-

gorithm samples uniformly in the actions that have not
been eliminated yet), the authors show that an eventual
non uniform sampling strategy is better than the ran-
dom sampling strategy. As we also derive confidence
bounds on the policy, we could have incorporated an
action elimination procedure in our algorithm. We de-
cided not to do so. Indeed, our simulations show that
just our gradient-based approach can be efficient for re-
ducing the number of samples. A natural subsequent
work will evaluate the combination of action elimina-
tion with our gradient approach in the minimization
of sampling we considered in our paper, and in the
exploration-exploitation dilemma.

From a computational viewpoint, our algorithms (espe-
cially the on-line algorithm) require, for choosing every
next sample, to solve a couple of MDPs and to invert
a couple of linear systems. We already argued that it
would be, in practice, quite efficient to use the solu-
tions of the Error MDP at timet, as a starting point for
finding the solutions at timet + 1. Considering this
complexity, we would like to stress here the fact that
there is a potential leverage on what we might call a
complexity-quality trade-off. Because all the computa-
tions we consider (for the MDPs as for the linear system
inversions) are contraction mapping fixed points, it is
straightforward to imagine variations of these compu-
tations, where one just applies a small number of (pos-
sibly asynchronous) back-ups of the contraction oper-
ators and use the corresponding approximate solutions
for choosing the samples. This leverage principle for
contraction mapping was used many times in the re-
inforcement learning literature (for instance, one can
think of the DYNA architecture (Sutton, 1991) as an
asynchronous version of the natural certainty equiva-
lence method introduced in section 2). Here again for
the current paper, we decided not to over-complexify
the analysis with such details so that the theoretical jus-
tifications of our algorithms remain clear, and also so
that we could analyze the very process of doing sam-
pling based on a sensitivity analysis without perturbing
it with some other approximation issues.

Conclusion

In this paper, we provided a sensitivity analysis and two
new algorithms which enable us to reduce the amount
of sampling in reinforcement learning. Simulations
show that our algorithms provide a quicker convergence
(in the sense of the number of samples) of the value
function to the real optimal value function than stan-
dard approaches. In the near future, we will investigate
incorporating action elimination and using lower com-
plexity variations of the algorithms presented in this pa-
per. We will also relate our work to the well-known
exploration-exploitation dilemma. Further future direc-



tions include deriving model-free versions of our algo-
rithms and combining them with function approxima-
tion in a neurodynamic way(Bertsekas and Tsitsiklis,
1996) for tackling large state space problems.
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Appendix

A. Proof of Theorem 2

Let us define∆R(s, a)
def
= |R(s, a) − R̂(s, a)| and

∆T (s, a, s′)
def
= |T (s, a, s′)− T̂ (s, a, s′)|. Hoeffding’s

inequality (Hoeffding, 1963) gives:

IP

({

∆R(s, a)

Rmax

≥ µ
√

#(s, a)

})

≤ 2e
−2

„

µ√
#(s,a)

«2

#(s,a)
.

Given the definition ofµ, we can infer:

IP

({

∆R(s, a)

Rmax

≥ µ
√

#(s, a)

})

≤ δ

|S||A|(|S|+ 1)
.

Similarly for T , we can write:

IP

({

∆T (s, a, s′) ≥ µ
√

#(s, a)

})

=
δ

|S||A|(|S|+ 1)
.

Using the union bound we can deduce:

IP

({

∃(s, a),
∆R(s, a)

Rmax

≥ µ
√

#(s, a)

}

∪
{

∃(s, a, s′), ∆T (s, a, s′) ≥ µ
√

#(s, a)

})

≤ δ.

Then, using the triangle inequality, we have with prob-
ability at least1− δ, for all (s, a):

∆R(s, a) +
γRmax

1− γ

∑

s′

∆T (s, a, s′)

≤ µRmax
√

#(s, a)
+

γRmax

1− γ
|S| µ
√

#(s, a)
=

λµ
√

#(s, a)
.

Eventually, the theorem follows from the triangle in-
equality which allows to say that for all(s, a):
∣

∣

∣
[BaV ∗] (s)− [B̂aV ∗](s)

∣

∣

∣

≤ ∆R(s, a) +
γRmax

1− γ

∑

s′

∆T (s, a, s′). �

B. Proof of Theorem 3

Let us first concentrate onE∗. We use a Taylor devel-
opment to prove Theorem 3:

∆‖E∗‖1 =
∂‖E∗‖1
∂e(s, a)

∆e(s, a) + o(∆e(s, a)).

where∆e(s, a) is the variation ofe(s, a) if the agent
samples(s, a). We have:

∆e(s, a) =
λµ

√

#(s, a) + 1
− λµ
√

#(s, a)
= λµf(#(s, a)).

Theorem 1 gives the value of∂‖E∗‖1

∂e(s,a) .

The proof is similar forE. �


