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Abstract. Solving univariate polynomials and operations with real algebraic numbers are critical in geometric computing with curved objects. Moreover, the real roots need to be computed in a certified way in order to avoid possible inconsistency in geometric algorithms. We present a CGAL-based univariate algebraic kernel, which follows the CGAL specifications for univariate kernels. It provides certified real-root isolation of univariate polynomials with integer coefficients (based on the library RS) and standard functionalities such as basic arithmetic operations, gcd and square-free factorization, as well as comparison and sign evaluations of real algebraic numbers. We compare our implementation with the univariate algebraic kernel developed at MPII, that also follows CGAL specifications, on various data sets, using polynomials of degree up to 2000 and maximum coefficient bit-size up to 25,000. Finally we apply our kernel to the computation of arrangements of univariate polynomial functions, and we present a bit complexity analysis of the algorithm for computing the arrangement of planar curves defined by univariate polynomials.

1 Introduction

Implementing geometric algorithms robustly is known to be a difficult task for two main reasons. First, all degenerate situations have to be handled and second, algorithms often assume a real-RAM model which is not realistic in practice. In recent years, the paradigm of exact geometric computing arose as a standard for robust implementations. In this paradigm, geometric decisions, such as “is a point inside, outside or on a circle?”, are made exactly, usually using either exact arithmetic combined, for efficiency, with interval arithmetic (on doubles) or using interval arithmetic (on arbitrary-fixed-precision floating-point numbers) combined with separation bounds; on the other hand, geometric constructions, such as the coordinates of a point of intersection, may be approximated.

We address here one recurrent difficulty arising when implementing algorithms dealing with curved objects. Such algorithms usually require evaluating,

* Most part of this work was done while the author was at LORIA - INRIA Nancy Grand Est.
manipulating and solving systems of polynomials equations and comparing their roots. One of the most critical parts of dealing with polynomials or polynomial systems is the isolation of the real roots and their comparison.

We restrict here our attention to the case of univariate polynomials and address this problem in the context of CGAL, a C++ Computational Geometry Algorithms Library, which is an open source project and became a standard for the implementation of geometric algorithms [3].

Our effort is towards introducing to CGAL a kernel capable of dealing with non linear objects. The combination of geometry and algebra for effective manipulation of non linear objects is a long standing challenge. Previous work includes, but it is not limited to, MAPC [22] a library for handling curves in the plane and its more recent successor ESOLID [21]. For other efforts more closely related to CGAL we should also mention [26] where the problem of computing the arrangement of conics arcs in the plane is considered, and the algebraic operations needed, operations with algebraic numbers of degree up to 4, were based on CORE [20]. The notion of the algebraic kernel for CGAL was proposed in [15] where the underlying algebraic operations were based on SYNAPS library [23]. A complete design and a software library, namely EXACUS, for supporting algebraic operations in non linear computational geometry proposed in [7]. Recent advances in non linear computational geometry are presented in [9].

CGAL is designed in a modular fashion. Algorithms are typically parametrized by a traits class which encapsulates the geometric objects, predicates and constructions used by the algorithm. Typically, this allows implementing algorithms independently of the type of input objects. For instance, a sweep-line algorithm for computing arrangements can be implemented generically for segments or curves. Similarly, the model of computation, such as exact arbitrary-length integer arithmetic or approximate fixed-precision floating-point arithmetic are encapsulated in the concept of kernel. An implementation is thus typically separated in three layers, the geometric algorithm which relies on a traits class, which itself relies on a kernel for elementary operations. A choice of traits class and kernel gives freedom to the users and allows comparison.

Our Contribution. The contributions of this paper are the following: We propose a CGAL compliant, based on the specifications in [8], open source algebraic kernel based on the library RS [25] that provides real root isolation of univariate rational polynomials and basic operations, i.e. comparisons and sign evaluations, of real algebraic numbers. Moreover, our kernel provides various operations on polynomials, such as gcd, which are central for manipulating algebraic numbers. Our code will be submitted to the CGAL’s editorial board in the near future.

Second, we illustrate the efficiency of our code on various data sets, concerning real root isolation of univariate polynomials of degree up to 2000 and bit-size up to 25000 and comparison of real algebraic numbers in several configurations. We test our code against the kernel developed by Hemmer and Limbach [19].

Finally, we sketch our traits class for computing arrangements of polynomial functions and we present an output sensitive bit-complexity bound, for computing the arrangement of planar curves defined by univariate integer polynomials.
We establish a bound $\tilde{O}_B ((n + k)d^2 (d\tau + ds + t^2 + s^2))$, where $n$ is the number of curves, $d$ and $\tau$ bound the degree and the maximum coefficient bit-size of the polynomials respectively, and $k$ is the number of intersections. The $\tilde{O}_B (\cdot)$ notation ignores the logarithmic factors. To the best of our knowledge this is the first time the bit complexity of the algorithm is considered, let alone an output sensitive version of it.

The rest of the paper is structured as follows. In the next section we describe our univariate algebraic kernel. In Section 3 we present various experiments concerning real root isolation and comparison of real algebraic numbers. Finally in Section 4 we sketch our traits class for arrangements and we present the bit complexity analysis of the algorithm for computing the arrangement of curves defined by univariate polynomials.

2 Univariate algebraic kernel

We describe here our implementation of our univariate algebraic kernel. The two main requirements of the CGAL specifications, which we describe here, are the isolation of real roots and their comparison. We also describe our implementation of two important specific operations, greatest common divisor (gcd) computation and refinement of isolating intervals, that are needed, in particular, for comparing algebraic numbers.

Preliminaries. The kernel handles univariate polynomials and algebraic numbers. The polynomials have integer coefficients and are represented by arrays of GMP arbitrary-length integers [2]. We implemented in the kernel the basic functions on polynomials, including basic arithmetic, evaluation, and input/output. An algebraic number that is a root of a polynomial $F$ is represented by $F$ and an isolating interval, that is an interval containing this root but no other root of $F$. We implemented intervals using the MPEI library [4], which represents intervals with two MPEI arbitrary-fixed-precision floating-point numbers [3]; note that MPEI is developed on top of the GMP library for multi-precision arithmetic [2].

Root isolation. For isolating the real roots of univariate polynomials with integer coefficients, we developed an interface with the library RS [25]. This library is written in C and is based on Descartes’ rule for isolating the real roots of univariate polynomials with integer coefficients.

We briefly detail here the general design of the RS library; see [24] for details. RS is based on an algorithm known as interval Descartes [10]; namely, the coefficients of the polynomials obtained by changes of variable, sending intervals $[a, b]$ onto $[0, +\infty]$, are only approximated using interval arithmetic when this is sufficient for determining their signs. Note that the order in which these transformations are performed in RS is important for memory consumption. The intervals and operations on them are handled by the MPEI library. Another characteristic of RS is its memory management: it implements a mark-and-sweep garbage collector, which is well suited to RS needs.
**Algebraic number comparison.** As mentioned above, one of the main requirements of the CGAL algebraic kernel specifications is to compare two algebraic numbers \( r_1 \) and \( r_2 \). If we are lucky, their isolating intervals do not overlap and the comparison is straightforward. This is, of course, not always the case. If we knew that they were not equal, we could refine both isolating intervals until they are disjoint; see below for details on how we perform the refinements. Hence, the problem reduces to determining whether the algebraic numbers are equal or not.

To do so, we compute the square free factorization of the gcd of the polynomials \( P_1 \) and \( P_2 \) associated to the algebraic numbers; see below for details on this operation. The roots of this gcd are the common roots of both polynomials. We calculate the intersection, \( I \), of the isolating intervals of \( r_1 \) and \( r_2 \). The gcd has a root in this interval if and only if \( r_1 = r_2 \).

To determine whether the gcd has a root in interval \( I \), it suffices to check the sign of the gcd on the endpoints of \( I \): if they are different or one of them is zero, the gcd has a root in \( I \) and \( r_1 = r_2 \); otherwise, \( r_1 \neq r_2 \) and we can refine both intervals until they are disjoint.

**Gcd computations.** Computing greatest common divisors between two polynomials is not a difficult task, however, it is not trivial to do so efficiently. Indeed, a naive implementation of the Euclidean algorithm works fine for small polynomials but the intermediate coefficients suffer an exponential grow in size, which is not manageable for medium to large size polynomials.

We thus implemented a modular gcd function, which calculates the gcd of polynomials modulo some prime numbers and reconstructs later the result with the help of the *Chinese remainder theorem*. Details on these algorithms can be found in [18]. Note that modular gcd is always more efficient than regular gcd and it is much more efficient when the two polynomials have no common roots.

**Refining isolating intervals.** As we mentioned before, refining the interval representing an algebraic number is critical for comparing such numbers. We have implemented two approaches for refinement.

Both approaches require that the polynomial associated to the algebraic number is square free. The first step thus consists of computing the square-free part of the polynomial. This is easily done by computing the gcd of the polynomial and its derivative.

Our first approach is a simple bisection algorithm. It consists in calculating the sign of the polynomial associated to the algebraic number at the endpoints and midpoint of the interval. Depending on those three signs we can take as isolating interval the left of right half of the previous one.\(^3\)

The second approach we implemented is the *quadratic interval refinement* [6]. Roughly speaking, this method splits the interval in many parts and, based on a linear interpolation, guesses in which one the root lies. If the guess is correct, the algorithm will divide, in the next refinement step the (chosen) interval in more

\(^3\) Note that since the polynomial is square free the signs at the two endpoints of any isolating interval always differ. We thus do not need to compute the sign at both endpoints.
parts and, if not, in less. To be efficient, this approach requires the development of functions to handle dyadic numbers efficiently. Note that these functions are also useful in the bisection method when increasing the precision (because working directly with MPFR is rather tricky). Unfortunately, even with a careful implementation this approach turns out to be, on average, only just a bit faster than the bisection approach.

Currently, refinement function based on both approaches are present in our kernel and the user can choose the one best suited to her/his needs.

3 Kernel benchmarks

In this section, we analyze the running time of the two main functions of our algebraic kernel, that is (i) isolating the roots of a polynomial and (ii) comparing two algebraic numbers that is, comparing the roots of two polynomials. We also compare the performance of our kernel with the one developed by Hemmer and Limbach [19] (which we refer to as the MPII’s kernel).

All tests were ran on a single-core 3.2 GHz Intel Pentium 4 with 2 Gb of RAM, using 64-bit Linux.

Root isolation. We consider two suites of experiments in which we either fix the degree of the polynomials and vary the bit-size of the coefficients or the converse; see Figures 1 and 2. In each experiment, we report the running time for isolating all the roots per polynomial, averaged over different trials, for both our kernel and MPII’s kernel.

---

This was coded keeping the GMP flavor of all libraries we work with and operating with GMP’s limbs (mpn_t, the lowest abstraction level this library offers) when needed.
Varying bit-size. We study here polynomials with rather low degree (12) but with no complex root and polynomials with reasonably large degree (100) with random coefficients (and thus with few roots).

The first test sets comes from [19]. See Figure 1. It consists of polynomials of degree 12, each one being the product of six degree-two polynomials that have at least a root in the interval [0, 1]; every polynomial thus has 12 real roots. We vary the maximum bit-size of all the coefficients of the input polynomial from 100 to 50000 and average each test over 50 trials.

Secondly, we consider random polynomials with constant degree 100 and coefficients with varying bit-size. See Figure 2(a). Note that such random polynomials have few roots: the expected number of real roots of a polynomial of degree \( d \) with coefficients independently chosen from the standard normal distribution is \( \frac{d}{2} \log(d) + C + \frac{d}{\sqrt{2\pi}} + O(1/d^2) \) where \( C \approx 0.625735 \) [13]; this gives, for degree 100 an average of about 3.6 roots (note that this bound matches extremely well experimental observations). We vary the maximum bit-size of all the coefficients from 2000 to 25000 and average each test over 100 trials.

Varying degree. We consider two sets of experiments in which we study random polynomials and Mignotte polynomials (which have two very close roots).

We first consider polynomials with random coefficients of maximum bit-size 20000. We then vary the degree of the polynomials from 100 to 2000. Note that the above formula gives an expected number of roots varying from 3.6 to 5.5. The results, shown in Figure 2(b) are averaged over 100 trials.

Finally, we test Mignotte polynomials, that is nearly degenerate polynomials of the form \( x^d - 2(kx - 1)^2 \). The difficulty with solving these polynomials lies in the fact that two of their roots are very close to each other (the isolating intervals for these two roots are thus very small). For these tests, we used Mignotte polynomials with coefficients of bit-size 50, with varying degree \( d \) from 5 to 50. We averaged the running times over 5 trials for each degree. We observed...
Fig. 3. (a) Running time for comparing two close roots of two almost identical polynomials of degree 10 with no common roots. (b) Running time for comparing two close or equal roots of two polynomials defined as the product of two degree-10 factors, one in common and the other being almost identical in the two polynomials.

essentially no difference between the two tested kernels; they take roughly 0.2 and 5.5 seconds for Mignotte polynomials of degree 20 and 50, respectively. Because of lack of space, we do not present the running-time graphs.

Conclusion. Figure 1(a) shows that our kernel’s performance is worse than MPII’s one for small degree polynomials. This difference comes from the fact that rs, the most consuming part of our process, is conceived for handling large polynomials. This fact is confirmed by Figures 1(b), 2(a) and 2(b), which show that for polynomials with larger coefficients or higher degree, our kernel runs faster.

We also observe that the running time of our kernel is very stable for isolating roots and does not depend too much on the bit-size or on the degree of the input polynomials.

Comparison of algebraic numbers. We consider three suites of experiments for comparing algebraic numbers; see Figures 3. Recall that an algebraic number $\rho$ is here represented by a polynomial $F$ that vanishes at $\rho$ and an isolating interval containing $\rho$ but no other root of $F$. Recall also that the comparison of two algebraic numbers is done by (i) testing whether the interval overlap are disjoint; if so, report the ordering, otherwise (ii) compute the gcd of the two polynomials and test whether the gcd vanishes in the intersection of the two intervals; if so, report the equality of the numbers, otherwise (iii) refine the intervals until they are disjoint.

First, we analyse the cost of trivial comparisons that is, when the two intervals representing the numbers are disjoint. For that we compare the roots of two random polynomials. We observe that, as expected, the comparison time is negligible and independent of both the degree of the polynomials and the bit-size of their coefficients.
Second, we analyze the cost of comparing roots that are very close to each other but whose associate polynomials have no common root. This case is expensive because we need to refine the intervals until they do not overlap; this is, however, not the worse situation because the gcd of the two polynomials is 1 which is tested efficiently with a modular gcd. We perform these experiments as follows. We generate pairs of polynomials, one with random coefficients and the other by only adding 1 to one of the coefficients of the first polynomial. Such polynomials are such that the \( i \)-th roots of both polynomials are very close to each other. We generate such pairs of polynomials with constant degree (equal to 10) and vary the maximum bit-size of the coefficients. As the bit-size increases, the pairs of roots that are close become even closer and thus the comparison time increases. The results of these experiments are presented in Figure 3(a), which reports the average running time for comparing two close roots.\(^5\)

Third, we consider the, a priori, most expensive scenario in which we compare roots that are either equal or very close to each others and such that their associate polynomials have some roots in common. In this case, we cumulate the cost of computing a non-trivial gcd of the two polynomials with the cost of refining intervals when comparing two non-equal roots. In practice, we generate pairs of degree-20 polynomials each defined as the product of two degree-10 terms; one of these factors is random and common to the two polynomials; the other factor is random in one of the polynomials and slightly modified in the other polynomial where, slightly modified means, as above, that we add 1 to one of the coefficients. We then vary the maximum bit-size of the coefficients and average each test over four trials.

Conclusion. We observe that for comparing roots of small degree polynomials with no common roots, our kernel performs better than the MPII’s kernel. However, the MPII’s kernel performs slightly better for comparing roots of small degree polynomials with roots in common. Surprisingly, the cost of comparing roots of polynomials with a common factor is not more expensive than when the polynomials have no root in common. This might be due to the fact that we average the cost of comparison over all non-trivial comparisons (that is over the number of real roots of each polynomial) and it is possible that the comparison of two equal roots (that is the cost of the gcd) is almost negligible compared to the comparison of two close roots (that is the cost of the gcd plus the interval refinements). Overall, it appears that comparing algebraic number that are very close is fairly time consuming.

4 Arrangements

As an example of possible benefit of having efficient algebraic kernels in CGAL, we used our implementation to construct arrangements of polynomial functions. Wein and Fogel provided a CGAL package for calculating arrangements [27].

\(^5\) According to our first set of experiments, we can neglect the time for comparing two roots that are not close.
Fig. 4. (a) Running time for computing arrangements of $n$ graphs of polynomials of degree $n - 1$ with $(n)$ coefficients of bit-size $n$. (b) Arrangement of planar curves. The sweep algorithm starts from line $L$.

This package calculates the arrangements of general curves [17]. It is the user who must implement the data structures to store the curves and the primitive operations; requiring for example comparing positions of points, comparing the vertical order of curves at infinity and intersecting and splitting curves. All these functions must be grouped in a traits class, which is a transparent and convenient way to work with a package in CGAL. We implemented a traits class which uses the functions of our algebraic kernel and compared its performance with another traits classes which comes with CGAL’s arrangement package and uses the CORE library [1].

To test the arrangement calculation, we generated $n$ polynomials of degree $n - 1$ with $(n)$ coefficients of bit-size $n$. The running time for the construction of this type of arrangements is shown in Figure 4(a). We observe that we gain a factor of roughly two when using our kernel.\footnote{Note to the reviewers: the experiments presented here are not up to date. We performed these experiments in last Sept. with a preliminary version of our kernel. We have since substantially improved it but the CGAL package for calculating arrangements has also substantially changed implying some important changes to our traits class. We are in the process of updating our traits class with which we will be able to update our experiments and tests degenerate and near-degenerate arrangements.}

\textbf{Complexity Analysis.} In this section we present an output sensitive analysis of the bit complexity of the problem of computing the arrangement of univariate polynomial functions. The same analysis, and thus the same complexity bound, applies also in the case of rational univariate functions. In what follows arithmetic, respectively bit complexity will be denoted by $O$, respectively $O_B$. The $O$ and $O_B$ notation means that we are ignoring (poly-)logarithmic factors. For an integer polynomial $f \in \mathbb{Z}[x]$, $\deg(f)$ denotes its degree and $L(f)$ the maximum bit-size of its coefficients (including a bit for the sign). We will need the following results.
**Proposition 1.** [14, 16] We can isolate, using either Sturm, Descartes or Bernstein algorithm, the real roots of $f \in \mathbb{Z}[x]$, where $\deg(f) = d$ and $\mathcal{L}(f) = \tau$, and compute their multiplicities in $\tilde{O}_B(d^6 + d^4\tau^2)$. The bit-size of the endpoints of the isolating intervals is $\mathcal{O}(d^2 + d\tau)$.

**Proposition 2.** [12] We can compare, using either Sturm-Habicht sequences or refinements and GCD computation, two real algebraic numbers defined by polynomials with degrees bounded by $d$ and bit-size bounded by $\tau$ in $\tilde{O}_B(d^4\tau^2)$.

**Remark 1.** We can modify the proof of Prop. 1 so that to express the complexity with respect to the logarithm of the actual separation bound, i.e. the bit-size of the minimum distance between two (possible complex) roots of the polynomial and not the theoretical one. If we denote this by $s$, then the previous bound becomes $\tilde{O}_B(d^3(\tau^2 + s^2))$, which can be considered as output sensitive complexity. Under this notion the bit-size of the endpoints of the isolating intervals becomes $\mathcal{O}(s)$. Moreover, comparison of two real algebraic numbers can be performed in $\tilde{O}_B(d^2(\tau + s))$.

In practice the worst case complexity bounds of Prop. 1 and Prop. 2 as well as the output sensitive bound of Rem. 1 are a big overestimation.

Recall [11] that the arithmetic complexity of computing the arrangement is $\mathcal{O}((n + k)\log n)$, where $n$ is the number of curves, and $k$ is the number of intersection points. The reader may refer to [17] for a complete description of the algorithm. We split the cost of the algorithm to two main parts. The first one is to construct the intersection points of the curves and the second part represents the cost of comparing them. We consider each part independently.

In order to compute the intersections of two curves $y = f_1(x)$ and $y = f_2(x)$, represented by polynomials $f_1, f_2 \in \mathbb{Z}[x]$, of degree bounded by $d$ and maximum coefficient bit-size bounded by $\tau$, it suffices to compute the real roots of the polynomial $f(x) = f_1(x) - f_2(x)$, which is of degree $\mathcal{O}(d)$ and bit-size $\mathcal{O}(\tau)$. This can be done in $\tilde{O}_B(d^3(\tau^2 + s^2))$ (Rem. 1), where $s$ is the bit-size of the (actual) separation bound (i.e. the smallest distance between two roots of $f$).

Let $\#(S)$ be the number of times that we need to perform a solve operation. Evidently, $\#(S) \leq n(n - 1)/2$, since in the worst case we have to consider the intersections of all possible pairs of the $n$ curves. However, it holds that $\#(S) \leq n + 2k$, which is an output sensitive result.

To see this, we will use the help of Fig. 4(b). To begin the algorithm we need to compute a vertical line $\ell$, Line $L$ in Fig. 4(b), to the left of all the intersection points and to compute the intersections of this line with all the curves, so that to provide the algorithm with initial points. Thus, initially we need to perform $n$ solve operations. In the sequel, for each intersection point we encounter, say the point $p$ which is an intersection point of curves $B$ and $C$ in Fig. 4(b), we proceed as follows. We can consider this point as the left endpoint of the curve segments of $B$ and $C$ starting from it. For $B$, resp. $C$, we have to compute its

---

The cost of computing the line is $\tilde{O}_B(n d \tau)$ and is dominated by the other steps of the algorithm.
intersections with the curves that are above and below of it, just after \( p \). These are \( C \) and \( D \), resp. \( A \) and \( B \). Since we have already computed the intersections with \( C \), resp. \( B \), we just need to compute the intersections with \( D \), resp. \( A \). Thus for each intersection point we need to perform at most 2 solve operations, and in total we perform \( n + 2k \), or \( O(n + k) \).

The second part of the cost of the algorithm is the cost of the \( O((n+k) \log n) \) comparisons. Each comparison corresponds to a comparison of two real algebraic numbers, defined by polynomials of degree bounded by \( d \) and bit-size bounded by \( \tau \). This can be done in \( \tilde{O}_B(d^2(\tau + s)) \) (Rem. 1).

We can state the following theorem

**Theorem 1.** We can compute the arrangement of \( n \) curves, defined by univariate polynomials of degree bounded by \( d \) and maximum coefficient bit-size bounded by \( \tau \) in \( \tilde{O}_B((n+k)d^2(\tau + ds + \tau^2 + s^2)) \), where \( k \) is the number of intersections points between the polynomials.

If \( N = \max\{n, k, d, \tau, s\} \) then the previously complexity becomes \( \tilde{O}_B(N^6) \), which is not as good as it seems. The input consists of \( n \) curves, that is \( n \) univariate polynomials of degree \( d \) and bit-size \( \tau \), so the input is \( O(N^3) \). Thus the bit complexity of the algorithm is quadratic with respect to the input.
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