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A. Zuhily and A. Burns
Real Time System Group,

Department of Computer Science, University of York,
UK.

Abstract

In this paper, we present the exact analysis of the worst
case response time of the general multiframe (MF) task
model executing on a uniprocessor according to the fixed
priority scheduling scheme. The analysis is given in three
steps. Firstly, we relax the restriction of Accumulatively
Monotonic (AM) and present the basic response time analy-
sis where we optimize the number of frames that have to be
considered in such analysis; we show how they can be sig-
nificantly reduced by eliminating non critical frames that
are dominated by other frames. Secondly, we extend this
analysis to be applicable to MF tasks with release jitter.
Lastly, the basic analysis is improved to cope with arbitrary
deadlines.

1 Introduction

The fundamental principle in the real-time multiframe,
MF, task is that its worst-case execution time is different
from one phase to another of its execution, for example, a
task that executes with the worst-case execution times of
10ms and 5ms is said to have two frames. An example of-
ten found in industrial applications [3], is a periodic task
that does a small amount of data collection in each period
consuming a small execution time, but then summaries and
stores this data every n cycles using a much more expensive
algorithm that consumes a larger execution time. A further
example is found within the MPEG coding standard where
there are three types of video frames (usually represented
by the letters I, P and B). The I frame usually takes much
more decoding than the others, but may occur only every 10
frames. The assumption that all frames are I frames leads
to poor utilization and the system could be theoretically un-
schedulable whilst practically it is schedulable. Presenting
the decoder as a MF task allows the schedulability results to
be optimised.

Mok and Chen [10, 11] were the first to introduce the
MF concept as a generalisation of the classic Liu and Lay-

land model [8]. They proposed a utilization based schedula-
bility test, for fixed priority scheduling, under Rate Mono-
tonic, RM, [8] priority assignment (the greater period the
task has the lower priority it is assigned). They gave a uti-
lization bound, assuming the execution time sequence of
each MF task has a particular restriction that they called Ac-
cumulatively Monotonic, AM, (see Section 2). Subsequent
papers (Section 3.1) have improved this utilization bound
but their tests remain inexact (i.e. sufficient but not neces-
sary). Whilst in this paper, we relax this AM restriction and
present the exact scheduling analysis of MF tasks in terms
of response time analysis.

In general, testing the schedulability of a set of MF tasks
requires all possible phasings of the tasks to be examined;
which leads to an exhaustive enumeration problem (i.e. an
intractable problem). However, for a particular application,
not all phases may need to be examined. We show how
the dominant frames, that can give rise to the worst-case
response times of lower priority tasks, can be identified and
their usage reduce the processing required for the response
time analysis. This analysis is then extended in this paper in
two directions to be applicable to the MF tasks with: firstly,
release jitter (RJ); and secondly arbitrary deadlines.

The paper is organised as follows. In the next section
our system model and notation are introduced, while prior
contributions are summarised in Section 3. Section 4 uses
the notion of a critical frame (i.e. dominant frame) to reduce
the scale of the scheduling problem; then the exact response
time analysis is introduced for the general MF model. This
analysis is developed to include release jitter of the tasks
in Section 5 then to be applicable to the arbitrary deadlines
scenario in Section 6. Conclusions are provided in Section
7.

2 System Model

Analysis in this paper considers a system that consists
of N independent MF tasks. Each MF task τi consists, in
its turn, of a sequence of ni frames; where the frames are
distinguished by their execution times. Frames are execut-
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ing on a uniprocessor using the preemptive fixed priority
scheduling policy. Priorities of MF tasks in the system are
ordered consecutively with τ1 having the highest priority in
the system and τN the lowest priority. All frames in the
same MF task have the same priority, are released with a
fixed or minimum time interval Ti and have a relative dead-
line Di.

Each frame in the MF task might have a worst case ex-
ecution time that may be different from other frames in the
same MF task. In other words, a MF task, τi, has ni worst
case execution times, Ck

i ; k = 0..ni − 1 . Without loss
of generality, we assume that the sequence of the execution
time values is always in its shortest form; where the short-
est form of a sequence is the shortest subsequence when
repeated a number of times generates the original sequence.
That is because, from the response time analysis point of
view, the behaviour of the execution of a MF task whose ex-
ecution times consist of repetitive subsequences is the same
as the behaviour of the original sequence. For example, the
execution behaviour of the MF task that is represented by
the sequence (8, 1, 4, 3, 8, 1, 4, 3) is the same as the execu-
tion behaviour of the subsequence (8, 1, 4, 3). The extracted
subsequence, (8, 1, 4, 3), is referred to as the shortest form
of the sequence (8, 1, 4, 3, 8, 1, 4, 3).

To illustrate the problem of analysing the response time
of MF tasks, Table 1 represents a simple system example
with 2 tasks τ1 and τ2 where τ1 is a MF task with 4 frames
represented by the execution time values 8, 1, 4 and 3 and
τ2 has just one frame.

task C T priority
τ1 8, 1, 4, 3 10 1
τ2 x 20 2

Table 1. System Example

Finding the worst case response time R2 of τ2, whatever
its execution time is, requires finding the maximum amount
of possible interference from τ1. Table 2 shows values of
interference that τ1 generates from different initial frames
(exe. seq. and inv. respectively stand for execution time
sequence and number of invocations). It can be seen from
Table 2 that the maximum amount of interference τ1 gener-
ates, in the case of one invocation (i.e. 1 inv.), is when the
frame, whose execution time is 8, is released first. While
the maximum amount of interference, in the case of two in-
vocations, is when the frame, whose execution time is 3, is
released first. The maximum amount of interference, in the
case of three invocations of τ1 is when the frame, whose ex-
ecution time is 4, is released first. Finally, in the case of four
invocations of τ1, the amount of interference τ1 provides
remains the same (i.e. 16 in this example) whatever frame
is released first. Frames that could generate the maximum

amount of interference will be called critical frames; which
are, in this example, the frames whose execution times are
8, 4, and 3, but not 1 because any of the other frames can
be considered as a critical frame on behalf of 1 (see Sec-
tion 4.1). We consider the frame of a MF task τj as critical
when it has two properties; firstly, it can generate the max-
imum amount of interference within a lower priority task
for at least one of τj ’s invocations; and secondly there is no
other frame in τj that generates greater or equal amount of
interference for all possible numbers of τj’s invocations.

frame Location exe. seq. 1 inv 2 inv 3 inv 4 inv
0 8, 1, 4, 3 8 9 13 16
1 1, 4, 3, 8 1 5 8 16
2 4, 3, 8, 1 4 7 15 16
3 3, 8, 1, 4 3 11 12 16

Table 2. Possible Interference From τ1

To calculate the amount of interference a frame generates
within the response time of a lower priority task, we have to
know the relative number of invocations (interference) the
MF task is producing within this response time. For this
reason we define a cumulative function for the frame whose
location is x in the MF task τj to represent the amount of
interference this frame generates. Definition 1 introduces
this cumulative function.

Definition 1 Given a MF task τj with nj execution times
(C0

j , C1
j , .., C

(nj−1)

j ). The cumulative function (ξj) of the
frame whose location is x for a given number of τj’s invo-
cations, k, is the amount of interference that the MF task
generates starting from frame x and proceeding for that
number of invocations; and is given by Equation (1)

ξx
j (k) =

x+k−1∑

f=x

C
f mod nj

j (1)

where x = 0, .., nj − 1, and k = 1, 2, ... For example, the
value of ξ0

1(2) for the task τ1 in Table 1 is 9.
From a scheduling point of view, a frame in a MF task

is considered critical when it can give rise to the maximum
interference for some lower priority tasks and so can lead
to the worst case response time of that task. The maximum
interference is generated by a frame of a MF task when its
cumulative function is greater than the cumulative function
of any other frame of the same MF task; for at least one
possible number of interference. The following definition
formally introduces the critical frame of a MF task.
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Definition 2 The frame whose location is x in the MF
task τj whose execution time sequence is in its shortest
form, is critical if and only if ∃ k = 1, 2, .., nj−1, ∀y $= x :

ξx
j (k) > ξy

j (k) (2)

For example, the first frame (i. e. the frame with location 0)
of the MF task (8, 1, 4, 3) is a critical frame because ∃ k =
1, ∀y $= 0; ξ0(1) > ξy(1).

We call the frame whose execution time is maximum the
Peak frame:

Definition 3 The Peak Frame of a MF Task is one of its
frames with the maximum execution time.

Note from Definition 2 that having the execution time se-
quence in its shortest form means that if we have more than
one peak frame then at least one of the peak frames must be
a critical frame; otherwise the execution time sequence is
not in its shortest form. For example, the MF task τ where
C = (8, 1, 4, 3, 8) has two peak frames with locations 0 and
4 whose execution times are both 8; the first peak is not
critical but the other is critical.

Mok and Chen[10] force one of the peak frames to be the
only critical frame of the MF by giving a restriction on its
execution times. This restriction is called Accumulatively
Monotonic, AM, where one of the peak frames of the AM
multiframe task is the only frame that generates the maxi-
mum amount of interference for all possible number of in-
terference (invocations). Informally, all execution times of
the AM multiframe task are dominated by one execution
time value. Equation (3) represents this restriction.

m+k∑

f=m

C(f mod n) ≥
y+k∑

f=y

C(f mod n) (3)

∀y, k = 0, 1, .., n− 1

Where Cm is one of the maximum execution times
(C0, C1, .., C(n−1)) that satisfies Equation (3). For exam-
ple, for the execution time sequence (3, 8, 7, 3), m = 1 and
C1 = 8.

In this paper, we relax this AM restriction and present
the response time analysis of the MF tasks in general taking
into account the critical frame concept.

3 Related Work

Because we are concerned with response time schedul-
ing analysis of the MF tasks, previous contributions must
be covered within two fields: the schedulability analysis of
MF tasks, and response time analysis.

3.1 Schedulability of MF Tasks

As the research into scheduling analysis started from the
utilization point of view, we introduce here the beginning of
this research. Liu and Layland [8] and Serlin[12], with the
RM priority assignment algorithm, introduced a sufficient
but not necessary scheduling test for a restricted model. The
test was based upon the least upper bound of the proces-
sor utilization factor; which is given by

∑i=N
i=1

Ci

Ti
. The test

based on the criterion that a task set is schedulable if its pro-
cessor utilization is less than a given upper bound; which is
N(2

1
N −1) or 0.69 for big N . This upper bound is extended

by different researchers to serve the MF model.
Although Mok and Chen [10, 11] were the first who stud-

ied the scheduling of the MF tasks, Han [4] gave another
scheduling test, under RM priority assignment, that is bet-
ter than Mok’s test in the sense that AM multiframe task
set with peak utilization1 larger than their upper bound is
not schedulable using Mok and Chen’s utilization bound but
can be found schedulable by Han’s test.

Takada et al. [13] investigated the schedulability of MF
tasks and gave a scheduling condition of the MF model,
under the fixed priority scheme, showing that the time
complexity of the schedulability decision becomes at least∏

i ni
2. They introduced a sufficient feasibility decision al-

gorithm using a maximum interference function. However,
in our paper we are interested in presenting an exact way
of analysing the schedulability of the general MF tasks and
optimizing the number of frames, of a MF task, that are
needed for checking the schedulability of a lower priority
MF task.

Traor et al. [14] mentioned in their paper that the MF
model was a particular case of tasks with offset (transac-
tions), so they assume that their offset analysis can be ap-
plied to the MF model. However, we assume in our model
that the MF model is different from the general transaction
model because the offset model fails to utilise the fact that
all jobs from the same MF task have the same period.

Kuo et al. [7] gave another improved utilization bound
for the scheduling test of systems with AM multiframe
tasks. The main idea of the test is to merge tasks with har-
monic periods to reduce the number of tasks that has to be
considered in the schedulability test, and then apply Mok’s
bound to the merged tasks.

More recently, Lu et al. [9] improved Kuo’s utilization
test and presented new scheduling conditions for AM mul-
tiframe tasks within the utilization domain and assuming
RM priority assignment. The improvement is that they used
Kuo’s method to merge the tasks and then they applied their

1The peak utilization is the summation of all utilizations of the peak
frames in the system

2Q

i ni means the product of all numbers of frames over all tasks in the
system
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test to the merged tasks. The schedulability status, under
their approach, depends on the total peak utilization, U , of
the AM multiframe tasks being less than a defined upper
bound called the Conditional Bound function, CB.

Although Lu’s analysis improves previous results, it still
remains inexact as well as being applicable only to the
AM model; while the response time analysis is exact and
tractable for the AM model. We show in [16] that even for
the AM model, the exact response time schedulability anal-
ysis is always better than Lu’s analysis.

As can be seen from the above contributions, all pub-
lished approaches are inexact since all of them are either
in the utilization domain or are only sufficient – as well as
most of them being only applicable to the AM model. In
this paper, we provide exact scheduling analysis for general
MF tasks within the response time domain. In the follow-
ing, we cover contributions in the response time domain.

3.2 Standard Response Time Analysis

For schedulability analysis under fixed priority preemp-
tive scheduling, each task is considered as schedulable if
it finishes its execution before its deadline. To clarify, a
task τi is schedulable if its worst case response time Ri

(which measures the maximum time from when the task is
released until it finishes its execution) is less than or equal
to its deadline. Usually, the response time of a task rep-
resents two kinds of execution: execution of the task itself
and execution of other tasks in the system that is presented
as ‘interference’ from higher priority tasks.

The scheduling research into the response time analysis
begins when Joseph and Pandya [6] followed by Audsley et
al. [1] introduced a formula, Equation (4), for finding the
worst case response time of a task τi having specific restric-
tions and assuming Liu and Layland’s critical instant [8].
Where Liu and Layland’s critical instant, and so the worst
case response time, of a task is when that task is released
simultaneously with all higher priority tasks.

Ri = Ci +
i−1∑

j=1

&
Ri

Tj
'Cj (4)

where
∑i−1

j=1
&Ri

Tj
'Cj is the amount of interference from

tasks whose priorities are higher than the priority of τi.
To solve Equation (4), a recurrence relation is used as

in Equation (5); where l = 0, 1, 2, ... and r0
i = Ci. The

smallest non-negative solution of Equation (5) represents
the worst case response time of τi. In other words, the worst
case response time is obtained when it is found that rl+1

i =
rl
i(= Ri for the smallest value of l). However, in the case

that rl+1

i becomes greater than the deadline of the task, τi is
not guaranteed to meet its deadline, so we say that the task
is unschedulable.

rl+1

i = Ci +
i−1∑

j=1

&
rl
i

Tj
'Cj (5)

In terms of MF tasks, Equation (4) assumes that Cj is
constant for all frames in a MF task, so the critical instant
of the task is not affected by changing the start frame of the
higher priority tasks – because all frames in the standard
task generate the same amount of interference. In this pa-
per, the restriction of having constant C is relaxed; so, this
standard response time formula requires modification.

Baruah et al. [2] used the response time analysis to give
a tractable but sufficient schedulability test for a system of
MF tasks. They merged the execution time sequences of the
MF tasks taking into account the maximum amount of in-
terference that higher priority MF tasks provide. Then, they
applied the fixed point algorithm to determine the worst
case response time of the peak frame of the lower priority
MF task considering the merged execution time sequences
of the higher priority MF tasks. Although this analysis is
within response time domain, the test is inexact while in
our contribution we provide exact response time analysis.

4 Exact Analysis of General MF Tasks

In this section, the two restrictions of having constant
execution times and AM multiframe tasks are relaxed. Ini-
tially the worst case response time analysis of a MF task
τi requires checking all possible combinations of all frames
of the MF tasks whose priorities are higher than τi; which
means we have to consider

∏i−1

j=1
nj different combinations

of the frames [13]. However, the critical frame concept (see
Section 2) leads to the requirement of only checking the
critical frames of the MF tasks whose priorities are higher
than τi’s. We show in [15], by evaluation, that the number
of critical frames is mostly located in the range [45%, 60%]
of the original number of frames; which reduces the num-
ber of required combinations for finding the worst case re-
sponse time of τi. So, to present the exact worst case re-
sponse time analysis we follow two steps: in the first step,
we identify the critical frames; while in the second step, we
present the exact response time formula depending on these
critical frames.

4.1 Identifying Critical Frames

To identify the critical frames of a MF task, we follow a
scenario where we first identify the non-critical frames then
consider the remaining frames of this MF task as critical.

To identify the non-criticality of the yth frame3 of the
MF task τj , we invert Definition2 so we say that yth frame

3For simplicity of presentation, we call the frame whose location is y
the yth frame with the knowledge that y’s values starts from 0
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is not critical if there is another xth frame whose cumula-
tive function is always greater than or equal to the cumula-
tive function of the yth one; for all τj ’s numbers of invoca-
tions. However, we sufficiently consider only nj − 1 invo-
cations of τj because the amount of the generated interfer-
ence from any of τj’s frames increases with a fixed rate after
nj − 1 invocations. To symbolize the definition of the non-
critical frame of a MF task τj having nj execution times
(C0

j , C1
j , .., C

(nj−1)

j ) within its shortest form, the yth frame
is definitely not critical if ∃x ∈ {0, .., nj − 1} and x $= y;
where Equation 6 is satisfied ∀k = 1, 2, .., nj − 1.

ξx
j (k) ≥ ξy

j (k). (6)

The criterion of the non-criticality of a frame that is repre-
sented by Equation (6) means that the amount of interfer-
ence the yth frame generates is never more than the amount
of interference the xth frame generates, so the yth frame is
never critical. We call the yth frame, in this case, a dom-
inated frame and the xth frame the dominant frame. So,
applying this criterion on all frames of a MF task judges the
non-critical frames and therefore the remaining frames of
the MF task are critical. One successful application of this
criterion results in the frames with the minimum execution
times are never critical, the following theorem proves that.

Theorem 4.1 Given a MF task τi with ni execution times,
where ni > 1, in its shortest form, the frames with the min-
imum value of execution times are never critical frames.

Proof
The cumulative functions of the two frames: the frame with
the minimum execution time and the subsequent frame to
the minimum, are given by Equations (7) and (8):

ξmin
i (k) =

min+k−1∑

j=min

C
(j mod ni)

i , (7)

ξmin+1

i (k) =
min+k∑

j=min+1

C
(j mod ni)

i ; (8)

where min is the location of the minimum execution time
in its sequence.
For each k = 1, 2, .. , we subtract Equation (7) from Equa-
tion (8), so we get

ξmin+1

i (k)−ξmin
i (k) = C

((min+k) mod ni)

i −C
(min mod ni)

i .

As Cmin
i is the minimum execution time of all frames, the

right side of the equation is never negative so the left side
of the equation is also never negative. So, ξmin+1

i (k) ≥
ξmin
i (k); ∀k = 1, 2, ..; which means that each frame with

the minimum execution time is always dominated by the
frame it is followed by. !

Note that if a MF task has more than one minimum in
its sequence of execution times, then each minimum frame
is dominated by the following frame, which results that all
minimums are not critical. Also, note that this theorem
shows that in the worst case, when there is only one min-
imum frame for τi, there is a maximum of ni − 1 critical
frames since this minimum is definitely non-critical. So,
for a MF task with at least two different execution times,
the frames that have to be considered in the response time
analysis are the frames whose execution times are not min-
imum.

Assume L̂i to be the set of the critical frame locations.
Then, from L̂j we define V̂i to represent the combinations
of the higher priority MF tasks as the cartesian product of
all sets of the critical frame locations for all tasks whose
priorities are higher than τi. This cartesian product V̂i is
defined as follow. Let V̂1 = {}, V̂2 = L̂1 and for i > 2
define V̂i to be the cartesian product of L̂1 ... ˆLi−1. In other
words, V̂i = L̂1 × L̂2 × .. × ˆLi−1.

4.2 Exact Analysis of MF tasks

This section improves the standard analysis that is given
in Section 3.2 to cope with the Non-AM multiframe tasks.
To start with, the critical instant of a MF task τi is known
as the instant that leads to the worst case response time of
τi. In comparison to the standard critical instant and as the
critical frames of a MF task are the only frames that can
lead to the worst case response time of lower priority MF
tasks, we now identify the critical instant of a MF task τi as
in Definition 4; where the peak frame of τi is the frame that
generates the maximum amount of execution of τi assuming
that Ck

i ≤ Ti; ∀k.

Definition 4 The critical instant of a MF task τi is the si-
multaneous release, of the peak frame of τi with the critical
frames of higher priority MF tasks, that lead to the worst
case response time of τi.

Assuming the critical instant in Definition 4, the re-
sponse time analysis of τi considers its peak frame and the
previous reduced set of critical frames for each MF task
whose priority is higher than the priority of τi. So, to find
the worst case response time of τi we have to maximize
its response time over all frame combinations of the higher
priority MF tasks. Symbolically, the worst case response
time of τi has to be maximized over all values in V̂i; which
is given as Ri = maxṽ∈V̂i

{Ri,ṽ}; where {Ri,ṽ} is the re-
sponse time of τi that is relative to the simultaneous release
which is presented as the combination ṽ from the cartesian
product V̂i and is given by Equation (9)

Ri,ṽ = Cmi

i +
i−1∑

j=1

ξ
ṽj

j (&
Ri,ṽ

Tj
'); (9)
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where mi is the location of the peak frame of the task τi.
ṽj is the jth element of the vector ṽ (i.e. τj’s critical frame
that is relative to the combination ṽ ).

Equation (9) is solved by forming a recurrence relation
given by Equation (10).

rl+1

i,ṽ = Cmi

i +
i−1∑

j=1

ξ
ṽj

j (&
rl
i,ṽ

Tj
') (10)

where r0
i,ṽ = Cmi

i and l = 0, 1, .. until rl+1

i,ṽ = rl
i,ṽ or rl+1

i,ṽ

becomes greater than Di.
Example
To illustrate the exact response time analysis of the non-AM
multiframe tasks, Table 3 represents parameters of a simple
system example with three tasks τ1, τ2 and τ3. Within this
example we investigate the schedulability of τ3.

task C T = D priority
τ1 3, 4, 6, 8, 7, 5 10 high
τ2 5, 6, 10, 7 40 medium
τ3 1, 2, 3 60 low

Table 3. System Example

Without the critical frame concept, we have to evaluate
the response time of τ3 over all possible frames of the higher
priority tasks τ1 and τ2; which means we had to do 24 eval-
uations. However, as dominated frames are never critical,
we need only consider the critical frames of both τ1 and τ2,
this reduces the number of needed evaluations.

In this example, τ1 and τ2 have less than nj − 1 critical
frames; for j = 1, 2; applying Equation (6) to τ1 shows that
the frame with the execution time 8 dominates both frames
with the execution times 7 and 5. So, both frames with the
execution times 7 and 5 are never critical and there is no
need to check them to find the worst case response time of
τ3. The same argument is applied to the frame with the ex-
ecution time 10 in τ2; where it dominates the frame with
the execution time 7. Tables 4 and 5 show the amount of
interference each frame of each MF task τ1 and τ2 gener-
ates; which are represented by the function ξ, (1 inv. means
k = 1 for ξx

j (k), and so on 2 inv., 3 inv., .. ). Note how the
minimum frame is always dominated by the frame that it is
followed by.

Therefore, to find the worst case response time of τ3 we
have to evaluate its response time over the critical frames
of τ1 and τ2 which are presented by their locations L̂1 and
L̂2 as follows L̂1 = {1, 2, 3} and L̂2 = {1, 2}. So, V̂3 =
L̂1 × L̂2 = {(1, 1), (1, 2), (2, 1), (2, 2), (3, 1), (3, 2)}.

Now, for each combination ṽ ∈ V̂3, we find the rela-
tive response time of τ3 by applying Equation (10). For
example, to find R3,(1,1), we do the following r0

3,(1,1) = 3,

frame Location 1 inv. 2 inv. 3 inv. 4 inv. 5 inv.
0 3 7 13 21 28
1 4 10 18 25 30
2 6 14 21 26 29
3 8 15 20 23 27
4 7 12 15 19 25
5 5 8 12 18 26

Table 4. Cumulative functions of τ1

Frame Location 1 inv. 2 inv. 3 inv.
0 5 11 21
1 6 16 23
2 10 17 22
3 7 12 18

Table 5. Cumulative functions of τ2

r1

3,(1,1) = 3 +
∑2

j=1
ξ

ṽj

j (& 3

Tj
') = 3 + 4 + 6 = 13,

r2

3(1,1) = 3 +
∑2

j=1
ξ

ṽj

j (& 13

Tj
') = 19,

r3

3,(1,1) = 19 = r2

3(1,1). So, R3,(1,1) = 19.
Similarly we find all R3,ṽ for all elements in V̂3

to get the values in Table 6. Therefore, R3 =
max {19, 30, 29, 38, 39, 36} = 39. Note the maximum is
over only 6 values instead of 24 and also note that the crit-
ical instant of τ3 is the simultaneous release of τ3 having
execution time of 3, τ2 having execution time of 10 and τ1
having execution time of 6 (i. e. ṽ = (2, 2)).

frame Location 0 1 2 3 4 5
0 - - - - - -
1 - 19 30 29 - -
2 - 38 39 36 - -
3 - - - - - -

Table 6. Possible Response Times of τ3

As R3 < D3, so τ3 is schedulable.

5 Analysis of MF Tasks with Release Jitter

In this section we extend the basic response time analysis
of the non AM multiframe tasks to include the MF tasks that
are subjected to release jitter; where release jitter of a task
is defined as the maximum variation in the release times of
the task’s frames[5]. In other words, when τj is subjected
to release jitter then it is not strictly periodic with period
Tj; because its frames are released somewhere within time
interval of length Jj and then every period Tj . Mathemati-
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Figure 1. Illustration of release jitter problem

cally, let ak
j be the kth frame of τj , then

k.Tj + x ≤ ak
j ≤ k.Tj + y; ∀k = 0, 1, 2, .. (11)

where Jj = y − x.

The first issue in analysing the worst case response time
of the MF task τi is to identify its frame situation that leads
to this worst case. Assume that the worst case situation of
a lower priority task τi starts execution at time a, then a
higher priority MF task τj preempts τi the most when τj

and τi have three properties in their execution scenario. The
first property is that the first frame of τj must be its critical
frame that leads to the maximum interference within τi’s
execution. While the second property is that the first frame
of τj takes place rightmost in its release jitter interval (i.e.
Jj) and its next frames (i.e. second, third, ..) take place
leftmost in its release jitter interval (i.e. from Equation (11)
a0

j = y and ak
j = x + k.Tj ; k = 1, 2, ...).The third prop-

erty is that τi and τj start their first execution simultane-
ously (i.e. a0

j = y = a0
i = a) because this simultaneous

release, of the peak frame of τi and critical frames of the
higher priority MF tasks, provides the maximum amount of
preemption time for τi. Figure 5 illustrates this worst case
scenario.

The second issue in the analysis is to check if having re-
lease jitter (RJ) of a non AM multiframe task τj affects its
critical frame set that was discussed in the previous section.
In fact, RJ could affect the number of interference τj gen-
erates on a lower priority task whilst the critical frame set
stays the same. To clarify, assume k1 is the number of inter-
ference τj generates on a lower priority task having no RJ
of τj and x1 is the critical frame that is relative to k1; this k1

could increase to k2 when τj is subjected to RJ and hence
the critical frame could be changed relatively to x2 which
copes with this k2. However, both of x1 and x2 are from
the critical frame set because this set depends on the max-
imum amount of interference that τj generates for each of
its possible number of interference. So even if the number
of interference is increased by RJ, the relative critical frame

will be one of the critical frame set. Therefore the critical
frame set stays the same as explained in Section 4.

The following example explains how the critical frame
could be changed in the case of RJ, but is still one of the crit-
ical frame set. Suppose a system with three MF tasks in Ta-
ble 7, the critical frame locations of τ1 and τ2 are {1, 2, 3, 4}
and {1, 2, 3} respectively.

task C T priority
τ1 3, 4, 6, 7, 8, 6, 8 10 high
τ2 5, 6, 7, 10 40 medium
τ3 1, 2, 3 60 low

Table 7. System Example

Firstly, we present all possible response times of τ3 as-
suming there is no RJ for any tasks in the system. Table 8
presents all possible response times that are relative to all
critical frames of τ1 and τ2. So, we see from the table that
the worst case response time of τ3 is 50 and the relative
critical frames of τ1 and τ2 are the execution times whose
locations are 3 and 3; which represent the execution times 7
and 10 respectively.

frame Location 0 1 2 3 4 5 6
0 - - - - - - -
1 - 19 30 30 34 - -
2 - 20 37 39 35 - -
3 - 30 40 50 38 - -

Table 8. Responses of τ3 when no RJ

Now, assume τ1 has RJ of 1; then this RJ gives rise to
extra interference from τ1 and therefore its critical frame is
changed to include this extra interference. To find out how
the critical frame is changed, Table 9 presents all possible
response times of τ3 (calculated by applying Equation (12))
that are relative to all critical frames of τ1 and τ2. We see
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from this table that the worst case response time of τ3 is
56 and critical frames of τ1 and τ2 are 6 and 10. While
according to the frames of 7 and 10 of τ1 and τ2, the relative
response time of τ3 in the case of RJ of τ1 (i.e. J1 = 1) is
R3 = 54. So, the specific critical frame could be changed
when RJ exists but is still one of the critical frame set of the
relative MF task.

frame Location 0 1 2 3 4 5 6
0 - - - - - - -
1 - 19 36 38 34 - -
2 - 27 37 39 35 - -
3 - 38 56 54 38 - -

Table 9. Responses of τ3 when J1 = 1

So, analysis of the worst case response time of τi has to
be maximized over all combinations of the critical frames
of the higher priority MF tasks. Symbolically, recall from
Section 4, L̂j and V̂i as the locations of the critical frames
of τj and the cartesian product of L̂j ; where τj represents
the MF task whose priority is higher than τi, then what is
left is to find the formula that represents Ri,ṽ for a specific
combination, ṽ, of the critical frames of all higher priority
MF tasks.

Theorem 5.1 Given a real time system consisting of N non-
AM multiframe tasks τj; j = 1, 2, .., N , each MF task τj

has a maximum release jitter equals Jj and has its peak
frame at position mj; the worst case response time of τi

is given by the smallest non-negative solution to Equation
(12):

Ri,ṽ = Cmi

i +
i−1∑

j=1

ξ
ṽj

j (&
Ri,ṽ + Jj

Tj
') (12)

where ṽj is the jth element of the vector ṽ that represents
one of the combinations of the critical frames of the MF
tasks whose priorities are higher than τi.

Proof Assume I is the maximum amount of interfer-
ence from tasks whose priorities are higher than τi, then
I =

∑i−1

j=1
Ij ; where Ij is the maximum amount of

interference from the higher priority MF task τj . We
divide this amount into two parts Ij = C

ṽj

j + Irest
j ;

where C
ṽj

j is the first interference that τj provides within
(Tj − Jj) while Irest

j is the amount of interference that
τj provides within Ri,ṽ − (Tj − Jj) starting from the
frame that follows the first one. So, Irest

j is given by:
Irest
j = ξ

(ṽj+1)

j (&Ri,ṽ−(Tj−Jj)

Tj
'). Therefore,

Ij = C
ṽj

j + ξ
(ṽj+1)

j (&Ri,ṽ−(Tj−Jj)

Tj
')

Ij = ξ
ṽj

j (&Ri,ṽ−(Tj−Jj)

Tj
' + 1) because the cumu-

lative function starts from a previous frame so an extra
interference has been added,

Ij = ξ
ṽj

j (&Ri−(Tj−Jj)

Tj
+ 1') because we add an

integer to the ceiling function so we can move this integer
into the ceiling function,

Ij = ξ
ṽj

j (&Ri−(Tj−Jj)

Tj
+ Tj

Tj
') = ξ

ṽj

j (&Ri+Jj

Tj
').

So, the maximum amount of interference from tasks that
have higher priority than the MF task τi, assuming C

ṽj

j is
the first execution time of τj (remember that ṽj is location
of a critical frame, of τj , that is relative to the combination
ṽ), is given by I =

∑i−1

j=1
ξ

ṽj

j (&Ri+Jj

Tj
'); and therefore, the

worst case response time of the task τi is given by the small-
est non negative solution to Equation (12).!
Solving Equation (12) is given by forming a recurrence
equation given by rl+1

i,ṽ = Cmi

i +
∑i−1

j=1
ξ

ṽj

j (&
rl

i,ṽ+Jj

Tj
')

where r0
i,ṽ = Cmi

i and l = 0, 1, .. till rl+1

i,ṽ = rl
i,ṽ = Ri,ṽ .

However, if rl+1

i,ṽ > Di − Ji, we say that τi is not schedula-
ble; whilst when Ri,ṽ < Di − Ji then τi is schedulable.

6 Analysis ofMFTasks with Arbitrary Dead-
liness

In this section, we discuss the criticality issues of the
non-AM multiframe task when the deadline of the MF task
becomes arbitrary. Then we extend the response time anal-
ysis of the non-AM multiframe tasks to be applicable to the
arbitrary deadlines scenario.

The first issue to study in this scenario is the critical in-
stant of the MF task; where we always present it as the
instant that leads to the worst case response time. When
no interference from the task itself is allowed, the critical
instant of a MF task τi is the simultaneous release of its
peak frame with the critical frames of the higher priority
MF tasks that lead to the worst case response time of τi.
However, when the deadline of a MF task extends beyond
its period, there has been a possibility of having interference
from the task itself within its busy period as well as the in-
terference from the higher priority MF tasks; assuming that
a busy period of a frame of a MF task is from when this
frame starts its execution until finishing this execution. So,
arbitrary deadlines may lead to the situation of analysing all
critical frames of the analysed MF task instead of analysing
only its peak frame. In other words, the critical instant of a
non-AM multiframe task τi within arbitrary deadlines is the
simultaneous release, that leads to the worst case response
time of τi, of the critical frames of both τi and all higher
priority MF tasks.

The second issue is to analyse the interference from the
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task itself which requires the redefinition of V̂i that was
given in Section 4 to include the analysed MF task τi as
well as the MF tasks whose priorities are higher than τi’s.
So, V̂i now represents the cartesian product of all L̂j for
j = 1, .., i. Therefore, the response time of τi has to be
analysed for each combination, that is presented as a vec-
tor in V̂i, of the critical frames of τi and higher priority MF
tasks.

To explain in more details, the worst case response time
of τi in the arbitrary deadlines scenario is analysed as a dou-
ble maximization in two steps. The first step is to find, for
each combination in V̂i, the busy periods that are relative to
the possible number of interference from τi and then max-
imize those busy periods over all possible number of inter-
ference. The second step is to maximize the results in the
first step, for each combination in V̂i over all those combi-
nations in V̂i.

Now, to completely analyse the interference from the
analysed task τi itself, we introduce q as the number of ex-
ecution of τi (q = 1, 2, ..), so the amount of execution that
τi provides for q number of its execution is presented by
its cumulative function ξṽi

i (q); where τi is released with the
critical frame ṽi.

Therefore, as an illustration of the first step of the analy-
sis we present ri,ṽ(q), for ṽ ∈ V̂i, as the time from the first
execution of τi until its qth execution. ri,ṽ(q)is given by
Equation (13).

ri,ṽ(q) = ξṽi

i (q) +
i−1∑

j=1

ξ
ṽj

j (&
ri,ṽ(q)

Tj
'). (13)

So, the qth busy period of τi is given by the following Equa-
tion wi,ṽ(q) = ri,ṽ(q) − (q − 1)Ti.. We keep finding busy
periods until τi stops interfering with itself. In other words,
above iteration over increasing values of q can stop when
wi,ṽ(q) ≤ qTi. This is because satisfying the restriction
means that τi has finished its execution within the period
that τi is released in; and no further interference from τi

itself will occur.
As we have already identified all busy periods we need

for the analysis, we now complete the first step of the re-
sponse time analysis by finding their maximum busy period
that represents the worst case busy period wi,ṽ that is rela-
tive to the combination ṽ ∈ V̂i.

wi,ṽ = max
q=1,2,..

wi,ṽ(q). (14)

Therefore, the second step, which is the last step of the
analysis, is to find the worst case response time of τi by
maximizing wi,ṽ over all possible combinations of the crit-
ical frames that are presented by ṽ as in the following equa-
tion (i.e. Equation (15))

Ri = max
ṽ∈V̂

{wi,ṽ} (15)

Thus, the schedulability test of τi within the arbitrary
deadlines scenario is as follows: τi is schedulable if its
worst case response time, that is calculated by Equation
(15), is less than or equals to its deadline (i.e. Ri ≤ Di).
Example
Assume a system with three independent tasks τ1, τ2 and
τ3 with the parameters given in Table 10. To identify the

task C T D priority
τ1 5, 3, 4, 6, 8, 7 10 10 1
τ2 6, 10, 7, 5 40 40 2
τ3 6, 7, 8 50 60 3

Table 10. Attributes of tasks in the system

schedulability status of τ3, we find its worst case response
time. So, we need to evaluate the response time over all
possible critical frames of the MF tasks τ1, τ2 and τ3.

Using analysis in Section 4, locations of the crit-
ical frames L̂j ; j = 1, ..3 are found as follows
L̂1 = {2, 3, 4}, L̂2 = {0, 1} and L̂3 = {1, 2}. So,
the cartesian product V̂3 of L̂j; j = 1, ..3 is found by V̂3 =
{(2, 0, 1), (2, 0, 2), (2, 1, 1), (2, 1, 2), (3, 0, 1), (3, 0, 2),
(3, 1, 1), (3, 1, 2), (4, 0, 1), (4, 0, 2), (4, 1, 1), (4, 1, 2)}.
Now, we apply the analysis in this section for each
ṽ ∈ V̂3 on two steps. The first step is to find
w3,ṽ by applying Equations (13) and (14). So,
r3,(2,0,1)(q) = ξ1

3(q) +
∑2

j=1
ξ

ṽj

j (&
r3,(2,0,1)(q)

Tj
')

q = 1, then r3,(2,0,1)(1) = 7 +
∑2

j=1
ξ

ṽj

j (&
r3,(2,0,1)(1)

Tj
').

By solving this iterative equation, we find that
r3,(2,0,1)(1) = 38. So, w3,(2,0,1)(1) = 38 − 0(50) =
38 ≤ T3. Therefore, no need to increase q’s values any
more. Thus, w3,(2,0,1) = 38.
Similarly, we find r3,(2,0,2)(1) = 8 +
∑2

j=1
ξ

ṽj

j (&
r3,(2,0,2)(1)

Tj
') = 39. So, w3,(2,0,2)(1) = 39.

In the same way, we find all w3,ṽ using r3,ṽ(q) to get the
results in Table 11. Where we calculate all possible worst
case busy periods that are relative to all critical frames of
τ3 and higher priority MF tasks. Note from Table 11 that
values of q increases to 2 for the combinations (2, 1, 1),
(2, 1, 2), and (4, 1, 2) as the relative w3,ṽ(1) is greater than
T3.

The second step is to find the worst case response
time of τ3, R3, as the maximum of all possible busy pe-
riods (i.e. w3,ṽ’s column in Table 11). Thus, R3 =
max{38, 39, 57, 58, 39, 40, 46, 47, 36, 37, 40, 58} = 58 <
D3, so τ3 is schedulable.
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ṽ q r3,ṽ(q) w3,ṽ(q) w3,ṽ

(2, 0, 1) 1 38 38 38
(2, 0, 2) 1 39 39 39
(2, 1, 1) 1 57 57 > T3

(2, 1, 1) 2 69 19 max{57, 19} = 57
(2, 1, 2) 1 58 58 > T3

(2, 1, 2) 2 68 18 max{58, 18} = 58
(3, 0, 1) 1 39 39 39
(3, 0, 2) 1 40 40 40
(3, 1, 1) 1 46 46 46
(3, 1, 2) 1 47 47 47
(4, 0, 1) 1 36 36 36
(4, 0, 2) 1 37 37 37
(4, 1, 1) 1 40 40 40
(4, 1, 2) 1 58 58 > T3

(4, 1, 2) 2 79 29 max{58, 29} = 58

Table 11. Possible Busy Periods

7 Conclusion

In this paper we have addressed the exact response time
schedulability analysis of Non-AM multiframe tasks for
fixed priority preemptive systems considering a defined
concept of the critical frame. Also, we have deduced the
concept of dominated frames and show that such frames are
non-critical, they can be safely discarded when computing
worst-case response times of lower priority tasks. This pro-
vides an improvement in the response time scheduling in
terms of having a maximum of (n − 1) critical frames, in
the worst case, for a MF task of n frames; and for most MF
tasks they will have significantly less than (n − 1) critical
frames. So, the upper bound of the number of combina-
tions that need to be examined to determine the worst-case
response time is “

∏
i(ni − 1)” in the worst case, which is

lower than was previously published, and can be less when
the dominated frames are ignored. Furthermore, we have
shown that frames with the minimum execution time are al-
ways non-critical.

In addition, we have extended the exact response time
analysis of the MF tasks in two directions; one is to include
the MF tasks subjected to release jitter, and the other is to
include tasks with arbitrary deadlines. Although the two
extensions of release jitter and arbitrary deadliness can be
composed, due to space restrictions the composed analysis
is not presented in this paper.
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