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Abstract— It has been shown that the dynamic environment multiple sensor fusion techniques, data association pmbl
around the mobile robot can be efficiently and robustly rep-  could be further complicated. The associations between the
resented by the Bayesian occupancy filter (BOF) [1]. In the 4,4 consecutive time instances from the same sensor as well

BOF framework, the environment is decomposed into a grid- o . -
based representation in which both the occupancy and the &S the associations among the tracks of different sensdrs wi

velocity distributions are estimated for each grid cell. Insuch have to be take into account at the same time. Fortunately,
a representation, concepts such as objects or tracks do not these difficulties do not exist in the grid based approaches
exist and the estimation is achieved at the cell level. Howey [6] which deal with the data association problems in a more
the object-level representation is mandatory for applicalons  eagiple way. Uncertainties of multiple sensors are spgetifi

needing high-level representations of obstacles and theinotion. . . .
To achieve this, a natural approach is to perform clusteringon in the sensor models and are fused into the BOF grid

the BOF output grid in order to extract objects. We presentin  haturally with solid mathematical ground.
this paper a novel clustering-tracking algorithm. The mainidea

is to use the prediction result of the tracking module as a fom 606 BOF_INPUT

of feedback to the clustering module, which reduces drastaily
the complexity of the data association. Compared with the
traditional joint probabilistic data association filter (J PDAF)
approach, the proposed algorithm demands less computatiah
costs, so as to be suitable for environments with large amotiof
dynamic objects. The experiment result on the real data shosv
the effectiveness of the algorithm.

I. INTRODUCTION

a major demanding of the driving assistant systems and
autonomous mobile robots. The dynamic environment neq
to be perceived and modeled according to the sensor me
surements which could be noisy. This problem is normall
treated within the estimation framework. The major require
ment for such a system is a robust target tracking syste
Most of the existing target tracking algorithms [2] use an

object-based representation of the environment. Howevéfg. 1. Example of BOF output using a computer vision car deteas
these existipg_techniques hav_e to take into acc.ount eﬂplici_Qgeitngeggg?j;%eT'hﬁh?ggoer gﬂfpﬂﬁ\gd;%jggt; ngir%n”ﬁ]‘g;:hﬁ
data association and occlusion problems which are maj@presents a grid of occupancy probability (blue-to-recppea color) and
challenges of the performances. In view of these problemie mean velocity (red arrows) estimates.

a grid based framework, the Bayesian occupancy filter (BOF)
[1] [3] [4] has been presented in our previous works.

In the BOF framework, concepts such as objects or tracl
do not exist. It decompose the environment into a gri
based representation. A Bayesian filter [5] based recursi
prediction and estimation paradigm is employed to estima
an occupancy probability and a velocity distribution foclea #
grid cell. Thanks to the grid decomposition, the complidate ==
data association and occlusion problems do not exist. T %
BOF is extremely convenient for applications where nc
object-level representation is needed. Another advantége
the BOF is that the multiple sensor fusion task could b
easily achieved. In some situations, using informatiomfro
multiple sensors could provide more reliable and robust
information of the environment. However, in traditional Fig. 2. The Cycab Platform.




Despite of the aforementioned advantages, a lot of applica- The paper is organized as follows. In the next section, the
tions demand the explicit object-level representationodn BOF framework is briefly described. The object detecting
former work, we suggested a layer structure for these syand tracking approach is presented in section Ill. In sactio
tems. A joint probabilistic data association filter (JPDAE) 1V, the experimental result of our approach on the real
based object detecting and tracking method was implementddta collected by the Cycab platform is provided. Finally,
above the BOF layer. However, when there are enormogsnclusions are drawn in section V.
amount of dynamic objects in the environment, the number
of hypothesises generated by the JPDAF increases rapidly,
which makes the method suffers from the computational cost. The Bayesian Occupancy Filter (BOF) is represented as
Regarding to this problem, a novel fast object detecting aml two dimensional planar grid based decomposition of the
tracking algorithm is proposed. A simple and naive clustgri environment. Each cell of the grid contains two probability
algorithm is used to extract objects from the BOF grid. Byistributions. A probability distribution on the occupgmuf
taking the prediction result of the tracking module as a forrthe cell, and the probability distribution on the velocity o
of feedback to the clustering module, the clustering algdhe cell occupancy.
rithm avoids searching in the entire grid which guarantees Given a set of input sensor readings, the BOF algorithm
the performance. A re-clustering and merging strategy &llows to update the occupancy/velocity estimates of each
employed only when the ambiguous data association occuggid cell.

The computational cost of this approach is linear to the BOF is a special implementation of the Bayesian filter
number of dynamic objects detected, so as to be suitald@proach [7]. This approach addresses the general prob-
for scenes in cluttered environment. Our approach has belem of recursively estimating the probability distributio
tested on the real data collected on real cars in highway afRdX¥ | Z¥), of the stateX of a system conditioned on
cluttered urban environments (Fig. 1), and also on our Cycats observationZ. This expression is also known as the
experimental platform (Fig. 2). posterior distribution. The posterior distribution is aised

In classical tracking methodology [2], the problem ofin two stages: prediction and estimation. The predictiagst
data association and state estimation are major problemsdomputes an a priori prediction of the target's currentestat
be addressed. The two problems are highly coupled witknown as the prior distribution. The estimation stage then
each other and an error in either portion leads to erroneoasmputes the posterior distribution by using the predictio
outputs. The BOF makes it possible to decompose this highlyith the current measurement of the sensor.
coupled relationship by avoiding the sensor data assoniati In the case of the BOF, using this prediction/estimation
problem, in the sense that data association is to be handiecheme allows filtering out false alarms, miss-detectiand,

Il. BAYESIAN OCCUPANCY FILTER (BOF)

at a higher level of abstraction. localization errors in sensors data readings.
We propose to use a hierarchical approach in which two Figure 1 shows an example of BOF output using a com-
filtering levels are used (Fig. 3): puter vision car detector. The input of the BOF in this case
() Robust grid-level sensing. is, for each time step, a set of bounding boxes corresponding
(i) Robust object-level tracking. to the detected vehicles (red boxes). The output represents
a grid of occupancy probability (blue-to-red mapped color)
[ semsars | and mean velocity (red arrows) estimates.

The Bayesian model presented in the following text is a
reformulation of the one we presented in [1]. The aim of
l l this reformulation is to make clearer the strong link betwee
the discretization of the space and the discretization ef th
velocity, which reduces the number of the used random
variables and makes the model easier to explain.

‘ Sensor 3 ‘ ‘ Sensor 2

Obstacles

Clustering on Grid
(Obijects

'_[—J The key idea of the model is to represent the 2D space
Fach Obstaqie using a regular grid. Given this space discredization and
Tracker assuming that objects do not overlap, the velocity of a
given ¢ cell at a timet is directly linked to the identity
of its antecedent celb; from which the content of celt
Robust sensing and tracking in the BOF framework moved betweer — 1 andt. In other words, we can define
the velocity of a given cell by providing the index of its
Fig. 3. Sensing/Tracking system architecture. antecedent.

Therefore, estimating the velocity of a given cell is equiv-

In a such architecture, the output grid of the BOF gridalent to estimating a probability table over its all possibl
filter (i.e, the probability distribution on the occupancf o antecedents. Possible antecedents of a cell are defined by
the cell, and the probability distribution on the velocitfy o providing a neighbourhood from which the cell is reachable
the cell occupancy) is used as input for the object tracker by a time step. This model applies also to velocities needing
extracting object hypothesis from the grid (Fig. 3). more than one time step for a neighbour cell to reach



c. However, for simplicity we will assume only one-step
velocities (neighbours reachirgin one time step).
The BOF model is described as follows:

A. Variables

For a given cell having € ¢ as index in the grid, let:

« Al c o/ C % represents each possible antecedent of cell
c over all the cells in the grid domai¥. The set of
antecedent cells of cetlis denoted by and is defined
as a neighbourhood of the cell

o Ale o C # is same ag\ but for the previous time
step.

« OLe ¢ ={0,1} is a boolean variable representing the
state of the cell in terms of occupancy at timeeither
[Oc = 1] if occupied, [O; = 0] if empty. Given the
independency hypothesis, the occupancy of each cell
at timet is considered apart from the occupancy of its
neighbouring cells at time

« Zl € #,1<i <SeN, is a generic notation for mea-
surements yielded by each sensoconsidering a total
of S sensors yielding a measurement at the considered
time instant.

B. Joint distribution factors

The following expression gives the decomposition of
the joint distribution of the relevant variables accordiog
Bayes'’ rule and dependency assumptions:

P(A TALOLZ:  28) =
PUAL PR | AL PO, | A [P | ALCh)

The parametric form and semantics of each component of

the joint decomposition are as follows:

« P(ALY) is the probability for a given neighbouring cell
Ac to be the antecedent afat timet — 1. In order to
represent the fact that cellis a priori equally reachable
from all possible antecedent cells in the considered
neighbourhood, this probability table is initialized as
uniform and is update in each time step.

« P(AL | A1) is the distribution over antecedents at time
t given the antecedent of callatt — 1. It represents the
prediction (dynamic) model over velocity. If we assure
a perfectconstant velocity hypothesis between the two
time frames — 1 andt, this distribution is just:

- P(AL| AU -E) = P(ALY),

- PAL | Av E) = (AL): Uniform predicted an-
tecedent (velocity) whenonstant velocity hypoth-
esis is violated,

then,P(A. | A5"1) may be written as a mixture:
P(AL | AC 1) =
P(-E)P(A, | A —E) +P(E)P(A; | A; T E)
Which leads to:
PIA I AT = (A-e)P(AY) +e Z(A)
= (- eP(AL) +e/l k.

« P(O. | AiY) is the distribution over occupancy given

the antecedent of celt att — 1. It represents the pre-
diction (dynamic) model over occupancy. If we assure
a perfectconstant velocity hypothesis between the two
time framest — 1 andt, this distribution is just:

P(Ok | ALY = P(OLY).

In other words, the predicted probability is just the prob-
ability at the preceding time instant for the antecedent
att—1.

When considering imperfecbnstant velocity hypothe-

sis, P(OL | ALY) may be written as a mixture:

PO | A -
P(-E)P(O; | At =E) +P(E)P(O; | A E)

Which leads to:
POL| AT = (1—£)P(Ot,§1)+€ % (O%)
= (1-9PO ) +e/2

« P(Z | ALOY) is thedirect model for sensori. It yields

the probability of a measurement given the occupancy
OL and the antecedent (velocityy. of cell c. Measure-
ments for all sensors are assumed to have been taken
independently from each other.

For sensors providing measurements depending exclu-
sively of occupancy, this distribution can be written as
P(Z' | ©.). In the same manner, for sensors providing
measurements depending exclusively of velocity, this
distribution can be written aB(Z! | AL).

P(Atc | A};l) = P(AIAICA).

In other words, the predicted probability is just the prob- At aach time step

C. Occupancy and velocity estimation using the BOF model

the estimation of the occupancy and

ability at the preceding time instant for the antecedenfg|qity of a cell is answered through Bayesian inference

att—1.
Considering imperfeatonstant velocity hypothesis may
be done by introducing:
— E € {0,1} =“There was a prediction error”,
— P(E) = ¢ the probability of violating theconstant
velocity hypothesis (a parameter of the model).
If we define:

on the model given in Equation (1). This inference leads
to a Bayesian filtering process (Fig. 4). In this context, the
prediction step propagates cell occupancy and antecedent
(velocity) distributions of each cell in the grid the get the
prediction P(OL AL). In the estimation stepP(O Al) is
updated by taking into account the observations yielded by
the sensor§]> ; P(Z' | ALOL) to obtain the a posteriori state



z from it. A natural algorithm to achieve this is to connect
Prediction the eight-neighbor cells according to an occupancy thresh-
o old occ_threshold. In addition to the occupancy values, a
P(Ov Ac) threshold of the Mahalanobis distance between the velocity
distributionsvel _threshold is also employed to distinguish
the objects that are close to each other but with different
moving velocities.
From the implementation point of view, we use an ID grid
Estimation with the same scale of the input occupancy/velocity grid to
P(Ofl Al [Z‘ =z]) store the IDs of the associated targets. The ID grid value is
£ initialized to zero(non-associated) and then is set toEhefl
the associated target. In order to avoid searching forelsist
in the whole grid, we use the predicted targets’ states as a
Fig. 4. Bayesian filtering in the estimation of occupancy ametbcity  form of feedback. For a given target with iD, the predicted
distribution in the BOF grids state is used to define a region of interest (ROI) in which
the clustering process starts. After a starting point with a

estimateP(O% AL | [Z}---ZY)). This allows by marginaliza- occupancy probability value greater than dee_threshold is
tion to compfjteP(Ot |12, ZY) andP(AL | [Z - 7)) that found in the ROI, thed is propagated in the ID grid using the
will be used for prédicti%)n in the next iterati%)n connectivity criterion among the non-associated celldigce

It's important to notice that the distributioR(AL) over W't: ID:?)f' the tracker i Adi tional ob i
velocity is updated even when no velocity sensors are avail- report for the tracker is a a-dimentional observation

able. Indeed, suppose we have only one occupancy sen$ Fresponding to the position and the velocity of an exéact

: t ¢ .. cCluster.
g:ﬁgsﬁgn E{Aihf[zrgog]eﬁ(ezgdcscé t(ace).fo-lr-rzeulz' posterior The 2D position component of this vector is computed as
c :

the mass center of the region corresponding to the cluster
pixels (cells) set. We also compute the corresponding co-

P(Z‘

0. A)

PAL | [Z5ed) O (2) varigpce matrix representing the uncertainty of the olesbrv
P(AL-L)p(AL t—1 position.
AEZ% (APA AT The 2D velocity component is just the weighted mean of

R t ¢ the estimated velocities of all cells of the cluster. It came
o 6% 1 P(Oc | Ac)P([Zocd | Oc)- also with a covariance matrix representing the uncertaifty
(o} )

) S the observation velocity.
This allows to update the velocity distribution even when

no velocity sensors are available. In this case, the updateB- Re-clustering and tracks merging
based exclusively on the occupancy observations. During the clustering process, three possible situati@une
When an additional velocity sensd?(Zl;, | AL) is to be considered.
available, it should be used to update the estimate (2) as. case 1:no cell with P(occ = 1) > occ_threshold is
follows: found. The target has not been observed and no associ-
ation is needed.
t t t t t t t « case 2:a clusterC of non-associated cells having
P(AC | [ZOCC ZVEL]) O P(AC | [ZOCC])P([ZVEL] | AC) VC(I,j) c C, P(OCC(i,j) — 1) > occ_threshold is ex-
[1l. THE “FAST CLUSTERING-TRACKING” ALGORITHM tracted. These cells are then associated to the target

In many applications, the object-level representation are 1d: V¢(i,j) € C, 1D(i,j) = id, whereID(i,j) is the
demanded. We propose to use a layer architecture as shown Corresponding ID grid. This situation occurs when there
in Fig.3 to obtain this representation. In our former work IS NO ambiguity in the association. This is an advan-
[1], the object-level presentation is obtained by a clasic tageous situation aIIowmg_a fast c_Iustenng-assouatmn
JPDAF algorithm. However, in the cluttered environment Procedure. Fortunately, this case is the most frequent
with enormous moving objects, the JPDAF suffers from the ~ ©n€ when using the algorithm to the real data sets.
combinational explosion of hypothesises. To overcome this * case 3:cells havingP(occ(i, j) = 1) > occ threshold
problem, we propose a novel object detecting and tracking ©Xist. However, they have already been assigned to other
algorithm. This algorithm could be roughly divided into IDs. In this conflicted case, an observation (cluster)
a clustering module, an ambiguous association handling Ccould be possibly generated by two (or more) different
module and a tracking and track management module. targets.

) The first two cases are normal cases, however, the third
A. Clustering case is refered as an ambiguous association case which

The clustering module takes the occupancy/velocity grideed to be dealt with in a special manner. The ambiguous

of the BOF as the input and extracts object level reportassociation could occur in the following two situations :



« Different targets are being too close to each other an@. Tracks creation

the observed cluster is in fact the union of the more o oy, targets creation, we introduce a concept “cluster
than one observations generated by different targets. caaq” to define a cell in the BOE grid where we will try to

¢ T_he d|ffe_rent tracked targets are cprrespondmg to find, for each step, a new (non-associated) cluster. Indeed,
single object and should be merged into one. _ the searching for potential new targets is after all thetis

We take a re-clustering strategy to deal with the firsfacks are processed. Thus, only non-associated cells will

situation and a cluster merging strategy to deal with thge processed to extract clusters as the observations for the

second one. potential new targets. The “cluster seed” concept is génera

Suppose when an ambiguous association 0CCUrS, @ 3l can be implemented via various strategies. The simplest
of tracks Ty, T2, , Tm are the potential candidates {0 begyrategy is to insert a possible seed in each cell of the

associated to the the observed cluster. We have to cut up % However, more sophisticated strategies could be more

extracted cluster and generate a sub-cluster (possibly¢mpeicient. For example, cluster seeds could be inserted only
for each candidate. This re-clustering is achieved by a K5 entrance regions of the monitored area.

means [9] algorithm using a simple Cartesian distance. The
considered distance is taken between the center of the su- Tracks deleting

cluster and a given cell. In this way, the first cause of the The deleting of tracks is also achieved in a Bayesian

ambiguous qssomatmn is handled. . manner. If an existing track is associated with a given

To deal with the second cause of the ambiguous asso- : . T X
- . ey O report (cluster), its existence probability is increassthg
ciation, we introduce a concept of “alias” which is in the

form of a two-tuples to represent the duplicated tracks. fWhethe following formula:

an ambiguous association between two tragkand T; is pt(E | 0) =

de:ectt(_edl, Tn aIIi_a?LIAS('I'i,Tj) is initialized and added to a Ptfl(E) % P(O | E)

poA?tneIZCF? If?zrrlz,' the tracker updates this list by confirm- PHE) xP(O | E)+[1-P4E)] xP(O | -E)

ing or disproving the existence of each alias hypothesighere:

ALIAS(T;,T;) according to the observation of the ambiguous ., E = “the targetT exists”.

association. _ _ o « O= “the targetT has been observed (associated)”.
At a given time step, if the ambiguous association occurs The parameterB(—O | E) andP(O | —E) are the tracker

bhetweenTi. a}ntlj.Tj,l_andhthe alti)assfll‘.lAS(T_il_?T_:_ ) is. four(;d in d miss-detections and false alarms probabilities respelgtiv
the potential alias list, the probabili§} (S(T;, T;)) is update If an existing target is not associated with any report

]IEJOy”(E;\WZ(.)anrmlng step using a Bayesian filtering approach 6téluster), its existence probability is decreased in thealar
: way:

PY(S|F)=

P-1(S) x P(F | S) P(E|-0)=

t-1
PI(S xP(F | S+ [1—P-1(S)] x P(F | —9) STEp cl):’ E(E) le(;SJ :) e
where: (E)xP(=O | E)+[1-P"}E)] x P(=0 | —E)
« S=“the T; andT; tracks are alias for the same object”. According to the existence probability, the track deleting
« F = “an ambiguous association between the traGks operation is achieved by applying a deleting threshold on it
andT; is observed”. However, in order to increase the robustness for occlusions
The probability valuesP(F | S) and P(F | —S) are We also introduce an occlusion calculation procedure. It
constant parameters of the tracker. The former denotes tkOWS us to decide if a given target is possibly occluded
probability of observing an ambiguous association when tHf not. If the target is regarded as being occluded, its
two concerned tracks are alias of the same object and is §&istence probability is not decreased even if no obsemati
to a constant value 0.8. The second denotes the probabili§yassociated to it. As a consequence, the target will be kept
of falsely observing an ambiguous association and is set fgr longer time without being observed.
0.1. .
WhenALIAS(T,,T;) is found in the potential alias list but & Tracks updating
is not observed as an ambiguous association, its prolyabilit In our work, the prediction and estimation of the targets

is disproved in a similar manner: are accomplished by attaching a Kalman filter with each
track. Once associated to a given track, a report (Gaussian
P{(S |-F) = distributions for both position and velocity) correspamglio

1 an extracted cluster is used as an observation to re-estimat
P9 xP(=F | 9 " ; ; Lt
— — the position and velocity of the track in a prediction-ugdat
PLS) X P(=F | §)+[1-P1§] x P(=F | =) step. For non-observed tracks, only a prediction step intak
Then, according to the probabili® (S(T;, T;)), the deci- by applying the dynamic model to the estimation result of
sion of merging of trackd; andT; could be made. the precedent time step.




IV. EXPERIMENTAL RESULT

The proposed approach has been applied in several driving
assistance projects and achieved satisfied results intoomsli
including both highway and cluttered urban environments.
The used sensor modalities include:

« multi-layer lidars,
« Computer Vision detection algorithms (Fig. 1),
« Stereovision-based 3D sensors.

-,
T
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However, according to the confidentiality agreements of the 5 A n‘ AR hx
on-going projects, the results could not be published. Here /s TERNAY 100 M R e M
we provide some recent experiment results on our Cycab
platform. Fig. 5. Experiment scene

The Cycab platform is equipped with SICK lidar, GPS,
mono-camera and odometer. To demonstrate the accuracy
of the tracking algorithm, we used several GPS which are We first apply our algorithm to detect and track a car
carried by pedestrians or vehicles. Because the expesmenthich moves in front of the Cycab with the same direction
were carried out in the parking area of Inria Rhone-Alpesas shown in Fig. 5. The result of dividing of the lidar data
within this limited range, the precision of the GPS is highlyinto dynamical data set and statical data set is shown in
reliable, which provides us the ground truths of the logaio Fig. 6. The first row of the figures are the data set of the
of the moving objects. During the experiment, the SICK lidaSICK ladar used to update the BOF. The second row of the
served as the main sensor, the camera data was not usedifires are the visualization of the Bayesian occupancy.filte
the algorithm right now. The color of the cells represents the occupancy probability

The object of the proposed algorithm is to track thelhe third row give out the tracker output from the fast
moving objects in scene robustly and efficiently. Howevelustering and tracking algorithm. The scale of the ellipse
in a normal environment (except the extremely clutterecepresents the uncertainty of the tracked target. The small
environment) most of the sensor readings are come froarrow start from the center of the eclipse gives the estithate
stational objects. Thus, if we update the BOF with all thevelocity of the target relative to the Cycab. The first column
lidar datas and apply the tracking algorithm directly, &argin Fig.6 show the results using the full dataset as the input
amount of statical objects will be detected and trackedi-Bago the BOF and tracker. There exist about 10 targets being
cally we could apply two different straight-forward mettsod detected and tracked. However, only one of them are the real
to overcome this problem. The first idea is to remove objectsoving object we are interested in. The second column are
with a speed below a given threshold. This could be achievéhle results using only the dynamic dataset abtained from the
by making use of the velocity estimations of the objectsforementioned data division algorithm. It is clearly simow
given by the tracker and the ego-motion estimation givethat all the statical objects are removed, and the moving
by the odometer model. Unfortunately, because of the BO®bject is correctly tracked.
has a potentially underestimate the cell velocity charastie The result shown in Fig.7 to Fig.9 demonstrates the
which is caused by the unsynchronized update scheme aécuracy of the tracker compared with a NNJPDA tracker.
velocity layers, and because of the inaccuracy of the egdhe moving car before the Cycab is detected and tracked
motion estimation, this method tends to remove the lowonsistently for 35 seconds. The relative position between
speed moving objects, i.e. pedestrians, by mistake. the Cycab and the target comes from the GPS data is taken

The second idea is to divide the lidar data into a statical ses the ground truth and is compared with that estimated
and a dynamical set, and only use the dynamical set to upddug the trackers. The comparison of x relative position is
the BOF. We applied the second method in the experimersthown in Fig.7, while the y relative positions are compared
The division of the lidar data is achieved by maintaining d@n Fig.8. The distance error of the estimated target positio
well discretized occupancy grid map[5] centered at the Bycdo the GPS data is shown in Fig.9. As could be seen in the
and moved along with it. Each cell in this map represents digures, our algorithm succeeded in tracking of the target
occupancy probability. If the occupancy probability exdee consistently. However, from 21 seconds to 22 seconds, the
an given threshold, this cell is regarded as a statical aet, NNJPDA tracker lost the target. The average distance error
the lidar data fall into this cell are removed from updatirig ois 0.39 meters for our algorithm compares with 0.37 meters
the BOF. Different from the BOF, the occupancy grid ma@f the NNJPDA tracker. Consider the scale of the target
is implemented in a global coordinate, thus, the ego-motiogar (roughly 1.5 meters by 2.5 meters), these results show
of the Cycab is also needed to be estimated. We applied ttat the precision of both the algorithms are satisfied is thi
odometer motion model to predict the location and used application.
iterative closest point( ICP) [10] algorithm to update . I  The implementation of the BOF and the tracker is in the
our experiment, this scheme has shown high accuracy. C++ programming language without optimization. Experi-
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Fig. 8. The y relative position of the target compared wite GBPS data

of the fast clustering-tracking algorithm is roughly 0.800
seconds per frame and increases linearly with the number of
targets in scene which could be discarded compared with that
Fig. 6. Comparason of the results with and without dividihg lidar data of the NNJPDA tracker. The time efficiency of the NNJPDA
into statical and dynamical data sets tracker is highly depended on the number of the targets being
tracked and the clusters extracted from the output of the. BOF
When there exist an average of 11 targets and 18 clusters,
ments were performed on a laptop with an Intel Centrinthe NNJPDA consumes 0.075 seconds per frame. However,
processor with a clock speed of 1.6GHz. The time consumphis number increases drastically to 5 seconds per frame,
tion of the grid map methods depends on the discretizatioMhen the number of the targets and the clusters increase up
and the discretization of the velocities. In our experimamt to 22 and 28 accordingly. This phenomenon is caused by
represents the ground plane with a dimension of 30 metelifse combination explosion in the algorithm which produces
by 16 meters, with a discretization resolution 0.4 meters bgoaringly hypothesises that need to be processed. The-exper
0.4 meters. The occupancy grid map represents the groumgntal results shows that both our algorithm and the clalssic
plane around the vehicle with a dimension of 30 meters by JNJPDA tracker managed to track the targets accurately and
meters, with a discretization resolution 0.15 meters bys 0.1consistently. However, compared with the classical NNJPDA
meters. The algorithm processes with an average frame ratacker, the fast clustering-tracking algorithm is far mor
of 6.2 frames/sec. The BOF consumes with an average efficient so as to be suitable for cluttered environment.
0.11 seconds per frame, while the ICP algorithm uses 0.017Another experiment is shown from Fig. 10 till Fig. 12
seconds and the updating of the occupancy grid map usesiaptime sequence. Two pedestrians walked in the direction
to 0.078 seconds per frame. The average time consumptiparpendicular to the moving direction of the Cycab’s. The
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Fig. 12. The occlusion lasts for several frames

data associations. The extracted objects are then tracked
and managed in a probabilistic way. The experiment results
show that the presented algorithm is robust as well as
computationally efficient. Future work involves addinghec

Fig. 10. The two persons are walking towards each other in th%ensory data including the IBEQ multi-layer laser range
perpendicular direction to the Cycab inder to the proposed framework.
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In this paper, we presented a novel object detecting and
tracking algorithm for the BOF framework. This algorithm
takes the occupancy/velocity grid of the BOF as input and
extracts the objects from the grid with a clustering module
which takes the prediction of the tracking module as a
feedback to reduce the computational cost. A re-clustering
and merging module is proposed to deal with the ambiguous



