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Asymptotically precise norm estimates of scattering

from a small circular inhomogeneity

Derek J. Hansen, Clair Poignard and Michael S. Vogelius ∗

Nov 30, 2006

Abstract

We establish L2-based estimates of the scattering produced by a small
circular inhomogeneity. These estimates apply to any frequency, and most
importantly they exhibit a behaviour that is consistent with numerically
observed solutions, uniformly in frequency and size of the inhomogeneity.

1. Introduction
2. The main estimates for the scattered solution
3. Discussion of extensions and future directions
4. References

1 Introduction

In this paper we shall rigorously estimate the size of the electromagnetic scatter-
ing caused by a single small inhomogeneity at all frequencies. For simplicity we
restrict our attention to the “transverse magnetic” situation, in which case the
scalar electric field satisfies a two dimensional Helmholtz equation. We take the
inhomogeneity (or to be quite precise, the cross-section of the inhomogeneity) to
be a disk of radius ǫ, but we do believe similar estimates hold for rather arbitrary
convex inhomogeneities. The coordinate system is chosen so that the inhomo-
geneity is centered at the origin. For simplicity we assume that the magnetic
permeability equals 1 inside as well as outside the inhomogeneity, but a jump
could easily be accommodated. The electric permittivity, qǫ, equals q inside the
inhomogeneity and q0 outside; in other words

qǫ(y) =

{
q for r = |y| < ǫ

q0 for r = |y| > ǫ
.

∗Department of Mathematics, Rutgers University, New Brunswick, NJ 08903, USA, and In-
stitut Camille Jordan, UMR CNRS 5208, Université Claude Bernard Lyon 1, 69622 Villeurbanne
cedex, France.
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We shall assume that the constant q0 is real and positive. The constant q, the
electric permittivity of the inhomogeneity, may be complex, but must have a
positive real part and a non-negative imaginary part. In other words we assume
that

q0 > 0 , ℜ(q) > 0 , and ℑ(q) ≥ 0 . (1)

For some of our estimates to hold we shall require that the inhomogeneity be
electrically conducting, i.e., we shall suppose that ℑ(q) > 0. We note that since q
is a constant, independent of ω, this means that the actual physical conductivity
of the inhomogeneity (typically equal to ωℑ(q)) depends on ω. The object of
study is the solution, uǫ, to the equation

∆uǫ + ω2qǫuǫ = in R2 , (2)

for which the “backscattered” part u
(s)
ǫ (y) = uǫ(y) − u(inc)(y), |y| > ǫ, satisfies

the “outgoing” radiation condition

∂

∂r
u(s)

ǫ − iω
√

q0u
(s)
ǫ = o(r−1/2) as r → ∞ . (3)

The incident wave, u(inc), is prescribed and satisfies ∆u(inc) + ω2q0u
(inc) = 0 inR2. It therefore has the form

u(inc)(r, θ) =

∞∑

k=−∞
akJk(

√
q0ωr)eikθ , (4)

where Jk(·) denotes the Bessel function of the first kind of order k. We shall
always minimally assume that

∞∑

k=−∞
|ak|2(1 + |k|)2σ < ∞ (5)

for some σ ∈ R. This assumption does allow a “plane wave” of incident direction
η = (cos θ0, sin θ0):

u(inc)(y) = eiω
√

q0η·y =

∞∑

k=−∞
Jk(

√
q0ωr)e−ik(θ0−π

2
)eikθ , (6)

in which case |ak| = 1 for all k. The identity (6) follows directly from symmetry
considerations and the integral representation formula

Jk(z) =
1

π

∫ π

0
cos(z sin θ − kθ) dθ ,

valid for ℜ(z) > 0, and any integer k. It is well known that, given any r > 0,
there exist positive constants Cr and cr such that

|Jk(r)| ≤ Cre
−cr |k| for all k ∈ Z ,
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Figure 1: The L2 norm of u
(s)
ǫ |r=2 as a function of ω for three different values of

ǫ and three different values of q, as discussed in text.

see for instance [11], page 16. Similar estimates hold for all derivatives of the
Bessel functions Jk. A condition of the type (5) for some σ ∈ R will thus always
guarantee the proper summability of the formula (4), and that the sum is indeed
a C∞ function (the latter also follows by elliptic regularity).

The main focus of this paper is to give asymptotically precise norm estimates

for the scattered part of the solution (the component u
(s)
ǫ ) at a fixed distance

from the inhomogeneity. As an illustration consider Figure 1. The nine graphs

display ‖u(s)
ǫ ‖L2({r=2}) as a function of frequency, ω, for three different values of

ǫ (.01, .004, and .001) and three different values of q (4 + i, 3 + 3i, and 1 + 4i).
For better “viewing” the left frame shows the behaviour for relatively small ω,
whereas the right frame corresponds to a much wider band of frequencies. The
incident wave is taken to be a plane wave. The 9 graphs clearly fall in three
groups (each group corresponding to a different value of ǫ, with the ǫ = .001
group at the bottom). In each group the solid graph corresponds to q = 4+ i, the
dotted to q = 3 + 3i, and the dashed to 1 + 4i. The fact that the ‖ · ‖L2 norm of

u
(s)
ǫ |r=2 behaves like ǫ2, as ǫ → 0 for fixed ω, is well known [5], [10]. So is the fact

that ‖u(s)
ǫ ‖L2({r=2}) behaves like (ǫω)2|H(1)

0 (ω2)| when ǫ → 0, and ω = o(ǫ−1) [5].
This helps explain the behaviour of these graphs for frequencies ω that are small
compared to ǫ−1. In the present paper we shall provide estimates that help explain
the behaviour of these graphs for ω of magnitude ǫ−1, and greater. In particular,
with varying assumptions about the incident wave, we shall essentially show that

‖u(s)
ǫ ‖L2({r=2}) is bounded by C

√
ǫ, in complete agreement with the right frame

of Figure 1. This bound is also consistent with the asymptotic approximation to

u
(s)
ǫ |r=2 obtained by (formal) techniques of geometric optics in [5].

At the end of this paper we shall briefly discuss some results that may help
extend our asymptotic estimates to arbitrary convex inhomogeneities of the form
ǫD. We shall also briefly discuss applications of these bounds and their general-
izations to problems of inverse scattering.
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2 The main estimates for the scattered solution

The problem (2) with its associated outgoing radiation condition may also be
written

∆u(t)
ǫ + ω2qu(t)

ǫ = 0, for r = |y| < ǫ , (7a)

∆u(s)
ǫ + ω2q0u

(s)
ǫ = 0, for r = |y| > ǫ , (7b)

with the following transmission conditions at r = ǫ:

∂ru
(s)
ǫ

∣∣∣
r=ǫ

= ∂ru
(t)
ǫ

∣∣∣
r=ǫ

− ∂ru
(inc)

∣∣∣
r=ǫ

, (7c)

u(s)
ǫ

∣∣∣
r=ǫ

= u(t)
ǫ

∣∣∣
r=ǫ

− u(inc)
∣∣∣
r=ǫ

, (7d)

and the asymptotic radiation condition:

∂ru
(s)
ǫ − iω

√
q0u

(s)
ǫ = o(r−1/2) as r → ∞ . (7e)

Here we have used the notation u
(t)
ǫ for the solution uǫ inside r < ǫ, and we have

decomposed the solution in r > ǫ as

uǫ = u(s)
ǫ + u(inc) .

With the assumptions (1) on the constants q0 and q it is well known that the
(transmission) problem (7a)-(7e) has a unique classical solution for an arbitrary
smooth incident wave. This follows for instance by arguments (along the lines of
those) given in [3] and [6]. For a 2π-periodic function g, we denote by ĝk the kth

Fourier coefficient of g, defined by

ĝk =
1

2π

∫ 2π

0
g(θ)e−ikθ dθ , k ∈ Z .

In terms of the Fourier coefficients the equations (7a)-(7e) translate into

d2

dr2
û

(t)
ǫ,k+

1

r

d

dr
û

(t)
ǫ,k +

(
ω2q − k2/r2

)
û

(t)
ǫ,k = 0, r < ǫ , (8a)

d2

dr2
û

(s)
ǫ,k+

1

r

d

dr
û

(s)
ǫ,k +

(
ω2q0 − k2/r2

)
û

(s)
ǫ,k = 0, r > ǫ , (8b)

with the transmission conditions

d

dr
û

(s)
ǫ,k

∣∣∣∣
r=ǫ

=
d

dr
û

(t)
ǫ,k

∣∣∣∣
r=ǫ

− d

dr
û

(inc)
k

∣∣∣∣
r=ǫ

, (8c)

û
(s)
ǫ,k

∣∣∣
r=ǫ

= û
(t)
ǫ,k

∣∣∣
r=ǫ

− û
(inc)
k

∣∣∣
r=ǫ

, (8d)
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and the radiation condition

d

dr
û

(s)
ǫ,k−iω

√
q0û

(s)
ǫ,k = o(r−1/2) as r → ∞ . (8e)

The differential equations in (8a)-(8b) are so-called Bessel’s equations – the

outgoing radiation condition at infinity, (8e), and the fact that û
(t)
ǫ,k stays bounded

as r → 0 now imply that

û
(s)
ǫ,k(r) = αkH

(1)
k (

√
q0ωr) , r > ǫ , and û

(t)
ǫ,k(r) = βkJk(

√
qωr) , r < ǫ .

H
(1)
k is a Hankel function of order k. The transmission conditions (8c) and (8d)

yield the following identities for the coefficients αk and βk

αk

{√
q0(H

(1)
k )′ (

√
q0ωǫ)Jk (

√
qωǫ) −√

qJ ′
k (

√
qωǫ)H

(1)
k (

√
q0ωǫ)

}

= ak

{√
qJ ′

k (
√

qωǫ)Jk (
√

q0ωǫ) −√
q0J

′
k (

√
q0ωǫ)Jk (

√
qωǫ)

}
,

βk

{√
q0(H

(1)
k )′ (

√
q0ωǫ)Jk (

√
qωǫ) −√

qJ ′
k (

√
qωǫ) H

(1)
k (

√
q0ωǫ)

}

= ak

{√
q0(H

(1)
k )′ (

√
q0ωǫ) Jk (

√
q0ωǫ) −√

q0J
′
k (

√
q0ωǫ) H

(1)
k (

√
q0ωǫ)

}
,

where ak are the coefficients from the incident wave expression (4). We observe
that

Lemma 1. Suppose q0 and q satisfy (1). Then

√
q0(H

(1)
k )′ (

√
q0r)Jk (

√
qr) −√

qJ ′
k (

√
qr)H

(1)
k (

√
q0r) 6= 0 ,

for any k ∈ Z, and r > 0.

Proof. This non-degeneracy may be deduced from the general uniqueness and
exitence result for the Helmholtz equation (2) with a prescribed incident wave,
and an outgoing radiation condition, mentioned earlier. However, it also has a
very direct and simple proof: if for some k and r0 > 0

√
q0(H

(1)
k )′ (

√
q0r0)Jk (

√
qr0) −

√
qJ ′

k (
√

qr0) H
(1)
k (

√
q0r0) = 0 ,

then, either Jk(
√

qr0) 6= 0, and

U(r, θ) =






H
(1)
k (

√
q0r0)

Jk(
√

qr0)
Jk(

√
qr)eikθ r < r0 ,

H
(1)
k (

√
q0r)e

ikθ r > r0 ,
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or J ′
k(
√

qr0) 6= 0, and

U(r, θ) =






√
q0(H

(1)
k )′(

√
q0r0)√

qJ ′

k(
√

qr0)
Jk(

√
qr)eikθ r < r0 ,

H
(1)
k (

√
q0r)e

ikθ r > r0 ,

is a solution to
∆U + q∗U = 0 in R2 , (9)

with

∂rU − i
√

q0U = o(r−1/2) , and U = O(r−1/2) , as r → ∞ . (10)

Here q∗ is given by

q∗(y) =

{
q for r = |y| < r0

q0 for r = |y| > r0

.

Multiplication of (9) by U and integration by parts, using (10), now gives

lim
R→∞

[
−
∫

|y|<R
|∇U |2 dy +

∫

|y|<R
q∗|U |2 dy + i

√
q0

∫

|y|=R
|U |2 dσy

]
= 0 ,

and so

lim
R→∞

∫

|y|=R
|U |2 dσy = −ℑ(q)√

q0

∫

|y|<r0

|U |2 dy ≤ 0 .

On the other hand, based on the asymptotics of the Hankel function H
(1)
k , namely

H
(1)
k (r) =

√
2

πr
ei(r− kπ

2
−π

4
) + O(r−3/2) , as r → ∞ ,

we easily calculate that

lim
R→∞

∫

|y|=R
|U |2 dσy =

4√
q0

,

and so we have obviously reached a contradiction. We conclude that the nonde-
generacy statement of this lemma must hold.

Based on this non-degeneracy lemma and the previous identities for αk and
βk we conclude that

αk = ak

√
qJ ′

k

(√
qωǫ
)
Jk

(√
q0ωǫ

)
−√

q0J
′
k

(√
q0ωǫ

)
Jk

(√
qωǫ
)

√
q0(H

(1)
k )′

(√
q0ωǫ

)
Jk

(√
qωǫ
)
−√

qJ ′
k

(√
qωǫ
)
H

(1)
k

(√
q0ωǫ

) , (11)

βk = ak

√
q0(H

(1)
k )′

(√
q0ωǫ

)
Jk

(√
q0ωǫ

)
−√

q0J
′
k

(√
q0ωǫ

)
H

(1)
k

(√
q0ωǫ

)

√
q0(H

(1)
k )′

(√
q0ωǫ

)
Jk

(√
qωǫ
)
−√

qJ ′
k

(√
qωǫ
)
H

(1)
k

(√
q0ωǫ

) (12)

= ak
2i

πωǫ
[√

q0(H
(1)
k )′

(√
q0ωǫ

)
Jk

(√
qωǫ
)
−√

qJ ′
k

(√
qωǫ
)
H

(1)
k

(√
q0ωǫ

)] ,
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where we have used a well-known formula for the Wronskian of the functions Jk

and H
(1)
k to obtain the last identity. In terms of the αk and the βk we have

u(t)
ǫ (y) =

∞∑

k=−∞
βkJk(

√
qωr)eikθ for r = |y| < ǫ , (13)

u(s)
ǫ (y) =

∞∑

k=−∞
αkH

(1)
k (

√
q0ωr)eikθ for r = |y| > ǫ . (14)

To estimate the coefficients αk and βk as functions of ωǫ, for any fixed k, the
following two observations about the asymptotic behaviour of Bessel (and Hankel)
functions will prove essential.

Lemma 2. For any integer k ≥ 0

√
q0(H

(1)
k )′(

√
q0r)Jk(

√
qr)−√

qJ ′
k(
√

qr)H
(1)
k (

√
q0r) =

2i

π

(
q

q0

)k
2

r−1 + o(r−1) ,

and

√
qJ ′

k(
√

qr)Jk(
√

q0r)−
√

q0J
′
k(
√

q0r)Jk(
√

qr) = Ck(qq0)
k
2 (q0−q)r2k+1 + o(r2k+1) ,

as r → 0+. The constant Ck is given by Ck = 1
k!(k+1)!2

−(2k+1).

Proof. The identities are straightforward consequences of very well known asymp-
totic properties of Bessel functions and their derivatives, as found for instance in
[11]. We omit the details of the derivation.

Lemma 3. Let c = a + ib be a fixed complex constant with b > 0. Then, for any
integer k ≥ 0

(H
(1)
k )′(r)Jk(cr) = i

ebrei(1−a)r

πr
√

c

(
1 + O(r−1)

)
,

J ′
k(cr)H

(1)
k (r) = −i

ebrei(1−a)r

πr
√

c

(
1 + O(r−1)

)
,

as r → ∞. Furthermore, there exist constants Ck,c such that

|J ′
k(r)Jk(cr)| ≤ Ck,c

ebr

r
, and

|J ′
k(cr)Jk(r)| ≤ Ck,c

ebr

r
,

for all r > 0.
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Proof. These identities and bounds follow from known asymptotic behaviour of
Bessel functions. Since this particular asymptotic behaviour may be slightly
less well known than that which led to Lemma 2, we provide the details of the
derivation of the first identity and the first bound. For reasons of brevity we leave
the (similar) derivation of the two remaining statements to the reader. We have

(H
(1)
k )′(r)Jk(cr) =

1

2

(
H

(1)
k−1(r) − H

(1)
k+1(r)

)
Jk(cr) , (15)

for k ≥ 0. As r → ∞ we also have

H
(1)
k (r) =

(
2

πr

)1/2

ei(r− k
2
π−π

4
)
(
1 + O(r−1)

)
, (16)

see [8] page 122, or [11] page 198. Insertion of (16) into (15) gives

(H
(1)
k )′(r)Jk(cr) =

1

2

(
2

πr

)1/2

ei(r− k
2
π−π

4
)

(

ei π
2
(
1 + O(r−1)

)

−e−i π
2
(
1 + O(r−1)

)
)

Jk(cr)

= i

(
2

πr

)1/2

ei(r− k
2
π−π

4
)
(
1 + O(r−1)

)
Jk(cr) , (17)

for k ≥ 0. Due to the fact that c = a + ib has a positive imaginary part,

Jk(cr) =

(
2

πcr

)1/2 e−i(cr− k
2
π−π

4
)

2

(
1 + O(r−1)

)
,

and upon insertion of this into (17) we now get

(H
(1)
k )′(r)Jk(cr) = i

1

πr
√

c
ei(1−c)r

(
1 + O(r−1)

)

= i
ebrei(1−a)r

πr
√

c

(
1 + O(r−1)

)
as r → ∞ ,

for any k ≥ 0. This verifies the first of the asymptotic identities. We now proceed
to verify the first of the inequalities. To this end we have

J ′
k(r)Jk(cr) =

1

2
(Jk−1(r) − Jk+1(r))Jk(cr) , (18)

for k ≥ 0. From [11] page 199-201 we get

|Jk(z)| ≤ Ck

(
2

π|z|

)1/2

e|ℑ(z)| ,

8



for |z| large; the smoothness of Jk at 0 guarantees that the inequality holds for
all z. Insertion of this estimate into (18) immediately yields

|J ′
k(r)Jk(cr)| ≤ Ck

(
2

πr

)1/2( 2

π|c|r

)1/2

e|ℑ(cr)|

≤ Ck,c
ebr

r
,

as desired.

The above two lemmas, and the formulas (11)–(12) lead to the following
estimates for αk and βk as functions of ωǫ, for any fixed integer k.

Lemma 4. Suppose q0 and q satisfy (1). Given any fixed k ∈ Z there exists a
constant Dk = Dk(q, q0), independent of ωǫ and ak, such that for all 0 < ωǫ ≤ 1:

|αk| ≤ Dk|ak|(ωǫ)2|k|+2 , and |βk| ≤ Dk|ak| . (19)

Furthermore, if ℑ(q) > 0 then Dk = Dk(q, q0) may be selected so that

|αk| ≤ Dk|ak| , and |βk| ≤ Dk|ak|e−ωǫℑ(
√

q) , (20)

for all 1 < ωǫ.

Proof. Since J−k = (−1)kJk and H
(1)
−k = (−1)kH

(1)
k it clearly suffices to verify

the statements of this lemma for any k ≥ 0. From Lemma 2 it follows that
√

qJ ′
k(
√

qωǫ)Jk(
√

q0ωǫ) −√
q0J

′
k(
√

q0ωǫ)Jk(
√

qωǫ)
√

q0(H
(1)
k )′(

√
q0ωǫ)Jk(

√
qωǫ) −√

qJ ′
k(
√

qωǫ)H
(1)
k (

√
q0ωǫ)

= − iπ

2
Ckq

k
0 (q0 − q)(ωǫ)2k+2 + o((ωǫ)2k+2) , and

2i

πωǫ
[√

q0(H
(1)
k )′(

√
q0ωǫ)Jk(

√
qωǫ) −√

qJ ′
k(
√

qωǫ)H
(1)
k (

√
q0ωǫ)

]

=

(
q0

q

)k/2

+ o(1) , (21)

as ωǫ → 0. Due to the continuity of these two expressions with respect to
ωǫ ∈ (0, 1] (the nondegeneracy assured by Lemma 1) and the formulas (11)-(12)
it follows that

|αk| ≤ Dk|ak|(ωǫ)2|k|+2 , and |βk| ≤ Dk|ak| ,

for any 0 < ωǫ ≤ 1. We now turn to the last estimates of this lemma. Lemma 3,
with c =

√
q/
√

q0 and r =
√

q0ωǫ, implies that

√
q0(H

(1)
k )′ (

√
q0ωǫ)Jk (

√
qωǫ) −√

qJ ′
k (

√
qωǫ)H

(1)
k (

√
q0ωǫ)

=
i

πωǫ

√
q0 +

√
q

(q0q)1/4
eωǫℑ(

√
q)ei(

√
q0−ℜ(

√
q))ωǫ

(
1 + O((ωǫ)−1)

)
,

9



as ωǫ → ∞, and
∣∣√qJ ′

k (
√

qωǫ) Jk (
√

q0ωǫ) −√
q0J

′
k (

√
q0ωǫ) Jk (

√
qωǫ)

∣∣ ≤ Cke
ωǫℑ(

√
q)(ωǫ)−1 ,

with Ck depending only on k (and q0 and q). As a consequence of these two
estimates, the formula (11) (and the fact that the fraction in the right hand side
of (11) depends smoothly on ωǫ ∈ [1,∞)) we get

|αk| ≤ Dk|ak| , for 1 < ωǫ ,

with Dk only dependent on k (and q0 and q) but independent of ω and ǫ. By a
similar argument it follows that

|βk| ≤ Dk|ak|e−ωǫℑ(
√

q) .

This completes the proof of the lemma.

Lemma 4 enables us to prove the following result for the scattered solution
corresponding to an incident wave with finitely many Fourier coefficients.

Proposition 1. Suppose q0 and q satisfy (1). Let u(inc) be an incident wave,
given by

u(inc)(r, θ) =
∑

|k|≤k0

akJk (
√

q0ωr) eikθ ,

for some integer k0 ≥ 0, and some coefficients ak, −k0 ≤ k ≤ k0. We denote by

|a|∞ the maximum of the moduli of the coefficients ak. For ωǫ > 0 let u
(t)
ǫ and

u
(s)
ǫ be the solutions to the following two dimensional scattering problem

∆u(t)
ǫ + qω2u(t)

ǫ = 0 for r = |y| < ǫ ,

∆u(s)
ǫ + q0ω

2u(s)
ǫ = 0 for r = |y| > ǫ ,

with the transmission conditions

∂ru
(s)
ǫ

∣∣∣
r=ǫ

= ∂ru
(t)
ǫ

∣∣∣
r=ǫ

− ∂ru
(inc)

∣∣∣
r=ǫ

,

u(s)
ǫ

∣∣∣
r=ǫ

= u(t)
ǫ

∣∣∣
r=ǫ

− u(inc)
∣∣∣
r=ǫ

,

and the outgoing radiation condition

∂ru
(s)
ǫ − iω

√
q0u

(s)
ǫ = o(r−1/2) as r → ∞ .

There exists a constant C = Ck0, depending only on k0 (and q, q0) but indepen-
dent of ω, ǫ, and R, such that, for any R ≥ ǫ

∥∥∥u(s)
ǫ

∣∣
r=R

∥∥∥
L2(0,2π)

≤ Ck0|a|∞
{

(ωǫ)2
∣∣∣H(1)

0 (ωR)
∣∣∣ for 0 < ωǫ ≤ 1 ,

1/
√

ωR for 1 < ωǫ .
(22)

10



Proof. At this place we only provide a proof under the additional assumption that
ℑ(q) > 0. The arguments necessary to include the case ℑ(q) = 0 (an improved

version of Lemma 4) are presented later in Remark 4. The function u
(s)
ǫ (y),

|y| = r > ǫ, is given by

u(s)
ǫ (r, θ) =

∑

|k|≤k0

αkH
(1)
k (

√
q0ωr)eikθ , (23)

where the coefficients αk are as before. Due to the first estimate of Lemma 4,

and the asymptotics of the Hankel function H
(1)
k we get for any k 6= 0

∣∣∣αkH
(1)
k (

√
q0ωǫ)

∣∣∣ ≤ Dk|ak|(ωǫ)|k|+2 ≤ Dk|ak|(ωǫ)3 , for 0 < ωǫ ≤ 1 .

For k = 0 we have

|α0| ≤ D0|a0|(ωǫ)2 , for 0 < ωǫ ≤ 1 .

Here Dk is a constant that depends only on k, q and q0, but is independent of ω
and ǫ. We may thus estimate

‖u(s)
ǫ

∣∣
r=R

‖2
L2(0,2π) = 2π |α0|2

∣∣∣H(1)
0 (

√
q0ωR)

∣∣∣
2

+2π
∑

0<|k|≤k0

|αkH
(1)
k (

√
q0ωǫ) |2

∣∣∣∣∣
H

(1)
k

(√
q0ωR

)

H
(1)
k

(√
q0ωǫ

)

∣∣∣∣∣

2

≤ Ck0|a|2∞(ωǫ)4
(∣∣∣H(1)

0 (
√

q0ωR)
∣∣∣
2
+ (ωǫ)2

ǫ

R

)

≤ Ck0|a|2∞(ωǫ)4
∣∣∣H(1)

0 (ωR)
∣∣∣
2

,

for 0 < ωǫ ≤ 1, ǫ ≤ R. Here we have used a well known fact about Hankel
functions, namely that

|H(1)
k (r)|2

|H(1)
k (s)|2

≤ s

r
, for 0 < s ≤ r , k 6= 0 . (24)

The estimate (24) follows from the fact that the function r → r
∣∣∣H(1)

k (r)
∣∣∣
2

is a

decreasing function on (0,∞) (cf. [11] pg. 446) for any integer k 6= 0. We have
also used that

|H(1)
0 (

√
q0ωR) |2 ≤ C|H(1)

0 (ωR) |2 ,

and that

(ωǫ)2
ǫ

R
≤ min{(ωR)2,

1

ωR
}

≤ C|H(1)
0 (ωR) |2 , for 0 < ωǫ ≤ 1 , ǫ ≤ R .

11
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Figure 2:
√

ω‖u(s)
ǫ |r=2‖L2 as a function of ω for three different values of ǫ and

three different numbers of Fourier coefficients, k0, of the incident wave.

The first of these estimates follows from the fact that neither of the functions
|H(1)

0

(√
q0 ·
)
| and |H(1)

0 (·) | vanish on (0,∞), and the fact that they are asymp-
totically equivalent for small, as well as for large positive values. The second
estimate is a consequence of well known asymptotic behaviour of Hankel func-
tions. Altogether we have now proven the estimate (22) for ωǫ ∈ (0, 1]. In order
to complete the proof of this proposition it thus remains to prove that

‖u(s)
ǫ

∣∣
r=R

‖2
L2(0,2π) ≤ Ck0

|a|2∞
ωR

, ωǫ ∈ (1,∞) . (25)

A combination of the last αk estimate of Lemma 4 and the representation formula
(23) yields

‖u(s)
ǫ

∣∣
r=R

‖2
L2(0,2π) = 2π

∑

|k|≤k0

|αk|2|H(1)
k (

√
q0ωR)|2

≤ Ck0|a|2∞(ωR)−1 ,

for 1 < ωǫ. Here we have used the well known fact that |H(1)
k (r)|2 ≤ Ckr

−1

for 0 < r0 < r. This completes the proof of (25), and thus the proof of the
proposition, in the case ℑ(q) > 0.

Remark 1. The optimality of the bottom estimate of (22) is illustrated by Figure

2, where we display the rescaled L2 norm
√

ω‖u(s)
ǫ |r=2‖L2 as a function of ω for

12



three different values of ǫ, and for three different “truncated” incident plane waves

u(inc)(y) =
∑

|k|≤k0

Jk(
√

q0ωr)eikθ .

with k0 = 10, 25, and 50, respectively. The dashed curves correspond to ǫ =
.001, the dotted curves to ǫ = .004, and the solid curves to ǫ = .01. For the
calculations shown in Figure 2 we have chosen q0 = 1, q = 2 + 2i. Note that for
a fixed ǫ the curves corresponding to the two smallest values of k0 (10 and 25)
significantly “bifurcate” from the curve corresponding to k0 = 50 at frequencies
ω with ωǫ of the size 10 and 25, respectively. Also note that the asymptotic value

of
√

ω‖u(s)
ǫ |r=2‖L2 first seems to be achieved at a frequency for which ωǫ is of the

size k0.

Remark 2. The top estimate of (22) also holds for incident waves with infinite
Fourier series, at least in the case when ωǫ → 0, i.e., ω = o(ǫ−1). An outline
of a proof of this is found in [5]. As seen from the right frame of Figure 1 the
bottom estimate of (22) does not hold in general for incident waves with infinite
Fourier series. The bottom estimate of (22) does imply that

∥∥∥u(s)
ǫ

∣∣
r=R

∥∥∥
L2(0,2π)

≤ Ck0 |a|∞
1√
ωR

= Ck0|a|∞
1√
ωǫ

√
ωǫ√
ωR

≤ Ck0 |a|∞
√

ǫ√
R

,

for 1 < ωǫ. We conjecture that this weaker estimate

∥∥∥u(s)
ǫ

∣∣
r=R

∥∥∥
L2(0,2π)

≤ C|a|∞
√

ǫ√
R

, 1 < ωǫ ,

holds even for incident waves with infinite Fourier series. The next lemma and
the following proposition verifies a modified version of this conjecture.

In order to estimate the size of u
(s)
ǫ , for incident waves with infinitely many

Fourier coefficients and for large ωǫ, we need estimates for the coefficients αk

that are valid uniformly in k ∈ Z and 1 < ωǫ. Whereas Proposition 1 holds for
ℑ(q) = 0 (see Remark 4 later in this section) it is essential for the approach taken
here that the inhomogeneity be electrically conducting (i.e., that ℑ(q) > 0) when
dealing with incident waves with infinite Fourier series.

Lemma 5. Suppose q0 and q satisfy (1). There exists a positive constant c,
depending on q, but independent of q0, k, ω, and ǫ, such that

∣∣∣
√

q0 (H
(1)
k )′ (

√
q0ωǫ)Jk (

√
qωǫ) −√

qJ ′
k (

√
qωǫ)H

(1)
k (

√
q0ωǫ)

∣∣∣
2

≥ cℑ(q)
1 + |k|

(1 + ωǫ + |k|)2 |Jk(
√

qωǫ)|2 , (26)

for any k ∈ Z and any ωǫ > 0. Suppose additionally ℑ(q) > 0, and let αk and
βk denote the coefficients from the expansion (13)-(14) of uǫ. Then there exists

13



a constant C, depending on q, but independent of q0, k, ω, and ǫ, such that

|αk| ≤ C|ak|
(√

1 + |k| + |Jk(
√

q0ωǫ)|
)
|H(1)

k (
√

q0ωǫ)|−1, (27)

|βk| ≤ C|ak|
√

1 + |k| |Jk(
√

qωǫ)|−1, (28)

for all k ∈ Z and 1 < ωǫ.

Proof. A well known identity for the Wronskian of Jk and Yk (cf. [8] page 113)
yields that

ℑ
(√

q0 (H
(1)
k )′ (

√
q0ωǫ)H

(1)
k (

√
q0ωǫ)

)

=
√

q0

(
Jk (

√
q0ωǫ)Y ′

k (
√

q0ωǫ) − J ′
k (

√
q0ωǫ)Yk (

√
q0ωǫ)

)

=
2

πωǫ
. (29)

Green’s formula, and the fact that (∆ + q(ωǫ)2)
[
Jk(

√
qωǫr)eikθ

]
= 0, gives

√
qJ ′

k(
√

qωǫ)Jk(
√

qωǫ) =
1

ωǫ

(
d

dr

∣∣∣∣∣
r=1

Jk(
√

qωǫr)

)

Jk(
√

qωǫ)

=
1

2πωǫ
‖∇
(
Jk(

√
qωǫr)eikθ

)
‖2

L2({|y|<1})

+
1

2πωǫ

∫

|y|<1
∆
[
Jk(

√
qωǫr)eikθ

]
Jk(

√
qωǫr)eikθ dy

=
1

2πωǫ
‖∇
(
Jk(

√
qωǫr)eikθ

)
‖2

L2({|y|<1})

−qωǫ

2π
‖Jk(

√
qωǫr)eikθ‖2

L2({|y|<1}) . (30)

Let T (q0, q, k, ωǫ) denote the expression

T (q0, q, k, ωǫ) =
√

q0 (H
(1)
k )′ (

√
q0ωǫ) Jk (

√
qωǫ) −√

qJ ′
k (

√
qωǫ)H

(1)
k (

√
q0ωǫ) .

A simple calculation yields

T (q0, q, k, ωǫ)Jk (
√

qωǫ)H
(1)
k (

√
q0ωǫ)

=
√

q0 (H
(1)
k )′(

√
q0ωǫ)H

(1)
k (

√
q0ωǫ) |Jk(

√
qωǫ)|2

−√
qJ ′

k(
√

qωǫ)Jk(
√

qωǫ)
∣∣∣H(1)

k (
√

q0ωǫ)
∣∣∣
2

,

and by combining with (29) and (30) we now obtain

ℑ
(

T (q0, q, k, ωǫ)Jk (
√

qωǫ)H
(1)
k (

√
q0ωǫ)

)
(31)

=
2

πωǫ
|Jk(

√
qωǫ)|2 +

ℑ(q)ωǫ

2π
‖Jk(

√
qωǫr)eikθ‖2

L2({|y|<1})

∣∣∣H(1)
k (

√
q0ωǫ)

∣∣∣
2
.
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We also estimate

ℑ
(

T (q0, q, k, ωǫ)Jk (
√

qωǫ)H
(1)
k (

√
q0ωǫ)

)

≤
∣∣∣∣T (q0, q, k, ωǫ)H

(1)
k (

√
q0ωǫ)Jk (

√
qωǫ)

∣∣∣∣ (32)

≤ πωǫ

8
|T (q0, q, k, ωǫ)|2

∣∣∣H(1)
k (

√
q0ωǫ)

∣∣∣
2
+

2

πωǫ
|Jk (

√
qωǫ)|2 .

A combination of (31) and (32) leads to

|T (q0, q, k, ωǫ)|2 ≥ 4ℑ(q)

π2
‖Jk(

√
qωǫr)eikθ‖2

L2({|y|<1}) . (33)

Since

‖∆
(
Jk(

√
qωǫr)eikθ

)
‖L2({|y|<1}) = |q|(ωǫ)2‖Jk(

√
qωǫr)eikθ‖L2({|y|<1}) ,

we get, by elliptic regularity estimates,

‖Jk(
√

qωǫr)eikθ‖H2({|y|<1})

≤ C
(
‖∆
(
Jk(

√
qωǫr)eikθ

)
‖L2({|y|<1}) + ‖Jk(

√
qωǫr)eikθ‖H3/2({|y|=1})

)

≤ C
(
(ωǫ)2‖Jk(

√
qωǫr)eikθ‖L2({|y|<1}) + (1 + |k|)3/2|Jk(

√
qωǫ)|

)
.

Due to the logarithmic convexity of the Sobolev norms it follows that

‖Jk(
√

qωǫr)eikθ‖2
H1({|y|<1})

≤ C‖Jk(
√

qωǫr)eikθ‖H2({|y|<1})‖Jk(
√

qωǫr)eikθ‖L2({|y|<1})

≤ C
(
(ωǫ)2‖Jk(

√
qωǫr)eikθ‖L2({|y|<1}) + (1 + |k|)3/2|Jk(

√
qωǫ)|

)

×‖Jk(
√

qωǫr)eikθ‖L2({|y|<1}) ,

and so the standard trace theorem implies

(1 + |k|)|Jk(
√

qωǫ)|2 ≤ C‖Jk(
√

qωǫr)eikθ‖2
H1/2({|y|=1})

≤ C‖Jk(
√

qωǫr)eikθ‖2
H1({|y|<1})

≤ C
(
(ωǫ)2 + (1 + |k|)2

)
‖Jk(

√
qωǫr)eikθ‖2

L2({|y|<1})

+
1

2
(1 + |k|)|Jk(

√
qωǫ)|2 .

We immediately conclude that

(1 + |k|)|Jk(
√

qωǫ)|2 ≤ C (1 + ωǫ + |k|)2 ‖Jk(
√

qωǫr)eikθ‖2
L2({|y|<1}) ,
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which in combination with (33) leads to

|T (q0, q, k, ωǫ)|2 ≥ cℑ(q)
1 + |k|

(1 + ωǫ + |k|)2 |Jk(
√

qωǫ)|2 ,

with the positive constant c independent of q0, k, ω, and ǫ. This establishes (26).
If we suppose that ℑ(q) > 0 then, after insertion of this estimate into the formula
(12),

|βk| ≤ C|ak|
1 + ωǫ + |k|

ωǫ

1√
(1 + |k|)

|Jk(
√

qωǫ)|−1

≤ C|ak|
√

1 + |k| |Jk(
√

qωǫ)|−1 ,

for 1 < ωǫ, and any k ∈ Z. The estimate for αk follows directly from this estimate
and the formula

αk = (βkJk(
√

qωǫ) − akJk(
√

q0ωǫ))
1

H
(1)
k (

√
q0ωǫ)

. (34)

Remark 3. The bounds (27) and (28) complement the estimates (20). The
particular k-dependence of the bounds (27) and (28) makes them well suited for
estimates of solutions involving infinitely many Fourier coefficients. However, it
should be noted that, for a fixed k, (27) and (28) provide estimates in ωǫ that are
slightly weaker (by a factor of

√
ωǫ) than the estimates (20).

Remark 4. Using techniques entirely similar to those that led to (33) we could
alternatively obtain

|T (q0, q, k, ωǫ)| ≥ 2

πωǫ

|Jk(
√

qωǫ)|
|H(1)

k (
√

q0ωǫ)|
.

In combination with (12) and (34) this gives

|βk| |Jk(
√

qωǫ)| ≤ |ak| |H(1)
k (

√
q0ωǫ)| , and |αk| ≤ 2|ak| , (35)

without any assumption that ℑ(q) be strictly positive. These alternative estimates
are direct generalizations of (20). Furthermore the very simple second estimate,
|αk| ≤ 2|ak|, in combination with the earlier proof of Proposition 1 (for ℑ(q) > 0)
immediately verifies that proposition also when ℑ(q) = 0. The estimates (35) are
not very useful for solutions with infinitely many Fourier coefficients.

We are now able to prove an estimate of u
(s)
ǫ for incident waves with an

infinite number of Fourier coefficients (a plane wave, for example) similar to that
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conjectured in Remark 2. As mentioned earlier it is convenient to introduce the
discrete Sobolev norms

|a|hσ :=

(
∑

k∈Z |ak|2(1 + |k|)2σ

)1/2

,

σ ∈ R, to measure the asymptotic behaviour of the sequence a = {ak}∞k=−∞.

Proposition 2. Suppose q0 and q satisfy (1), and suppose in addition ℑ(q) > 0.
Let u(inc) be a smooth incident wave given by

u(inc)(r, θ) =
∞∑

k=−∞
akJk (

√
q0ωr) eikθ,

for some coefficients ak. For ωǫ > 0 let u
(t)
ǫ and u

(s)
ǫ be the solutions to the

following two dimensional scattering problem

∆u(t)
ǫ + qω2u(t)

ǫ = 0 for r = |y| < ǫ ,

∆u(s)
ǫ + q0ω

2u(s)
ǫ = 0 for r = |y| > ǫ ,

with the transmission conditions

∂ru
(s)
ǫ

∣∣∣
r=ǫ

= ∂ru
(t)
ǫ

∣∣∣
r=ǫ

− ∂ru
(inc)

∣∣∣
r=ǫ

,

u(s)
ǫ

∣∣∣
r=ǫ

= u(t)
ǫ

∣∣∣
r=ǫ

− u(inc)
∣∣∣
r=ǫ

,

and the outgoing radiation condition

∂ru
(s)
ǫ − iω

√
q0u

(s)
ǫ = o(r−1/2) as r → ∞ .

There exists a constant C, depending on q0 and q, but independent of ω, ǫ, {ak},
and R, such that, for any R ≥ ǫ, and any σ ∈ R

∥∥∥u(s)
ǫ

∣∣
r=R

∥∥∥
Hσ

per(0,2π)
≤ C|a|

hσ+1
2

√
ǫ√
R

for 1 < ωǫ .

Proof. The function u
(s)
ǫ (y), |y| = r > ǫ, is given by

u(s)
ǫ (r, θ) =

∞∑

k=−∞
αkH

(1)
k (

√
q0ωr)eikθ ,
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where the coefficients αk are as before. Due to this representation, the k = 0 case
of the first bound of (20), and the bound (27) from Lemma 5 we obtain

‖u(s)
ǫ

∣∣
r=R

‖2
Hσ

per(0,2π) = 2π

∞∑

k=−∞
|αk|2(1 + |k|)2σ |H(1)

k (
√

q0ωR)|2

= 2π|α0|2|H(1)
0 (

√
q0ωR)|2

+2π
∑

0<|k|
|αk|2(1 + |k|)2σ |H(1)

k (
√

q0ωR)|2

≤ C|a0|2
1

ωR
+ C

∑

0<|k|
|ak|2(1 + |k|)1+2σ |H

(1)
k (

√
q0ωR)|2

|H(1)
k (

√
q0ωǫ)|2

+C
∑

0<|k|
|ak|2(1 + |k|)2σ |Jk(

√
q0ωǫ)|2 |H

(1)
k (

√
q0ωR)|2

|H(1)
k (

√
q0ωǫ)|2

≤ C|a0|2
1

ωR
+ C|a|2

hσ+1
2

ǫ

R
+ C|a|2hσ

ǫ

R

≤ C|a|2
hσ+1

2

ǫ

R
,

for 1 < ωǫ, ǫ ≤ R. In the next to last estimate we have used the fact that

|H(1)
k (

√
q0ωR)|2

|H(1)
k (

√
q0ωǫ)|2

≤ ǫ

R
,

for 0 < |k|, ǫ ≤ R (see (24) of the proof of Proposition 1) and the fact that

|Jk(
√

q0ωǫ)| ≤ 1 ,

since ∞∑

k=−∞
|Jk(

√
q0ωǫ)|2 = 1 .

The latter identity follows immediately from the representation formula for a
plane wave, (6), and Parseval’s identity.

Since L2(0, 2π) = H0
per(0, 2π), and since |a|

hσ+1
2
≤ Cσ|a|∞ = Cσ maxk∈Z |ak|,

for σ < −1, the above proposition has as an immediate consequence:

Corollary 1. Let the notation and the assumptions be as in Proposition 2. There
exists a constant C (depending on q and q0, but) independent of ω, ǫ, {ak}, and
R, such that, for any R ≥ ǫ

∥∥∥u(s)
ǫ

∣∣
r=R

∥∥∥
L2(0,2π)

≤ C|a|h1/2

√
ǫ√
R

for 1 < ωǫ . (36)
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Furthermore, given any σ < −1 there exists a constant Cσ, depending on σ (and
q, q0) but independent of ω, ǫ, {ak}, and R, such that, for any R ≥ ǫ

∥∥∥u(s)
ǫ

∣∣
r=R

∥∥∥
Hσ

per(0,2π)
≤ Cσ|a|∞

√
ǫ√
R

for 1 < ωǫ . (37)

As stated earlier, we suspect that one has the estimate

∥∥∥u(s)
ǫ

∣∣
r=R

∥∥∥
L2(0,2π)

≤ C|a|∞
√

ǫ√
R

.

In other words we suspect that the presence of a stronger norm on the right hand
side of (36) (or the presence of a weaker norm on the left hand side of (37)) is
merely due to our approach. There is a particular case when this is very simple
to verify, namely the case of a hard scatterer. We call an inhomogeneity a hard
scatterer if there is no transmitted wave, and the boundary conditions (7c)-(7d)
on the boundary of the inhomogeneity are replaced by

ũ(s)
ǫ + u(inc) = 0 on r = |y| = ǫ .

For fixed ǫ this boundary condition formally corresponds to |q| = ∞. The “im-
proved” (L2-) estimate is given by the following proposition. We note that the
“hard” boundary condition naturally gives rise to a completely different behaviour
as ωǫ → 0.

Proposition 3. Suppose 0 < q0. Let u(inc) be an incident wave given by

u(inc)(r, θ) =

∞∑

k=−∞
akJk (

√
q0ωr) eikθ,

for some coefficients ak, with |a|∞ = supk∈Z |ak| < ∞. Let ũ
(s)
ǫ be the solution to

the following two dimensional scattering problem

∆ũ(s)
ǫ + q0ω

2ũ(s)
ǫ = 0 for r = |y| > ǫ ,

with the boundary condition

ũ(s)
ǫ

∣∣∣
r=ǫ

= − u(inc)
∣∣∣
r=ǫ

,

and the outgoing radiation condition

∂rũ
(s)
ǫ − iω

√
q0ũ

(s)
ǫ = o(r−1/2) as r → ∞ .

There exists a constant C, depending only on q0, such that for any R ≥ ǫ

∥∥∥ũ(s)
ǫ

∣∣
r=R

∥∥∥
L2(0,2π)

≤ C|a|∞
{

(| log(ωǫ)| + 1)−1
∣∣∣H(1)

0 (ωR)
∣∣∣ for 0 < ωǫ ≤ 1 ,

√
ǫ/
√

R for 1 < ωǫ .
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Proof. The function ũ
(s)
ǫ has the representation

ũ(s)
ǫ (r, θ) = −

∞∑

k=−∞
akJk(

√
q0ωǫ)

H
(1)
k (

√
q0ωr)

H
(1)
k (

√
q0ωǫ)

eikθ ,

from which it immediately follows that

∥∥∥ũ(s)
ǫ

∣∣
r=R

∥∥∥
2

L2(0,2π)
= 2π|a0|2|J0(

√
q0ωǫ)|2

∣∣∣∣∣
H

(1)
0 (

√
q0ωR)

H
(1)
0 (

√
q0ωǫ)

∣∣∣∣∣

2

+2π
∑

|k|>0

|ak|2|Jk(
√

q0ωǫ)|2
∣∣∣∣∣
H

(1)
k (

√
q0ωR)

H
(1)
k (

√
q0ωǫ)

∣∣∣∣∣

2

(38)

≤ 2π|a0|2|J0(
√

q0ωǫ)|2
∣∣∣∣∣
H

(1)
0 (

√
q0ωR)

H
(1)
0 (

√
q0ωǫ)

∣∣∣∣∣

2

+ 2π|a|2∞
ǫ

R
.

For the last inequality we have used that

∑

|k|>0

|Jk(
√

q0ωǫ)|2 ≤
∞∑

k=−∞
|Jk(

√
q0ωǫ)|2 = 1 , (39)

and that ∣∣∣∣∣
H

(1)
k (

√
q0ωR)

H
(1)
k (

√
q0ωǫ)

∣∣∣∣∣

2

≤ ǫ/R , (40)

for any |k| > 0 and any R ≥ ǫ > 0. The estimate (39) follows immediately from
the representation formula for a plane wave, (6), and Parseval’s identity. The
derivation of (40) was already explained in the proof of Proposition 1. The L2

estimate of this lemma now follows from (38), by observing that, due to well
known asymptotic behaviour of Bessel functions,

|J0(
√

q0ωǫ)|2
∣∣∣∣∣
H

(1)
0 (

√
q0ωR)

H
(1)
0 (

√
q0ωǫ)

∣∣∣∣∣

2

≤ C






˛

˛

˛
H

(1)
0 (ωR)

˛

˛

˛

2

(| log(ωǫ)|+1)2
for 0 < ωǫ ≤ 1 ,

1/(ωR) ≤ ǫ/R for 1 < ωǫ ,

and by observing that

ǫ

R
=

ωǫ

ωR
≤ C

∣∣∣H(1)
0 (ωR)

∣∣∣
2

(| log(ωǫ)| + 1)2
, for 0 < ωǫ ≤ 1 , ǫ ≤ R .

The latter estimate follows from the fact that

0 < c ≤

∣∣∣H(1)
0 (ωǫ)

∣∣∣
2

(| log(ωǫ)| + 1)2
, for 0 < ωǫ ≤ 1 ,

and the fact that r → r|H(1)
0 (r)|2 is an increasing function on (0,∞), see [11],

page 446.
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Figure 3: The L2 norm of ũ
(s)
ǫ |r=2 as a function of ω for three different values of

ǫ.

Remark 5. In Proposition 1 and Proposition 3 the two different cases of the
estimate are separated according to whether 0 < ωǫ ≤ 1, or 1 < ωǫ. There is
of course nothing “sacred” about the number 1 in this dichotomy. Due to the

continuous dependence of the solution u
(s)
ǫ (and ũ

(s)
ǫ ) on ωǫ, we could separate

according to whether 0 < ωǫ ≤ M , or M < ωǫ for any fixed M > 0. The
corresponding constants Ck0 and C would depend on M .

Figure 3 illustrates the asymptotic correctness of the estimates in Proposition

3. The two frames display the L2 norm of ũ
(s)
ǫ

∣∣
r=2

, as a function of ω, for
three different values of ǫ (.01, .004, and .001). The incident wave on the “hard
scatterer” is a plane wave. The left frame shows the clear difference between this
case and the case of a soft scatterer (Figure 1) for ωǫ small. The presence of a
logarithm in the top estimate in Proposition 3 correctly reflects this difference.
The right frame of Figure 3 clearly shows the optimality of the bottom estimate
of Proposition 3 as ω → ∞ for a fixed R.

The techiques used in this paper to prove estimates like those in Proposition
1, Proposition 2, and Proposition 3 are restricted to circular inhomogeneities,
due to the heavy reliance on separtion of variables. In the next section we shall
very briefly discuss an approach that may partially help extend our results to
quite arbitrary, diametrically small convex inhomogeneities. We shall also briefly
outline some additional goals of future work.

3 Discussion of extensions and future directions

The proofs of the estimates for the scattering from a soft scatterer and a hard
scatterer that were established in the last section differed significantly, the soft
scatterer proof being the more involved. There is, however, an approach by which
the two cases may be treated in a very similar manner. This approach involves
the factorization of the Helmholtz operator inside the inhomogeneity, and the
use of part of that factorization to construct an “effective” impedance boundary
condition for the scattered field. The approach is worked out in full detail in the
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theses [4] and [9]. At this place we just briefly describe some of the key elements,
and at the same time we indicate some directions for future work.

It is convenient to work with the ǫ-rescaled solution of the original Helmholtz
problem (7a)-(7e), in other words to work with

U
(t)
λ (y) = u(t)

ǫ (ǫy) , and U
(s)
λ (y) = u(s)

ǫ (ǫy) ,

which form the solutions to

∆U
(t)
λ + λ2qU

(t)
λ = 0, for r = |y| < 1 , (41a)

∆U
(s)
λ + λ2q0U

(s)
λ = 0, for r = |y| > 1 , (41b)

with the following transmission conditions at r = 1:

∂rU
(s)
λ

∣∣∣
r=1

= ∂rU
(t)
λ

∣∣∣
r=1

− ∂rU
(inc)

∣∣∣
r=1

, (41c)

U
(s)
λ

∣∣∣
r=1

= U
(t)
λ

∣∣∣
r=1

− U (inc)
∣∣∣
r=1

, (41d)

and the asymptotic radiation condition:

∂rU
(s)
λ − iλ

√
q0U

(s)
λ = o(r−1/2) as r → ∞ . (41e)

Here λ = ωǫ, and

U (inc)(r, θ) =

∞∑

k=−∞
akJk(

√
q0λr)eikθ .

A key result is the following factorization result for the rescaled operator

Lq,λ = ∆ + λ2q , (42)

on the annulus A = {(r, θ) : 1/2 < r < 1}.

Lemma 6. Let Lq,λ be the Helmholtz operator given by (42), and suppose ℑ(q) >
0. There exist nonlocal bounded linear operators Dq(r, λ) and D̃q(r, λ), mapping
H1

per(0, 2π) into L2(0, 2π), and given by

Dq(r, λ)

(
∑

k∈Z cke
ikθ

)

=
∑

k∈Zd(k, r, λ)ckeikθ ,

D̃q(r, λ)

(
∑

k∈Z cke
ikθ

)
=
∑

k∈Z d̃(k, r, λ)ckeikθ ,

such that

Lq,λ =

(
∂

∂r
+ D̃q(r, λ)

)(
∂

∂r
− Dq(r, λ)

)
+ Rq,λ
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where Rq,λ is a zero order operator in the variables (r, θ) ∈ (1
2 , 1)× (0, 2π] and in

λ , i.e., an operator for which

‖Rq,λv‖L2(A) ≤ C‖v‖L2(A) ,

with C independent of λ.

The proof of this lemma proceeds by separation of variables and fairly straight-
forward algebraic manipulations The details may be found in [4] or [9]. The
formulas derived for the Fourier multipliers d(k, r, λ) and d̃(k, r, λ) are

d(k, r, λ) =

√
k2

r2
− λ2q − 1

2r

(
1 − k2

k2 − λ2r2q

)
(43)

d̃(k, r, λ) =

√
k2

r2
− λ2q +

1

2r

(
1 +

k2

k2 − λ2r2q

)
. (44)

A careful analysis of these formulas, which is also found in [4] and [9], yields the
following result.

Lemma 7. Suppose ℑ(q) > 0. The Fourier multipliers d(k, r, λ) and d̃(k, r, λ),
associated with the operators Dq(r, λ) and D̃q(r, λ) from Lemma 6, satisfy

|d(k, r, λ)| ≤ Cq(|k| + λ) , and |d̃(k, r, λ)| ≤ Cq(|k| + λ) ,

for all 1/2 < r < 1, k ∈ Z, and λ > 1. In addition

ℜ(d(k, r, λ)) ≥ cq(|k| + λ) , ℜ(d̃(k, r, λ)) ≥ cq(|k| + λ) ,

and
ℑ(d(k, r, λ)) ≤ −Cqλmin{1, λ/|k|} ,

for all 1/2 < r < 1, k ∈ Z, and λ > λq. The positive constants Cq, cq and λq

depend on q, but are independent of k, r, and λ.

Lemma 6 and Lemma 7 yield an estimate for the L2 norm of U
(t)
λ on the

rescaled inhomogeneity B = {y : |y| < 1 }, which may then be used to obtain

an estimate of U
(s)
λ (and u

(s)
ǫ ) outside the inhomogeneity (completely as in the

case of a hard scatterer). Very briefly, the estimate for U
(t)
λ on B = {y : |y| < 1 }

is obtained by comparing it to (an appropriate extension of) the solution to

∆V
(s)
λ + λ2q0V

(s)
λ = 0, for r = |y| > 1 ,

with the following non-local impedance conditions at r = 1 :

∂r

(
V

(s)
λ + U (inc)

)∣∣∣
r=1

− Dq(1, λ)
(
V

(s)
λ + U (inc)

)∣∣∣
r=1

= 0 , (45)

and the asymptotic radiation condition :

∂rV
(s)
λ − iλ

√
q0V

(s)
λ = o(r−1/2) as r → ∞ .
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Figure 4: Plots on the right half of the scatterer r = ǫ. The plane wave is incident
at the point corresponding to the angle −π/2. We have chosen q = 2+2i, q0 = 1,
ǫ = 10−4 and ω = 106.

To estimate (the extension of) this solution in terms of the maximum of the
Fourier coefficients of the incident wave is relatively simple, in view of the infor-
mation about the symbol of Dq(1, λ), contained in Lemma 7.

Even though the proofs given in [4] and [9] still rely on separation of variables
we are fairly confident that this approach may be extended to rather arbitrary
convex inhomogeneities through the use of slightly different techniques (see for
instance [7]). Such an extension is indeed the subject of current work. One
significant goal of future work is also to derive asymptotic representation formu-
las for the scattered field, that are valid for large (and very broad ranges of)
frequencies – much like the ones we have already derived for a single, fixed fre-
quency [10], [2]. It is expected that bounds, such as those derived in this paper,
will form a useful element in the construction of these formulas. Using a com-
bination of ǫ → 0 asymptotics and geometric optics we have already [5] made
some progress on formally constructing representation formulas that provide rea-
sonable approximations to the exact solution in the “backscattered region” (and
that behave asymtotically as the bounds etablished in this paper). We are hopeful

that the impedance boundary condition (45) and the corresponding solution V
(s)
λ

will make it possible to obtain even better approximations to the exact scattered
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Figure 5: As in Figure 4, but with q = 2 + i/50.

solution. Our last figures illustrate this point.
The left frames in Figure 4 show the real part of the scattered solution and

two different approximations. All functions are evaluated on the boundary of
the inhomogeneity (a conducting circular inhomogeneity with q = 2 + 2i). The
incident wave is a plane wave, and the scattered solution and its approximations
are only shown on half of the boundary, the point of first incidence corresponding
to −π/2. The other half of each graph is obtained by symmetry. In the right
frames we display 4(a) the modulus of the difference between the scattered solu-

tion u
(s)
ǫ and v

(s)
ǫ = V

(s)
λ (·/ǫ) (the rescaled approximation obtained by solving the

exterior boundary value problem using the impedance boundary condition (45))

and 4(b) the modulus of the difference between the scattered solution u
(s)
ǫ and

its geometric optics approximation w
(s)
ǫ (see [5]). As is evident from these graphs

the impedance boundary condition yields a better approximation than the geo-
metric optics approximation. The same phenomenon (albeit less pronounced) is
observed even when q has a very small imaginary part, i.e., for an inhomogeneity
that is significantly less conducting, as seen in Figure 5.

The ultimate goal is of course to apply the representation formulas that we
may derive as a tool to find information about the inhomogeneitites (for instance
their location and size) from information about the farfield scattered data. In
that connection we hope to be able to use some of the ideas of the direct methods,
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derived in [1] for the zero frequency case.
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