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Frame Rate Object Extraction from Video Sequences with Self
Organizing Networks and Statistical Background Detection

Thiago C. Bellardi, Dizan Vasquez and Christian Laugier

Abstract— In many computer vision related applications itis A problem with this approach is that it usually produces
necessary to distinguish between the background of an image many small regions which may correspond to noise or to
and the objects that are contained in it. This is a difficult larger regions which failed to merge.

problem because of the double constraint on the available ) . S Lo .

time and the computational cost of robust object extraction Qne approach to dealing with th'§ situation Is to f|.Iter out

algorithms. regions composed of less than a given number of pixels [8].
This paper builds upon former work on combining the strong ~ Although this approach is fast, it has the drawback of

theoretical foundations of clustering with the speed of other assuming that all small regions are noise, which, in many

approaches. It is based on a novel Self Organizing Nework gy ations; is clearly not the case. A second approach sisnsi

(SON) which has a robust initialization schema and is able . . L .
to find the number of objects in an image or grid. The main ©Of 'élaxing the neighborhood criterion by assuming, for

contribution of our extension is that it eliminates the use of a €xample, that regions separated by one background pixel
threshold, allowing the algorithm to work on continuous, while  are still connected. The usual way of doing this is by pre-
having a complexity that remains linear with respect to the processing the bitmap image using morphological operators
nhumber of pixels or cells. (eg dilation, closing), which have the effect of “thickening”

I. INTRODUCTION the pixels and “filling in” the holes [9]. Two problems with

| L . d challendi this approach are the difficulty of finding the appropriate
mage ?egme”ta“or_‘ IS an |mportant and challenging Profy ameters for the operators and the lack of clear physieal i
lem in vision. Its goal is to identify homogeneous regions i

erpretation of the operators’ parameters. A third apgndac

on the basis of local features.(. color, position, texture), ol

anq thep group them tqgethgr according to their class irrordf:f‘neoretical properties. On the other hand, most of the tobus

© Ilzdentr:fy dlffer.?_nt ObJEICtS mft?e ds'cene. . bi ‘ clustering algorithms &g [11], [12]) have three problems
or the specific pro em of finding moving o Jects "My hen applied to object extraction: a) the number of objects

static cameras, the traditional segmentation approacb is t{) be found should be known beforehand, b) the algorithms’

sepa_rate pixels into two classes: b_ackground and_ foregrourﬂ)erformamce is strongly dependent on the initializatioth &@n
This is calledBackground Subtractiofil] and constitutes an most algorithms are just too complex to be used in systems
active research domain, the interested reader is refeuedstubject to demanding real-time constraints

[2]_|_fr? ran overv:‘ew of tge flield’s sctiate of the ayt. hni In previous papers, we have proposed a novel clustering
€ output of most background segmentation tec NAU&Hproach for object extraction based on Self Organizing

consists %f a bbitnlzap imdage,d \:cvhere vaI(;Jes of 0, and etworks (SON). We have applied this algorithm to images
correspond to background and foreground, respectivey ([13] and occupancy grids [14], and shown that it is able to

[3], [L.l]' [5D)- Havi_ng such a bitmap, the next pro_cessingpste roduce good results in real time. However, this approach
consists of merging foreground pixels to form bigger groupg rereq from two drawbacks: a) first, it needed a binary

corresponding to candidate objects, this process is kn@vn iﬂput, which implied the necessity of applying a threshaid t
object extraction the input grid, thus losing information; and b) its comptgxi

, One common procedure to perform object extra(':tu')n CorHepended on the number of input cells and the size of the
S'S’,ts of f',n_d'ng 4 or'8-connected cpmponents. ,Th'§ IS d°r§ON, thus, when the number of input cells was high, the
using efficient algorithms whose_ time compl_exny IS IInearperformance of the algorithm degraded. This paper presents
with respect to the number of pixels in the bitmap [6], [7].3, improved version of the algorithm which is able to process

This work has been partially supported by the european BAG@§E. Contmuo_us Input va_\lues an_d’ whose complexity only depends

T. C. Bellardi and C. Laugier are with LIG & INRIA Rhone-Alpggrance  on the size of the input grid.

Lﬂ'r?gfl g;afzgeiyg:gﬁ” glrd'es@;‘;' al pes. fr The rest of this paper is structured as follows: in the next

s pes- section, we present a general approach to object extraction

Dizan Vasquez is with ETH Zurich, Switzerland ) ) ¢
vasquez@mvt . et hz. ch using thek-means algorithm and then present the details of

ethora [10] of different algorithms having well understo
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(b) Original Image

(a) Initial SON (c) Difference Image and resulting (d) Extracted objects
grid
Fig. 1. Approach overview. Enlarged views showing the défe steps of our algorithm using CAVIAR data.

the improved algorithm. Sec. lll presents an overview ofwo other parameters: Q¢ < €y < 1 which are the learning
the statistical background/foreground classifier we used. rates for node mean adaption.

section IV we explain our implementation of the approach The following subsections describe the steps that our
and present some preliminary results against real and syaigorithm performdor every video frameusing the bitmap
thetic data. Finally our conclusions and some further me$ea image produced by foreground/background classification as
directions are presented in 8V. an input.

1) Initialization: The network is initialized by assigning
values to all they node centers in order to form a regular
grid (fig. 1(a)). Also, the values of all the weights are set to
zero:

Il. CLUSTERING-BASED OBJECT EXTRACTION

Assuming that the number of objecksin a bitmap is
known, applying clustering to object extraction using kKae
means ie. Expectation-Maximization) [11], [12] algorithm
is relatively straightforward:

1) Initialize k cluster centerg; with arbitrary values.

2) Assign each foreground pixel to its closest cluster
center. '

3) Re-estimate every cluster cenfgras the mean of the
points allocated to that cluster.

4) Repeat steps 2-4 until some convergence criterion
met (e.g. minimal cluster reassignment).

However, in most cases, the value kfis unknown.

{ci 0,8« 0Vi,j|liec[l,M],jeneighi)} (1)

2) Learning: The learning stage takes as input a bitmap
typically representing the difference between the last
image comming from the camera and a background model
(fig.1(b)). Pixels from the input image, are processedistart
from the upper-left corner and then sweeping every row from
&t to right. For every pixel, its coordinatesy; and value
I(p;) are used to update the SON in four steps:

a. Find the node whose mean value is closestpito

Furthermore, even knowing, the quality of the obtained
clustering depends heavily on initialization, since thgoal
rithm trends to get stuck in local minima. Finally every
iteration has a cost 0O(N¢k) (where Nt is the number

of foreground pixels) and, sometimes, many iterations are
needed before converging.

In order to deal with those problems, this paper pro-
poses an object extraction approach which combines a Self-
organizing Network inspired by the Growing Neural Gas [15]
combined with a graph theoretic algorithm used to cut edges
in the network’s graph.

A. SON-based object extraction

The network is built fromM =W x H nodes connected
with undirected edges, arranged in a grid withrows and
W columns (fig. 1(a)). This means that, with the exception of
nodes located in the borders, every nodell be connected
to four other nodes or neighborsigigh(i)), individually
denoted byu(i), d(i), r(i) andI(i) for up, down, right and
left, respectively. Every nodehas two associated variables:
its mean valugy = (X,y;) and an accumulatag. In a similar
manner, for every edge connecting nodesd j there will
be an accumulatag j. BesidesW andH, the algorithm has

referenced as winnewy). The search is restricted to a
subset of nodes surrounding the previous winmen

(eg the one corresponding to the previous processed
pixel). This subset, that we call the search boundary,
is represented bgboundi — 1) (see fig. 2).
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Neighborhood and search boundary relative to node

Fig. 2.



b. Look inneighiw;) for the second nearest node o With the corresponding uniform being:

;= argmin ||pi — 1 3 1
? jenggr(w.) P “JH ) Unodes= WH (12)
c. Increment the accumulatoeg, s andcy, by the pixel We use a conventional scanning algorithm to relabel the
valuel (p;): nodes. The only particularity of our approach is that we use
R.j as the region-merging criterion instead of using colors or
Bw.s < @w.s +1(pi) (4) other features. Here, we will outline the labeling algarith
however, the presentation of the complete implementation
and details is beyond the scope of this paper. The reader is
Cw — Cw +1(p1) ()  referred to [6], [7] for efficient linear-time ways to implemt
d. Adapt the mean of; and all his neighbors: the algorithm.
The algorithm starts from the upper-left node and proceeds
Ly — Fhy +8w@(pi ~ ) (6) by scannin_g from Ieft.to right and from _top to bottom, for
Cw every node the following steps are applied:
|(pi) ) ) a. Assign the labed to i.
Hj < Hj +E€n (pi—1j) Vje€neighwi) (7) b. If B i) > Ulinks, assign toi the label ofl(i) (merge

‘i with left region).

3) Relabeling nodesAs a result of the learning step, the ¢ ¢ P.uii) > Ulinks, @ssign toi the minimum between
network adapts its form to represent the objects in the lgtma its current label and the label af(i). Let a be that
(fig. 1(c)). The last step of our algorithm, identifies indival minimal label and leb be the label ofu(i). Relabel
objects by assigning a discrete value to every node in the 3| nodes on the previous rows having latieto a
SON, so that nodes having the same label belong to the (merge with upper region).

same node. d. If i’s label isc assign the next unused labelit(create
Our algorithm finds groups of nodes by merging nodes a new region).
according to the weight of their common edgeg The idea At this point, it is important to highlight the fact that the

is that a higher value a4 j corresponds to a higher likelihood labels obtained above are just identifiers used to distghgui

that nodesi and j belong to the same object. Under this,,a ragion e object) from the other and that new labels are
assumption, it is possible to compute a maximum Ilkellhoogbtained by incrementing a counter

estimation of the probability, denoted By, that two nodes

4) Computing cluster representationbtaving labeled the
“pbelong together” by using the Laplace law of succession ) puting b g

nodes, a the probability that a pixel, given by its image

ej+1 coordinatesp belongs to a clustem may be represented
Ri=vT W 1jH TH-DW (8)  using a gaussian distributién
where P*(p| m) = A(P; iy Sh) (13)
V="SI(p) 9) The cluster’s prior may be used to filter out clusters whose
% prior is below a given threshold, it is computed as:
Also by using the Laplace law of succession, we calculate P ST P (14)
the value of the uniform link probability distribution, wdti m i;n !
ga:;(;abr(re]iﬁgen as the maximum entropy estimatg pforior Its mean value,
1
1 Hn= 15 > P (15)
Ulinks (W— l)H T (H — 1)W ( 0) Pm i€m

In a similar fashion, the weight; is an indicator of the And its covariance,

likelihood that nodei belongs to an object, it permits us

to evaluate how likely it is that the node belongs to the o _ 3 P.( (% — )2
L P\ (X

(Xi _X:fn)(yl _y:n)> (16)

background instead of an object. This is formulated as a " %P \(X —Xn) (Vi —Yim) (Vi — Yin)?
probability B. Alternatively, a cluster may also be viewed as a mixture of
c+1 1 gaussians, corresponding to individual nodes in the aluste
'V +WH (11) .
P'(p|m) =¥ RA(pip.S) (17)
1p,j is a notational shortcut introduced for the sake of readgbiieing i€em

rigorous it should be written aB([O; = m| | [Oj = m]), where all theG;
variables are binary an® = m indicates that nodée has been assigned to  ?Hereafter, cluster parameters will be denoted by a supptsasterisk,
clusterm. A similar shortcut has been used wighfor the same reasons. in order to distinguish them from node parameters



In order to compute the covariance matri@swve use the images. It represents each pixel as an independent normal
points located halfway betweerand its neighbors (fig. 3): distribution. For every pixel, the classifier outputs a iigs
larity measure, indicating how different the pixel is frohret

X; 1%\ 2 (xi+%) (¥ +Y)) modeled background, and consequently, how likely it is that
B P (T) -4 18 pixel belongs to the foreground.
S = enShi) K| o5+ v+0) (Yj-H/i )2 (18) Let us have a given input pixel whose coordinates in the
4 2 image frame are given by= [x,y] and whose intensity value

WhereK = ¥ jcneighi) Pj is a normalization constant. is given by I(p). The corresponding background normal
will have a mean and standard deviation denotedugs

and ap respectively. The dissimilarity measubp = fg)
is computed using the Mahalanobis distance betwéei
andN(pp, 02):

ko —1(P)|

2
Op

D(p= fg) = (19)

Once the measuig(p = fg) is computed, the background
Fig. 3. Estimating the covariance, represented by the ellifmm the is updated as follows:
midpoints between a node (center) and its neighbors.

In cases where the algorithm is required to produce interest o =D(p= Tl +(1=D(p = 19))1(p) (20)
regions it is often convenient to produce bounding boxes
which are slightly larger than the contained object. We have
computed the size of these regions using the difference Op=D(P=fg)op+(1—-L(p=fg)[l(p)—Hp| (21)
between the maximum and the minimum mean values of
the cluster nodes as they werefore learning this may be

regarded as finding the area bounded by nodes which have Hp «— Opip + (1 —)flp (22)
not been adapted.
B. Complexity Analysis Op < 00p+ (1—0a)0p (23)

The changes in the search algorithm, denoted by the herea controls the learning rate.
equations 2 and 3, represent a complexity change from
O(N¢M) to O(N), whereN corresponds to the total number V. EXPERIMENTAL RESULTS

of pixels in the image. Noting that now it takes into account The algorithm was tested with three different inputs: (a) A
[ the pixels in the i i fj h ki '
all the pixels in the image, instead of just the ones mar et()ilnary bitmap obtained by thresholding the absolute differ

as being part of the foreground, and its complexity is inde- . . .
pendent of the SON grid size. This allows us to weight th&nce between the intensity level of the current and previous

: R - video frames; (b) A grayscale bitmap obtained from the
pixels background/foreground contribution in a continsiou atistical background/foreground classifier descri Q.

fashion, instead of using a hard threshold, which makes tf?(%q . ) o
ere the intensity represents the mahalanobis distance

approach much more robust. The key idea for complexit ; h wal f dth . timated back
independence on the SON size is to exploit the fact that t glween the actual frame and Ihe gaussian estimated back-

network is processed in a top-bottom, left-right Sequencg'round (see Ill); and (c) a thresholded version of the frame

and to limit the set of nodes in the SON which need to b sed in (b). The SON size and learning factors are the same

compared with each pixel by looking in the neighborhood ot rtthe three cages; 2dOXZQ not?]e‘s’g&llA??s”t: 0.01. The .
the last processed pixel. ests were conducted using the est case scenarios

Thanks to the existence of efficient algorithms, the cost 4116]’.Wh'.Ch tchonslll\slthl)}’;\aSugﬁber ?f V'ﬁ elcl) s_lt_ar(]quer)ges of people
labeling is linear with respect to the number of nodes in thgroving n the A Labs entry hall. The videos come
SON, moreover, the computation of the cluster representati with data files containing the ground truth of the sequences,

(i.e.gaussian parameters, mixture of gaussian parameters é’Y]IEi'.Ch has been obtained by hapd-labelmg the Images. A
bounding boxes) may be performed at the same time ical image of our detector running on one of these videos

labeling. Thus, the algorithm’s overall complexity & N). Is shown in fig. 4.
g g plexity @N) For each frame processed the result of the extraction is

I1l. STATISTICAL BACKGROUND/FOREGROUND compared with the ground truth and the following parameters
CLASSIFIER are computed:

The goal of the statistical background classifier is to 1) Detection ratio rfq:)

learn a model of the scene background from a sequence of ; number of detections
dt

3This idea was suggested by David Raulo number of labeled objects

(24)



(a) Original image (b) Grayscale foreground (c) Detection results

Fig. 4. Object detection using a statistical backgroundgioound classifier. The grayscale foreground is passetitadtie object detector.

2) Matching ratio §match V. CONCLUSIONS AND FUTURE WORK
_detection and ground truth matching area  In this paper we have discussed object extraction from
Mmatch= ground truth area continuous valued bitmaps emphasizing the advantages, but
- . (25) also the three big problems of cluster based algorithms
3) False positive ratiorsp) (ie need to know the number of objects to be detected

beforehand, sensibility to initialization and compleXignd

(26) extended previous work on a Self Organizing Network based
ground truth area on the Growing Neural Gas algorithm which solves the
above mentioned problems and keeps the strong theoretical
. properties of clustering algorithms. Our extension pesmit
= detected false negative area (27) Makes the complexity of the algorithm independent of the

ground truth area size of the underlying SON, and eliminates the need of
Btaining a binary image through a threshold.
We have explained the details of our algorithm, and shown
how it may be used to find clusters and represent them using
gaussians, mixtures of gaussians or bounding boxes.

" detected false positive area
fp =

4) False negative ratimgn)

The mean values for these parameters, obtained from 109
effective frames processed from the CAVIAR [16] 'Browse?2’
dataset is shown in table I.

TABLE | Finally, we have discussed the experimental results we
MEAN RESULTS FORL042EFFECTIVE FRAMES PROCESSED FROM THE  have obtained by comparing our approach to a ground
CAVIAR "B ROWSE2” DATASET truth consisting of hand-labeled data. Our results seem to
: confirm that our approach is fast, robust and general. We
Ilr;rél;: ndlt nmitch ﬂfd) ﬂfg have actually applied the approach to find regions of interes
a 145 061 738 038 that are fed to a pedestrian detection framework using fixed
b 096 073 7.08 0.27 cameras, and obtained very satisfactory results.
c 19 079 908 020 Future work includes continuing our experimental work,

in particular by improving the background/foreground slas

The obtained result shows that the detector can Hier- Other possibilities include taking into account temgbo
combined with more sophisticated foreground classificatiolnformation by updating the state of the SON when a new
methods to improve the quality of detection. Is clear that thinPut image is available, instead of working in a frame per
better the background/foreground classification is, thtéebe frame fashion. Finally, we would like to explore the use use
will be the result from the clustering, but what is interegti ©f our SON to perform data fusion on a multicamera system
in the comparison between the results from the inputs (#ystalled in a parking lot.
and (c) is that the method used to extract object performs
better with the non-thresholded input.

In respect to computational costs, the object extractiony) p. koller, J. Weber, T. Huang, J. Malik, G. Ogasawara, BoRand
from a 384x 288 grayscale image, using a 2@0 SON con- S. Russell, “Towards robust automatic traffic scene anaisieeal-

sumes less than ﬁﬁ)sec(mean obtained from 1044 frames time,” in Proceedings of the Int.Conf. on Pattern Recognititzmael,
November 1994.

processed), running on a machine equipped with an Intgh; w_piccardi, “Background subtraction techniques: aieey’ in Pro-
Pentium IV processor. To illustrate the algorithm compiexi ceedings of the IEEE Int. Conf. on Systems, Man and Cybesneti

property, we repeated the procedure above using & 100 The Hague, NL, October 2004, pp. 3099-3103.
N. Friedman and S. Rusell, “Image segmentation in video seces:

! . . . ]
SON and the increase in the processing time kept arounE A probabilistic approach,” inProceedings of the 13th Conf. on
1msec Uncertainty in Artificial IntelligenceProvidence, USA, August 1997.
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