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Abstract
In this report, we tackle the problem of scheduling an Ocean-Atmosppere a
plication used for climate prediction on the grid. An experiment is composed
of several 1D-meshes of identicahBs composed of parallel tasks. To obtain
a good completion time, we divide groups of processors into sets eachgork
on parallel tasks. The group sizes are chosen by computing the bestpaake
for several grouping possibilities. We improved this heuristic method by dif-
ferent means. The improvement yielding to the best makespan is the represe
tation of the problem as an instance of the Knapsack problem. As this heuristic
is firstly designed for homogeneous platforms, we present its adaptatietrto h
erogeneous platforms. Simulations show improvements of the makespan up to
12%.

Keywords: Grid computing, Ocean-Atmosphere application, Scheduling

Résumé
Dans ce rapport, nous nous attaquons au probléeme d’ordonnance’ionest
application Ocean-Atmosphere utilisée pour les prévisions d'évolution du cli-
mat sur la grille. Une xpérience est composée de plusieurs chainesaie D
identiques composés de taches paralléles. Pour obtenir un bon tempsue’exé
tion, nous divisons des groups de processeurs en ensembles) tizaaillant
sur une tache paralléle. Les tailles des groupes sont choisis en caleulant
meilleur temps d’exécution pour plusieurs possibilités de regroupement. Nous
avons optimisé cette heuristique par différents moyens. L'optimisation ame-
nant es meilleurs résultats et celle utilisant une représentation baséemsur le p
bléme du sac a dos. Cette heuristique a tout d’abord été concue poiterava
sur des plate-formes homogénes, nous présentons aussi une adguatio
plate-formes hétérogénes. Les simulations ont montrées des améliorations al-
lant jusqu’'a 12%.

Mots-clés: Calcul sur grille, application Ocean-Atmosphere, Ordonnancement
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1 Introduction

World’s climate is currently changing due to the increase of the greenlyaisss in the atmosphere.
Climate fluctuations are forecasted for the years to come. For a propgrstiing incoming changes,
numerical simulations are needed, using general circulation models of a ctiysien (atmosphere,
ocean, continental surfaces) on forced mode or coupled madea({lowing information exchanges
between each component during simulation).

Imperfection of the models and global insufficiency of observations mak#idult to tune model
parametrization with precision. Uncertainty on climate response to greemlgages can be inves-
tigated by performing an ensemble prediction with varying parameters. Climaisiogfrategy, in
our case, is to launch parallel simulations. Each independent simulation nloel@golution of the
present climate followed by the 21century. All simulations have a distinct physical parametriza-
tion of clouds dynamics, which primacy in such studies has been emphasiféld i@omparing
independent simulations, they expect to better understand the relatioreebetve variation in this
parametrization with the variation in climate sensitivity to greenhouse gases.

Our goal regarding the climate forecasting application is to thoroughly amélyzorder to model
its needs in terms of execution model, data access pattern, and computing@eed a proper model
of the application has been derived, appropriate scheduling heuriaticbec proposed, tested, and
compared.

The reminder of this paper is as follows. After a presentation of the tapgétation in Sectior2,
we present related works in Secti@nin Section4, we introduce the scheduling algorithm designed
for the application. Then we present our work to execute the applicatiddri¥6000 in Section
5 before showing simulations results in Secti@n Finally, we conclude and discuss about further
developments of this work.

2 Ocean-Atmosphere Simulations

The proposed climate modeling application consists of simulations of presentecliclawed by

the 2% century, for a total of 150 years (one scenario). A scenario comHid@8 simulations of
one month each (156012), launched one after the other. The results from themonthly simulation

are the starting point of the (n+%) For the whole experiment, several scenarios are performed
simultaneously.

A monthly simulation can be divided into a pre-processing phase, a mainsgingearallel task,
and a post-processing phase of analysis. Fidusieows the different tasks during the execution of a
simulation and the data dependencies between two consecutive monthsiniier after the name of
each task represents the duration of the task in seconds. The times bavabte&ned by performing
benchmarks.

During thepre-processing phasginput files are updated and gathered in a single working direc-
tory by concatenate_atmospheric_input_filegcaif) and the model parametrization is modified by
modify_parameters(mp). The whole pre-processing phase only takes few seconds.

The main computing taskrocess_coupled_run(pcr) performs a one month long integration
of the climate model. This model is composed by an atmosphere€AE[3], model belonging to
Meteo-France and derived from their weather forecast versinmc@an and its sea-ice (OPAZMO [6],
developed by CNRS atdCEAN laboratory and shared by several european climate models), and a
river runoff model (RIP[7]). The Qasis coupler [L4] ensures simultaneous run of each element and
synchronizes information exchanges.
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Figure 1: Chain of two consecutive monthly simulations.

ARPEGEcode is fully parallel (using MPI communication library), while OPARIP, and the
OAsis coupler are sequential (in the chosen configuration of our climate moded)eXdcution time
of process_coupled_rurdepends on the number of processors allocated to the atmospheric model.
We can note that with more than 8 processors, the speedup stops. @P2gnd O\sis each need
one processor, so pcr needs from 4 to 11 processors.

Thepost-processing phaseonsists of 3 tasks. First, a conversion phamavert_output_format
(cof) where each diagnostic file coming from the different elements of liheate model is stan-
dardized in a self-describing format. Then, an analysis phagact_minimum_information (emi)
where global or regional means on key regions are processed. Faabmpression phas®m-
press_diagqcd) where the volume of model diagnostic files is drastically reduced to faeifitarage
and transfers.

Data exchanges between two consecutive monthly simulations belonging tontleessanario
reaches 120 MB. Simulations are independent, so there are no otherclzdage.

3 Related Work

The execution of our application is represented by the execution of multipes Rontaining tasks
and data parallel tasks.

3.1 Multiple DAGs Scheduling

A Directed Acyclic Graph ([AG) is composed by nodes and edges, where each node represents a task
and edges represent tasks dependancies. Scheduling sevéicatams structured as A%s can be
solved in many waysl5)].

A first approach is to schedule each®on the resources one after the other. The order in which
DAGs are scheduled may influence the makespan. Another possibility is to cemtyischedule the
DAGs. It is also possible to link all the entry tasks of thad3 to an unique entry node and do the
same with the exit nodes. Then, the new resultimgsnust be scheduled. To schedule the nexagD
it is possible to apply a Round-Robin policy among the tasks.

Since we want to have some fairness in the execution of the simulations opplication and
DAGs are identical, we will use a variation of the latter.
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3.2 Mixed Parallelism

Parallel scientific applications usually exhibit two types of parallelism: datallpism and task
parallelism. The first type occurs whenever the same operation is applieatatiep on different
elements of a data-set while the second one appears in the form of mTta@@omputations running
on different data sets. The combination of these two approaches is called paxallelism, which
offers better speedups compared to the pure task parallelism or purgedalialism.

Scheduling a BG on a finite number of homogeneous resources is known to be NP-compete ev
for the simple case of tasks that execute only on a single processolistitsunave been developed
to tackle this problem. For the case oh®s composed of data parallel tasks and homogeneous
platforms, several scheduling heuristics exist as well.

In [10], a two steps approach has been proposed. First, the number oégoosen which a data-
parallel task should be executed is computed, and then, a list schedulinigticds used to map the
tasks onto processors. Ih]], an approach of scheduling task graphs with a specific topology ¢serie
parallel) is proposed. For series compositions, the tasks are allocatedhtihe set of processors,
while for parallel compositions, the processors are partitioned into disgisios which the tasks are
scheduled.

In [8], a one step algorithm is proposed (Critical Path Reduction - CPR) fedsdimg DAGS with
data-parallel tasks onto homogeneous platforms. This algorithm allocatesamdmore resources
to the tasks on the critical path and stops once the makespan is not imprgveoran

In [9], a two steps algorithm is proposed (Critical Path and Area based SoigedCPA). First
the number of processors allocated to each data-parallel tasks is deterimitiee second step, the
tasks are scheduled on resources using a list scheduling heuristic.

These heuristics are not applicable here because our applicationat@estains a single critical
path since all scenario simulations are independent. Each simulation is idestitatye are as many
critical paths as simulations. In our case, we do not want to give proxsegsscenarios, but to create
disjoint groups of resources on which scenarios will be executed. Hdese this method because if
there are 10 scenarios and 20 resources, it is faster to create S grodiprocessors instead of 10
groups of 2 (the best grouping would be 2 groups of 10 resources).

3.3 Pipelined Data Parallel Tasks

Computations consisting of a chain of data-parallel tasks that processssixe data sets in a pipeline
fashion are a particular case where mixed parallelism occurs.

For this type of application communication cost is very important, thus we need tminénit to
improve the makespan.

In [13], the authors propose a dynamic programming solution for the problem of mingrtize
latency with a throughput constraint and present a near optimal solutioa psdblem of maximizing
the throughout with a latency constraint on homogeneous platforms.

Several aspects must be kept in mind when mapping the tasks of a pipeline oestiurces.
Subchains of consecutive tasks in the pipeline can be clustered into méahiek could thus reduce
communications and improve latency) and the resources can be splitted araoagiiing modules.
Resources available to a module can be divided into several groups$iicim processes will alternate
data sets, improving the throughput but reducing the latency (whichspamels to the replication of
the module).

Each simulation in Ocean-Atmosphere is a pipeline of data parallel tasks. Weddadapt the
proposed heuristic to be able to work on several simulations at once.
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4 Ocean-Atmosphere Application Scheduling

In this section we will present the heuristic we developed, three modificatibtisis method are
developed and simulations done to validate the best version.

4.1 Scheduling Algorithm

We consider a homogeneous platform composeR ofésources and that data on a site are available
to all of its nodes. Thus, the execution time of any task is assumed to include the taoeets the
data, the time to redistribute it to processors (in case the task is a multiprotasgothe computing
time, and the time needed to store the resulting data. Given the short duratien@e-processing
tasks compared to the duration of the main-processing task, we made therdexigroup them all

in a single task. The same decision was taken for the 3 post-processisg &skthere are now 2
tasks: the main-processing task and the post-processing task. Eiguasents the new dependencies
between tasks after the fusion.

Figure 2: Two Consecutive simulations after grouping.

The purpose of this scheduling algorithm is to divide the resources ofldfenmn into disjoint
sets on which multiprocessor tasks will be executed such that the overaspakwould be minimal,
under the assumption that all multiprocessor tasks will be executed on thegarber of processors.
The followings notations are introduced:

NS - number of independent simulations;

N M - number of months in an independent simulation;

R - total number of processors;

Ry - number of processors (among the taBaprocessors) allocated to the multiprocessor tasks;

R - number of processors allocated to the post-processing tasks;

nbmaz - Maximum number of multiprocessor tasks that can run simultaneously givenrtfeat
choice for the number of processors to be allocated to a multiprocesspr task

G - number of processors allocated to a single multiprocessor task;

Tq - execution time of a multiprocessor task on G processors;

T'p - execution time for a post-processing task;

Other notations are defined in order to simplify the lecture of the formulee.

nbiasks - NUMber of each type of task#;qsxs = NS x NM);

nbyseq - NUMber of groups used on the last iteration of the main-processing tabksq( =
nbtasks mod nbmaa});
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Since we can not process more th&s simulations simultaneously, we haxé,,,, = min {N .S,
| R/G]}. Resources allocated to multiprocessor tasks is tRgn= nby., x G. The remaining
resources are allocated to post-processing tasks, so wdhaveR — R;.

There are 2 cases to be considerBd:= 0 and Ry # 0 respectively.

Case 1.R, = 0;

In this case, multiprocessor tasks are executed first, followed by theppmstssing tasks. The
makespan of the multiprocessor tasks is given by:

biasks
MSmulti = lrnbt b —‘ X TG; (1)

max

If nb,seq = 0, the total makespan is given by:

MS—Mmmxﬂﬁwm%mwﬂﬁ; )

n maxr

Hatched rectangles in FiguBaepresent multiprocessor tasks and light empty rectangles represent
the corresponding post-processing tasks:
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SIS SIANS VS SAS S S SAS S S S AL S S /A
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Figure 3: Makespan without processors allocated to the post-progessin

If nbyseq # 0, a total ofrem Post post-processing tasks do not fit on the resources left unoccupied
on the last set of multiprocessor taskg sy = R — nbyseq x G). With thenb,..q post-processing
tasks corresponding to the last multiprocessor tasksyPost finally is: remPost = nbyseq +
maﬂc{O, Nbiasks — Nbused — LTG/TPJ X Rleft};

The makespan)( S) in this situation is:

MS =

Nbiasks « T + [remPost

- } X Tp; 3)

nbm(w

Case 2.Ry # 0;

In this case, the makespan of the multiprocessor tasks is the same as in Efjuation

For a set ofb,, ., Multiprocessor tasks, the execution time of the corresponding post-pitnges
tasks is given byM Syostproc_phase = [Mbmaz/R2]| x Tp;

This time may be greater than the execution time of a multiprocessor task, in whighheas
execution time for the post-processing tasks will overpass the executionftime mext set of multi-
processor tasks (Figurg.

The number of post-processing tasks that can be executed during thalifiie on the R, re-
sources reserved for them &,ossitie = [T/ Tp| X Ra;
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1111111111

Toverpass

Figure 4: Post-processing tasks overpassing case.

This value must be tested against thg,,... value (since there areb,,,, multiprocessor tasks
generating the same number of post-processing tasks) in order to det#rthmé, resources left
are sufficient or not for the post-processing tasks. If they areuffitient, the post-processing tasks
which do not fit on the resources are reported for the end of the mulépsoc tasks. Otherwise,
there may be a part of thB, resources which is not used during the whole process. This number of
resources left idle is given byRnused = Ro — [LT%%W :

We denote by: the total number of sets of simultaneous multiprocessor jobs:[nb:sks /Mbmaz |;

Again, two separate cases must be treated, nantgly; = 0 andnb,s.q 7 0.

Whennb,s.q = 0, the number of tasks reported for the end of the multiprocessor tasks (in the
case such tasks exist) i&,,crpass = maz{0, (n — 1) X (nbmaz — Npossivie) }:

In this case, the total makespan is given by:

Noverpass + nbmag
R

MS = MSpuri + ’7 —‘ X Tp; 4)

In the caseb,scq # 0, a total of Nyyerpass POSt-processing tasks corresponding to the first2
sets of simultaneous multiprocessor tasks will overpass the execution ofthel&2 complete sets
of simultaneous tasks (FiguB: Noverpas = max{0, (n — 2) X (nbmaz — Npossible) };

Along with thenb,,... post-processing tasks from the last complete set of simultaneous multipro-
cessor tasks, this gives atotal/8f,criot = Noverpass T nbmas tasks that should be scheduled starting
on the resources left unoccupied in the last set of multiprocessor tBgks & R — G X nbyseq)
(Figure6).

On one processor of th&,. ;, remaining ones there can be schedul&gd/Tp]| post-processing
tasks. The remaining tasks along with the post-processing task cordasgam the last (incomplete)
set of multiprocessor tasksl,s.q) is: remPost = nbygeq+max{0, Novertot — (| Ta/Tp] X Rieft)};

Finally, the global makespan whe, ;.; = 0 is given by:

remPost

MS:MSmultz“"V R

[ % ©)

All the 8 possibilities for the parametéf (4 — 11) are tested and the one yielding the smallest
makespan is chosen. The optimal grouping for various number of i@t — 120) is plotted in
Figure7.
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Figure 5: Post-processing tasks overpassing.

4.2 Heuristic Optimizations

For a given optimal grouping it may be possible that for a set of concumeltiprocessor tasks and
the associated post-processing tasks, all the available resources$ asech For example, fd = 53
resources, and 10 "scenario" simulations, the optimal groupiigHs7. Hence a total of 7 multipro-
cessor tasks can execute concurrently, occupying 49 resourbescofresponding post-processing
tasks need only 1 resource, which leaves 3 resources unoccupied the whole simulation.

Improvement 1. In order to improve the makespan, the unoccupied resources can ligudkstr
among the others groups of resources. Considering the previous lexamepcan redistribute the 3
resources left unoccupied among the 7 groups of resources for fipnoeessor tasks resulting in 3
groups with 8 resources and 4 groups with 7 resources and 1 redourihe post processing tasks
giving a gain of 4.5; (58 hours less on the makespan).

Improvement 2. Given that the multiprocessor tasks scale well and that the post-prog tssks
have a small duration, another possibility for reducing the makespan is tbaisesources normally
reserved for post-processing tasks for multiprocessor tasks andréodibahe post-processing at the
end. It permits to avoid that the resource used to compute the post-pnacleesome idle waiting for
new tasks.

Improvement 3. The optimal repartition of thé? processors in groups on which the multipro-
cessor tasks should be executed can be viewed as an instance of gsa&nproblem with an extra
constraint. Given a set of items with a cost and a value it is required to detetr@mumber of each
item to include in a collection such that the cost is less than some given costeatadal value is as
large as possible. Using a Knapsack representation of a problemrmastoeed in numerous areas
such as scheduling] and aerodynamicsLp)].

In our case, there are 8 possible items (groups of 4 to 11 nodes). $hefe@m item is represented
by the number of resources of that grouping. The value of a specifipgrg G is given byl /T'[G],
which represents the fraction of a multiprocessor task that gets exeawied d time unit for that
specific group of processors. The total cost is represented by thedotder of resourceR.

The goal of the division of the processors in groups is to compute the diifjgetion of the
multiprocessor tasks during a time interval.

We haven; unknowns { from 4 to 11) representing the number of groups wittesources which
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Figure 6: Post-processing tasks overpassing and final schedule.
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Number of resources (processors)

Figure 7: Optimal groupings for 10 scenario simulations.

will be taken in the final solution. The goal is to maximigd!, n; x (1/T7i]) under the constraints
S ixn; < RandY)lL, n; < NS (given that no more thaiv S tasks can be executed simultane-
ously).

4.3 Simulations

The execution of multiprocessor tasks is done by sorting the ready time lofyeawp of processors
and when a group becomes ready, the month of the less advanced simukitiog 8 scheduled on
this group.

Gains on the makespan obtained with the 3 possible improvements presenteelspéhbtrto the
first version of scheduling are plotted in Figu8e These results come from 5 simulations done on
clusters with different computing powers. The figure shows the aveshtee gains, and also the
standard deviation.

The representation as an instance of the Knapsack problem yields tostiserégults with low
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Figure 8: Gains obtained by using resources left unoccupied (Gairsitlg all resources for post-
processing tasks (Gain 2), and using the Knapsack problem (Gain 3).

resources. The gains are less important with more resources, and ibevemes a little less good
with a lot of resources. With a lot of resources, there are no more gaices there aréV.S groups of
11 resources.

5 Application on the Grid

The scheduling presented in Sectibis designed for homogeneous platforms. Grid’50009 a grid
composed of several clusters. Each cluster is composed of homogeamsources but differs from
one another. We intend to deploy Ocean-Atmosphere on Grid’5000 sawesd adapt the algorithm
to be able to work on heterogeneous platforms. Implementation of the schgetalimistics will be
done in the DeT grid middleware P] to perform real experiments.

To reduce the makespan oS simulations, the best way is to divide the set of simulations into
subsets and execute each subset on a different cluster. The clidfe® mumber of simulations
executed on each cluster is given by Algorithm

The different steps of the execution are displayed in Fiduré€l) the client sends a request to

the clusters with the number of simulatioiNsS and the number of months for each simulatiei/;
(2) each cluster computes a vector containing the time needed to executg fooMS simulations
using the Knapsack modeling given before (3) returning the results tdigm; ¢4) Once the client
received the results from all clusters, it computes the repartition of the gionda (5) Once the
repartition done, the client sends the requests to each cluster to execsimtteions; (6) Finally,
each cluster computes the simulations it has been assigned.
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Client

Cluster 1 Cluster n

Figure 9: Execution Steps for the application.

Algorithm 1 describes the way the repartition is done between clusters. Input paraaete:,
the number of clusters, and the array “performance” which has beedizsitidor each cluster with
the makespan for the execution of 1 A0S simulations. First, the number of simulations on each
cluster is set to 0. Then, each simulation is scheduled on the cluster on whitbtdh makespan
increases the less. When all the simulations are scheduled, this schedudingrigd to the client.

This algorithm is realistic because the number of simulationS)and clustersif) are quite low.
The number of clusters on Grid’5000 is low, and the number of simulationdrg go be around 10.
The algorithm gives the optimal repartition for the times given in the “perfoon®aarray. If we map
a scenario onto another cluster, the total makespan cannot decrééses tfue only if we consider
that once a scenario has been scheduled on a cluster, it can noédbeaiipn.

Algorithm 1 DAGS repartition on several clusters.
for i =1tondo

nbDags|i] = 0
for dag =1to NS do
MSmin = +o0

clusterMin =1
fori =1tondo
temp = per formanceli][nbDags[i] + 1]
if temp < M Smin then
M Smin = temp
clusterMin =1
nbDags|cluster Min] = nbDags|cluster Min] + 1
repartition[dag] = cluster Min
Returnrepartition
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6 Simulations for the grid

The repartition of the BGs among the different clusters is done using Algorithnin order to be as
accurate as possible, we benchmarked the execution time of the applicatimenous clusters of
Grid’5000. These clusters are located all around France and theedifie of performances is notable,

e.g., the fastest cluster executes one main-processing task on 11 resout&&3 seconds while the
slowest needs 1622 seconds.

To conduct simulations, we used performance of five clusters. Figlshows the gains obtained
by the different heuristics presented in Sectb®compared to the basic heuristic presented in Sec-
tion 4.1 Clusters have all the same number of resources. The X axis reprégsentsnber of clusters

and the number of resources per cluster, hence 2.25 representsuhe fer two clusters with 25
resources each.

12 T L T

Gain in %

2 25 3 35 4 4.5 5 5.5 6
Number of resources (Processors)

Figure 10: Gains obtained usingaBs repartition on 2 to 5 clusters each with 11 to 99 resources.

The best gains obtained are almost of 12%, but the most common gainsraradrgain to 8%.
Starting from two clusters, there are stable phases where no heuristiozaspihe basic one. This is
the case when the makespan depends on the slowest cluster, and ibteckenake the same grouping
of resources on this cluster. Just after this phase, the improved heunstle other grouping on a
faster cluster which permits to take one simulation from the slow cluster to a taster

These simulations show that if clusters are added, the gains obtained hffetentiheuristics are

less and less important. The gains decrease because there are moreesessp the basic heuristic
behaves better.
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7 Conclusion

World’s climate is currently changing. In order to predict its variations, sitraria are conducted by
climatologists and the computation of such simulations is very time consuming.

This paper presents the work of analyzing and modeling a real climatolq@icaton (Ocean-
Atmosphere) with the purpose of deriving appropriate scheduling hiegria order to decrease the
execution time of such applications.

First, the computation needs have been modeled as independent identikBibws derived
through the chaining of several basia®s. Then a simplified model with clustered tasks based
upon the actual time parameters of the application has been derived.

For this new model, a first scheduling heuristic (driven by the principlello€ating the same
number of processors to all multiprocessor tasks and leaving what is pisteprocessing tasks) has
been designed. Three improved versions have been proposedt dnfrshat distributes resources
left unused evenly across the groups of processors, a seconmhictedoes not leave any resource
for the post processing tasks and distributes all left resources eetiilg groups of processors and
a third one that models the problem of dividing the resources of the plaffodisjoint sets as an
instance of the Knapsack problem with a supplementary constraint. Thedtpeoved versions have
been simulated and yielded to gains of up to 12%.

Then, this method was adapted to be applicable on a heterogeneous griosedngh homoge-
neous clusters. Distributing the simulations among different clusters retlue®verall makespan of
the application.

Simulations for the grid have been conducted. They show that the distrilafttbe simulations
is function of the clusters performance. The faster, the mavedlt has to execute.

The integration of the scheduling heuristics withireD is ongoing work. Once the development
completely done, we will be able to verify our simulations by real experimen@Graii5000. Future
work also consists in extending the present work to a generic heuristicathachedule the same kind
of workflow, made of independent chains of identicald® composed of moldable tasks.
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