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Abstract: In this report, we tackle the problem of scheduling an Ocean-Atmosplpere a
plication used for climate prediction on the grid. An experiment is composedvefal
1D-meshes of identical B5s composed of parallel tasks. To obtain a good completion
time, we divide groups of processors into sets each working on paralld.tdhe group
sizes are chosen by computing the best makespan for several grggssipilities. We
improved this heuristic method by different means. The improvement yieldingtbeaht
makespan is the representation of the problem as an instance of the &nppsislem. As
this heuristic is firstly designed for homogeneous platforms, we preserdatstation to
heterogeneous platforms. Simulations show improvements of the makespaha¥b.to
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Modélisation Océan-Atmosphére sur la grille

Résumé : Les besoins en calcul pour la simulation de modéle climatologique sont tres
importants. Afin d’améliorer les temps de calcul, nous nous intéressonspebhléme de
I'ordonnancement de simulations du climat sur une grille de calcul. Plusignusasions
couplées Océan-Atmosphére sont entreprises simultanément afin d’egtititiguement
I'incertitude sur le réchauffement du climat du XXle siécle. Notre expégesst donc
composée de plusieurs chaines des¥Directed Acyclic Graph) identiques composés de
taches paralleles. Afin de minimiser le temps d’exécution, nous divisonsrdepes de
processeurs en ensembles, chacun travaillant sur une tache palkalédtiailles des groupes
sont choisis en estimant le meilleur temps d’exécution en fonction de plusmars
de regroupement. Nous avons mis en ceuvre et ameélioré une heuristiquagietforme
homogeéne pour résoudre ce probléme. L'heuristique offrant les medi@erformances est
la solution s’inspirant du probleme du sac a dos. Nous proposons ensaitglaptation de
cette heuristique dans le cadre de plates-formes hétérogenes. Esfgroposons quelques
simulations qui montrent entre autres des gains allant jusqu’a 12%.

Mots-clés : Calcul sur grille, application Océan-Atmaosphére, Ordonnancement
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1 Introduction

World’s climate is currently changing due to the increase of the greenlyasss in the
atmosphere. Climate fluctuations are forecasted for the years to comepiepea study of
the incoming changes, numerical simulations are needed, using geneutdttdn models
of a climate system (atmosphere, ocean, continental surfaces) od fowme or coupled
mode (.e., allowing information exchanges between each component during simulation).

Imperfection of the models and global insufficiency of observations mak#idult to
tune model parametrization with precision. Uncertainty on climate responsednlguse
gases can be investigated by performing an ensemble prediction with vagtameters.
Climatologists’ strategy, in our case, is to launch parallel simulations. Eacpeéndent
simulation models the evolution of the present climate followed by tHé &intury. All
simulations have a distinct physical parametrization of clouds dynamics, ptimolcy in
such studies has been emphasizedijn Comparing independent simulations, they expect
to better understand the relations between the variation in this parametrizatiotheith
variation in climate sensitivity to greenhouse gases.

Our goal regarding the climate forecasting application is to thoroughly amétyin
order to model its needs in terms of execution model, data access pattecgrapdting
needs. Once a proper model of the application has been derivedpappe scheduling
heuristics can be proposed, tested, and compared.

The reminder of this paper is as follows. After a presentation of the tapgéditation in
Section2, we present related works in SectiBnin Sectiord, we introduce the scheduling
algorithm designed for the application. Then we present our work taigxétwe application
on Grid’5000 in Sectiorb before showing simulations results in Secti@n Finally, we
conclude and discuss about further developments of this work.

2 Ocean-Atmosphere Simulations

The proposed climate modeling application consists of simulations of presentecliofia
lowed by the 21' century, for a total of 150 years (one scenario). A scenario combhB@s
simulations of one month each (1602), launched one after the other. The results from
the i monthly simulation are the starting point of the (n#1)For the whole experiment,
several scenarios are performed simultaneously.

A monthly simulation can be divided into a pre-processing phase, a maiegsiog
parallel task, and a post-processing phase of analysis. Figsinews the different tasks
during the execution of a simulation and the data dependencies betweenrisecatve
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months. The number after the name of each task represents the duratiantagkhin
seconds. The times have been obtained by performing benchmarks.

Pre—processing

Main—processing

Post—processing caif2(1) mp2(1)

pcr2(1260)

emf1(60) cd1(60)

cof2(60)

emf2(60) cd2(60)

Figure 1: Chain of two consecutive monthly simulations.

During thepre-processing phasginput files are updated and gathered in a single work-
ing directory byconcatenate_atmospheric_input_fileg¢caif) and the model parametriza-
tion is modified bymodify _parameters(mp). The whole pre-processing phase only takes
few seconds.

The main computing tagirocess_coupled_rur(pcr) performs a one month long inte-
gration of the climate model. This model is composed by an atmosph&eE®E[ 3],
model belonging to Meteo-France and derived from their weather detegrsion), an
ocean and its sea-ice (OPAENO [6], developed by CNRS at @cEAN laboratory and
shared by several european climate models), and a river runoff r(ibelel [ 7]). The Oa-
siIs coupler [L4] ensures simultaneous run of each element and synchronizes information
exchanges.

ARPEGEcode is fully parallel (using MPI communication library), while OPARIP,
and the @sis coupler are sequential (in the chosen configuration of our climate model).
The executiontime gfrocess_coupled_rurdepends on the number of processors allocated
to the atmospheric model. We can note that with more than 8 processors, ¢degjséops.
OPA, TrIP and Onsis each need one processor, so pcr needs from 4 to 11 processors.

Thepost-processing phaseonsists of 3 tasks. First, a conversion phaserert_output_format
(cof) where each diagnostic file coming from the different elements oflimae model is
standardized in a self-describing format. Then, an analysis xéget minimum_information
(emi) where global or regional means on key regions are processedlyfa compression

INRIA



Ocean-Atmosphere Modelization over the Grid 5

phasecompress_diaggcd) where the volume of model diagnostic files is drastically re-
duced to facilitate storage and transfers.

Data exchanges between two consecutive monthly simulations belonging tantiee s
scenario reaches 120 MB. Simulations are independent, so there dreendata exchange.

3 Related Work

The execution of our application is represented by the execution of multigds Dontain-
ing tasks and data parallel tasks.

3.1 Multiple DAGs Scheduling

A Directed Acyclic Graph ([2G) is composed by nodes and edges, where each node repre-
sents a task and edges represent tasks dependancies. Schedeliabagplications struc-
tured as AGs can be solved in many ways].

A first approach is to schedule eacta® on the resources one after the other. The
order in which DxGs are scheduled may influence the makespan. Another possibility is to
concurrently schedule theABs. It is also possible to link all the entry tasks of thed3
to an unigue entry node and do the same with the exit nodes. Then, theswdtingeDAG
must be scheduled. To schedule the nexgDit is possible to apply a Round-Robin policy
among the tasks.

Since we want to have some fairness in the execution of the simulations gbplicea
tion and DnGs are identical, we will use a variation of the latter.

3.2 Mixed Parallelism

Parallel scientific applications usually exhibit two types of parallelism: datlpism and
task parallelism. The first type occurs whenever the same operation iscappparallel
on different elements of a data-set while the second one appears imtheffaoncurrent
computations running on different data sets. The combination of these pvoammes is
called mixed parallelism, which offers better speedups compared to the pkipatallelism
or pure data parallelism.

Scheduling a BG on a finite number of homogeneous resources is known to be NP-
complete even for the simple case of tasks that execute only on a singlegwodeéeuristics
have been developed to tackle this problem. For the casea@§Domposed of data parallel
tasks and homogeneous platforms, several scheduling heuristicssewisti a
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In [10], a two steps approach has been proposed. First, the number osgoos®n
which a data-parallel task should be executed is computed, and thenchdiduding heuris-
tic is used to map the tasks onto processorslif fan approach of scheduling task graphs
with a specific topology (series-parallel) is proposed. For series catignss the tasks are
allocated the whole set of processors, while for parallel compositiongradwessors are
partitioned into disjoint sets on which the tasks are scheduled.

In [8], a one step algorithm is proposed (Critical Path Reduction - CPR) fedstdimg
DAGs with data-parallel tasks onto homogeneous platforms. This algorithm alavate
and more resources to the tasks on the critical path and stops once thepamalsesot
improved anymore.

In [9], a two steps algorithm is proposed (Critical Path and Area based Suoiwdu
CPA). First the number of processors allocated to each data-parakiglisasdetermined. In
the second step, the tasks are scheduled on resources using a tistischieeuristic.

These heuristics are not applicable here because our applicationat@estains a sin-
gle critical path since all scenario simulations are independent. Each simusatientical,
so there are as many critical paths as simulations. In our case, we domdbvgave pro-
cessors to scenarios, but to create disjoint groups of resourcekioh gcenarios will be
executed. We choose this method because if there are 10 scenarid® @sb@rces, it is
faster to create 5 groups of 4 processors instead of 10 groups & Begt grouping would
be 2 groups of 10 resources).

3.3 Pipelined Data Parallel Tasks

Computations consisting of a chain of data-parallel tasks that processssive data sets
in a pipeline fashion are a particular case where mixed parallelism occurs.

For this type of application communication cost is very important, thus we need to
minimize it to improve the makespan.

In [13], the authors propose a dynamic programming solution for the problem of min-
imizing the latency with a throughput constraint and present a near optitogéibscto the
problem of maximizing the throughout with a latency constraint on homoger@atiorms.

Several aspects must be kept in mind when mapping the tasks of a pipeline on th
resources. Subchains of consecutive tasks in the pipeline can beretlust®o modules
(which could thus reduce communications and improve latency) and thercesatan be
splitted among the resulting modules. Resources available to a module candeel diivo
several groups, on which processes will alternate data sets, improwrtgrisughput but
reducing the latency (which corresponds to the replication of the module).

Each simulation in Ocean-Atmosphere is a pipeline of data parallel tasks. Weda
adapt the proposed heuristic to be able to work on several simulationseat on

INRIA



Ocean-Atmosphere Modelization over the Grid 7

4 Ocean-Atmosphere Application Scheduling

In this section we will present the heuristic we developed, three modificaifdahs method
are developed and simulations done to validate the best version.

4.1 Scheduling Algorithm

We consider a homogeneous platform composef ofsources and that data on a site are
available to all of its nodes. Thus, the execution time of any task is assumedudéanc
the time to access the data, the time to redistribute it to processors (in case tiedask
multiprocessor task), the computing time, and the time needed to store the resatang d
Given the short duration of the pre-processing tasks compared to thtotuof the main-
processing task, we made the decision to group them all in a single taskafleedgcision
was taken for the 3 post-processing tasks. So, there are now 2 tasksath-processing
task and the post-processing task. FigRigresents the new dependencies between tasks
after the fusion.

Figure 2: Two Consecutive simulations after grouping.

The purpose of this scheduling algorithm is to divide the resources ofdkfenm into
disjoint sets on which multiprocessor tasks will be executed such that th@llavakespan
would be minimal, under the assumption that all multiprocessor tasks will be texkeon
the same number of processors. The followings notations are introduced:

NS - number of independent simulations;

N M - number of months in an independent simulation;

R - total number of processors;

Ry - number of processors (among the tatgbrocessors) allocated to the multiproces-
sor tasks;

RR n° 6695
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Rs - number of processors allocated to the post-processing tasks;

nbmae - Maximum number of multiprocessor tasks that can run simultaneously given
the current choice for the number of processors to be allocated to a moéigsar task;

G - number of processors allocated to a single multiprocessor task;

Tq - execution time of a multiprocessor task on G processors;

Tp - execution time for a post-processing task;

Other notations are defined in order to simplify the lecture of the formulae.

nbiesks - NUMber of each type of task#;sxs = NS x NM);

nbyseqd - NUMber of groups used on the last iteration of the main-processing tdgks:;(=
nbtask:s mod nbmax);

Since we can not process more thsly' simulations simultaneously, we haw@,,,.. =
min {N S, | R/G|}. Resources allocated to multiprocessor tasks is tRer= 1b,,q, X G.
The remaining resources are allocated to post-processing tasks, soeveh= R — R;.

There are 2 cases to be considerBd:= 0 and Ry # 0 respectively.

Case 1.Ry = 0;

In this case, multiprocessor tasks are executed first, followed by theppmstssing
tasks. The makespan of the multiprocessor tasks is given by:

Mt = | 212 | x T @
If nb,seq = 0, the total makespan is given by:
MS — nbtaskzs % TG + lrnbtasks—‘ % TP; (2)
Nbmaz R

Hatched rectangles in FiguBaepresent multiprocessor tasks and light empty rectangles
represent the corresponding post-processing tasks:

If nbyseq # 0, a total of remPost post-processing tasks do not fit on the resources
left unoccupied on the last set of multiprocessor tagksf = R — nbyseq x G). With
the nb,s.q pOst-processing tasks corresponding to the last multiprocessor taskBost
finally is: remPost = nbyseq + max{0, nbigsks — Nbysed — |Ta/Tp| X Ricft};

The makespan)(.S) in this situation is:

MS — Niasks « Tos + [remPost

| T )

Nbmaz
Case 2.Ry # 0;
In this case, the makespan of the multiprocessor tasks is the same as in Egjuation
For a set ofub,,. Multiprocessor tasks, the execution time of the corresponding post-
processing tasks is given b/ .Syostproc_phase = [M0maz/Ra| % Tp;

INRIA
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SN ///////////////\)s
SISIANS LS IAS S S SAS S S AL S S AXRK
VLI IAL LI I AL 7770277747777 KKK
S777ANI 77747 7774777747777 AXXXX
SISIANI LS IAS S S S AL S S AL S S S ARRKNA
SLLLANL LSS LA S SSAS S S S A /////\(&\(
SISSIANS S S SAL S S SAS S S S AL S S 7 AXXKNA
SISIANS SV IAS S S SAS S S S AL S S AR
AAALAAL LS ASASL LA LASL S S S ASLS l/[/[;%(\}(

/] / /| /| Al
SIIIAL IV IAL 777 A7 77747777 XX
PIIPL GIPLG PIPIs PP PIPIG S,

7 7 7 7 77 7 7 77|77 7 77|77 777|777 7 7NN

IIIIAIIIIAT I 77 A7 77K 7 777 RS

L1 1IN0 2274777747777 A7 777 AKX
MSmultiproc MSpost-proc

Figure 3: Makespan without processors allocated to the post-progessin

This time may be greater than the execution time of a multiprocessor task, in weeh ca
the execution time for the post-processing tasks will overpass the exetini®nf the next
set of multiprocessor tasks (Figude

SN 7
S S SN S A

Toverpass

Figure 4: Post-processing tasks overpassing case.

The number of post-processing tasks that can be executed during thvalifite on the
R, resources reserved for them 1S, 5sie = |Tc/Tp] % Ro;

This value must be tested against iltg, .. value (since there aré,,,,.. multiprocessor
tasks generating the same number of post-processing tasks) in ordégroide if theRy
resources left are sufficient or not for the post-processing tdékisey are not sufficient,
the post-processing tasks which do not fit on the resources ardgaéor the end of the
multiprocessor tasks. Otherwise, there may be a part ofitheesources which is not
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10 Y Caniou, E. Caron, G. Chatrrier, A. Chis, F. Desprez and E. Maisoen

used during the whole process. This number of resources left idlegs Oy R.,used =

R _ ’V nbmaz —‘
27 | Ta/TP] | , _ _
We denote byn the total number of sets of simultaneous multiprocessor jobs:

[nbtasks/nbmax—l ;

Again, two separate cases must be treated, nanigly, = 0 andnb,scq # 0.

Whennb,s.q = 0, the number of tasks reported for the end of the multiprocessor tasks
(in the case such tasks exist) IS, erpass = maz{0, (n — 1) X (nbmaz — Npossibie) };

In this case, the total makespan is given by:

R

In the casenb,se.q # 0, a total of Nyyerpass POSt-processing tasks corresponding to
the firstn — 2 sets of simultaneous multiprocessor tasks will overpass the execution of the
lastn — 2 complete sets of simultaneous tasks (FigtreN,yerpas = maz{0, (n — 2) x

(nbmaz’ - Npossible) } 5

NO'UET ass bmal’
MS:MSmulti"i_’V pass + 1 -‘ x Tp; (4)

n
S SN SN ST S AS S A
S S SSANS S S IANS S SAS S S S AL S S S A
SSSLINSS LS AN S SAS S S SAS S S S
S S SNS S S SAS S S SAS S S SSAS S S S S
SIS SSANS S S IANS S SAS S S SRS S S S A
SSLLSISAS LSS IASL S S IAS S S SAS S S S A
S S INS S S SAS S S SAS S S S AS S S S A
SIS SSANS S S IANS S SAS S S SRS S S S A
’/,/’/’/,/ ’/’/,/’/’/ ,/’/’/,/’1 ’/,/’/’// ’/’/,/’/’4
S S INS S S SAS S S SAS S S S AS S S S A
PP PIIRPIIS PPN PIIP
S S S INS S S SAS S S SAS S S S AS S S S A
NI IPIRNNP,

Noverpass

Figure 5: Post-processing tasks overpassing.

Along with thenb,, ., post-processing tasks from the last complete set of simultaneous
multiprocessor tasks, this gives a total’f,c,t0t = Noverpass + Mbmas tasks that should
be scheduled starting on the resources left unoccupied in the lastattifrocessor tasks
(Rieft = R — G X nbyseq) (Figureo).

On one processor of thi,. s, remaining ones there can be scheduléd/Tp | post-
processing tasks. The remaining tasks along with the post-processingptas&ponding
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SISSIANS LSS SAS S SAS S SRS S/ A7

A 4
SIS/ IANS S SAS /SN /SN S SN/ X S
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/4

SIS SINS IS SAS S SAS S S SAS S SN S/
SIN/SSIANS LSS SAS S S SAS S S SRS S S/ S/ /A 77

SIS SIANS IS SAS S S SAS S S SAS LS SALS S S SAS///4 /77
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SIIIAI IV IAS ST TR 7777777 A7 77X/ 777X 7777 KX
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j
SIS IANS LSS IAL S S SAS S S SAS S S SAS S SRS/ /XS
SIS SINS S SAL S S SAS S S SAS S S SAS S S SRS S/
SIS IANS LSS IAL S S SAS S S SAS S S SAS S SRS/ /XS
SIS SINS S SAL S S SAS S S SAS S S SAS S S SRS S/
X
SIS IANS LSS IAL S S SAS S S SAS S S SAS S SRS/ /XS
SIS SLINS LS SAL S S SAL S S SAS S SN SRS/
/
SIS INS S S SALS S S SALS S SRS S/ /////////<V6$V
LSS ISNLLLLALL L AL L L LAL L L LAL L L LA L L L/ XQX
RIS <

Figure 6: Post-processing tasks overpassing and final schedule.

to the last (incomplete) set of multiprocessor tasks, (.;) is: remPost = nbyseq +

mCLZL‘{O, Novertot — (LTG/TPJ X Rleft)};
Finally, the global makespan wheib,, .., = 0 is given by:

remPost

MS:MSmulti-f—[ R

[ % (5)

All the 8 possibilities for the parameté¥ (4 — 11) are tested and the one yielding
the smallest makespan is chosen. The optimal grouping for various nurieEsooirces
(11 — 120) is plotted in Figurey.

4.2 Heuristic Optimizations

For a given optimal grouping it may be possible that for a set of concumeltiprocessor
tasks and the associated post-processing tasks, all the availableessawg not used. For
example, forR = 53 resources, and 10 "scenario” simulations, the optimal grouping is
G = 7. Hence a total of 7 multiprocessor tasks can execute concurrentlypyaogu49
resources. The corresponding post-processing tasks need agdpuree, which leaves 3
resources unoccupied during the whole simulation.
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12 T T T T T

Best Grouping

4 I I I I I
20 40 60 80 100 120

Number of resources (processors)

Figure 7: Optimal groupings for 10 scenario simulations.

Improvement 1. In order to improve the makespan, the unoccupied resources can be
distributed among the others groups of resources. Considering theusexample, we
can redistribute the 3 resources left unoccupied among the 7 groupsafrces for the
multiprocessor tasks resulting in 3 groups with 8 resources and 4 gratip3 wesources
and 1 resource for the post processing tasks giving a gain 6§ &8 hours less on the
makespan).

Improvement 2. Given that the multiprocessor tasks scale well and that the post-
processing tasks have a small duration, another possibility for reducgnmalkespan is
to use the resources normally reserved for post-processing tasksuftijprocessor tasks
and to leave all the post-processing at the end. It permits to avoid thatsirce used to
compute the post-processing become idle waiting for new tasks.

Improvement 3. The optimal repartition of thé2 processors in groups on which the
multiprocessor tasks should be executed can be viewed as an instare&oéfisack prob-
lem with an extra constraint. Given a set of items with a cost and a value ituge€cdo
determine the number of each item to include in a collection such that the cost thaes
some given cost and the total value is as large as possible. Using a Kkaggeesentation
of a problem as been studied in numerous areas such as schediilanyd[aerodynam-
ics [12).

In our case, there are 8 possible items (groups of 4 to 11 nodes). $hefam item is
represented by the number of resources of that grouping. The Vedspecific grouping G
is given byl /T'[G], which represents the fraction of a multiprocessor task that gets executed
during a time unit for that specific group of processors. The total cospigesented by the
total number of resources.

INRIA



Ocean-Atmosphere Modelization over the Grid 13

The goal of the division of the processors in groups is to compute thediifrgetion
of the multiprocessor tasks during a time interval.

We haven; unknowns { from 4 to 11) representing the number of groups withe-
sources which will be taken in the final solution. The goal is to maxirmizé, n; x (1/7[i])
under the constraints.}1, i x n; < RandY_;., n; < NS (given that no more thai s
tasks can be executed simultaneously).

4.3 Simulations

The execution of multiprocessor tasks is done by sorting the ready time lofgeacp of
processors and when a group becomes ready, the month of the lessetigmulation
waiting is scheduled on this group.

Gains on the makespan obtained with the 3 possible improvements presented-with r
spect to the first version of scheduling are plotted in Figur&hese results come from 5
simulations done on clusters with different computing powers. The figumgsthe average
of the gains, and also the standard deviation.

The representation as an instance of the Knapsack problem yields tostiserésults
with low resources. The gains are less important with more resources,evsh becomes
a little less good with a lot of resources. With a lot of resources, thereareane gains
since there ar&/ S groups of 11 resources.

5 Application on the Grid

The scheduling presented in Sectibis designed for homogeneous platforms. Grid’5000 |
is a grid composed of several clusters. Each cluster is composed of koewmgs resources
but differs from one another. We intend to deploy Ocean-Atmospheferab000 so we
have to adapt the algorithm to be able to work on heterogeneous platfenpienhentation
of the scheduling heuristics will be done in theeD grid middleware ?] to perform real
experiments.

To reduce the makespan 8fS simulations, the best way is to divide the set of simula-
tions into subsets and execute each subset on a different clusterhdibe of the number
of simulations executed on each cluster is given by Algorithm

The different steps of the execution are displayed in Figuré€l) the client sends a
request to the clusters with the number of simulatidnhS and the number of months for
each simulationVM; (2) each cluster computes a vector containing the time needed to
execute from 1 taV.S simulations using the Knapsack modeling given before (3) returning
the results to the client; (4) Once the client received the results from aléchig computes
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Figure 8: Gains obtained by using resources left unoccupied (Gairsiby all resources
for post-processing tasks (Gain 2), and using the Knapsack profdam 8).

the repartition of the simulations; (5) Once the repartition done, the cliens sbadequests
to each cluster to execute the simulations; (6) Finally, each cluster computasitiiations
it has been assigned.

Algorithm 1 describes the way the repatrtition is done between clusters. Input paramete
are: n, the number of clusters, and the array “performance” which has béeized for
each cluster with the makespan for the execution of A/ thsimulations. First, the number
of simulations on each cluster is set to 0. Then, each simulation is schedulee coster
on which the total makespan increases the less. When all the simulationbedelsd, this
scheduling is returned to the client.

This algorithm is realistic because the number of simulatidnS)and clustersi() are
quite low. The number of clusters on Grid’5000 is low, and the number of stionkais
going to be around 10. The algorithm gives the optimal repartition for the tiiwen @ the
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Client

Cluster 1 Cluster n

Figure 9: Execution Steps for the application.

“performance” array. If we map a scenario onto another cluster, thienbatieespan cannot
decrease. This is true only if we consider that once a scenario hassbeeduled on a
cluster, it can not change location.

6 Simulations for the grid

The repartition of the BGs among the different clusters is done using Algorithmin
order to be as accurate as possible, we benchmarked the execution tireeapptication
on numerous clusters of Grid’5000. These clusters are located ahdienance and the
difference of performances is notabéeg.,the fastest cluster executes one main-processing
task on 11 resources in 1177 seconds while the slowest needs 1622sec

To conduct simulations, we used performance of five clusters. Figishows the
gains obtained by the different heuristics presented in Sedtidroompared to the basic
heuristic presented in Sectignl Clusters have all the same number of resources. The X
axis represents the number of clusters and the number of resourcdagier, hence 2.25
represents the results for two clusters with 25 resources each.
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Algorithm 1 DAGSs repartition on several clusters.
for i =1tondo
nbDags[i] = 0
for dag = 1to NS do
MSmin = 400
clusterMin =1
for i = 1ton do
temp = per formanceli][nbDags|i] 4+ 1]
if temp < M Smin then
M Smin = temp
clusterMin =1
nbDags|cluster Min] = nbDags|cluster Min] + 1
repartition[dag] = cluster Min
Returnrepartition

The best gains obtained are almost of 12%, but the most common gain®m@radr
gain to 8%. Starting from two clusters, there are stable phases wheransticemproves
the basic one. This is the case when the makespan depends on the slogtest and
the heuristics make the same grouping of resources on this cluster. téushef phase,
the improved heuristics make other grouping on a faster cluster which pernttsct@ne
simulation from the slow cluster to a faster one.

These simulations show that if clusters are added, the gains obtained byfénerdif
heuristics are less and less important. The gains decrease becausedimoge resources,
so the basic heuristic behaves better.

7 Conclusion

World’s climate is currently changing. In order to predict its variations, sitraria are con-
ducted by climatologists and the computation of such simulations is very time consuming
This paper presents the work of analyzing and modeling a real climatolqigation
(Ocean-Atmosphere) with the purpose of deriving appropriate stihgdweuristics in order
to decrease the execution time of such applications.
First, the computation needs have been modeled as independent identikébwe
derived through the chaining of several basiwd3. Then a simplified model with clustered
tasks based upon the actual time parameters of the application has beed.deri

INRIA
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Figure 10: Gains obtained usingaBs repartition on 2 to 5 clusters each with 11 to 99
resources.

For this new model, a first scheduling heuristic (driven by the principlelotating
the same number of processors to all multiprocessor tasks and leavingsvdfato post-
processing tasks) has been designed. Three improved versionsdwveroposed. A first
one that distributes resources left unused evenly across the grbppscessors, a second
one which does not leave any resource for the post processingdadkdistributes all
left resources evenly to the groups of processors and a third onmduils the problem
of dividing the resources of the platform in disjoint sets as an instanceeoKitapsack
problem with a supplementary constraint. The three improved versiondkawesimulated
and yielded to gains of up to 12%.

Then, this method was adapted to be applicable on a heterogeneous griaseong
homogeneous clusters. Distributing the simulations among different clustuses the
overall makespan of the application.

Simulations for the grid have been conducted. They show that the distribftite
simulations is function of the clusters performance. The faster, the maes @ has to
execute.
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The integration of the scheduling heuristics withimeD is ongoing work. Once the
development completely done, we will be able to verify our simulations by xgaranents
on Grid’5000. Future work also consists in extending the present wakémeric heuristic
that can schedule the same kind of workflow, made of independent afadetical DAGs
composed of moldable tasks.
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