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Automatic wave-equation migration velocity inversion using 
multiobjective evolutionary algorithms

Vijay Pratap Singh1, Bertrand Duquet2, Michel Léger3, and Marc Schoenauer4

ABSTRACT

To solve nonlinear seismic velocity inversion problems,
we have developed an automatic velocity-estimation tech-
nique based on the stochastic method called multiobjective
evolutionary algorithms �MOEA�. Semblance and differen-
tial semblance are used as objective functions. To cope with
the high computational cost, we customized MOEA, added
domain knowledge �velocity increases with depth, slowly
varies along layers, and so forth�, which improves the condi-
tioning of the problem and accelerates convergence. This ap-
proach is robust because it can cope with large velocity er-
rors. Computational cost of this algorithm is at least two or-
ders of magnitude faster than other stochastic methods and
comparable to that of direct gradient methods.

INTRODUCTION

A major interest in seismic exploration for hydrocarbons is to
identify and localize the subsurface structure correctly. Therefore,
seismic processing demands precise estimation of background ve-
locity to obtain a good subsurface image. The conventional velocity-
estimation technique of converting normal moveout �NMO� and/or
stacking velocity into interval velocity is unstable for layers with lat-
eral velocity variation �Lynn and Claerbout, 1982�. However, migra-
tion velocity analysis �MVA�, which adjusts the migration velocity
model so there is minimal difference of migrated reflector images in
common-image gathers �CIGs�, is considered an attractive tool for
velocity analysis because of its high sensitivity to the velocity mod-
el.

Generally, residual-moveout �RMO� curvature analysis �Al-
Yahya, 1989� is used for MVA. This technique was developed fur-
ther by Lee and Zhang �1992�, Lafond and Levander �1993�, Liu and

Bleistein �1995�, and Yan and Lines �2001�. Geometric and math-
ematic characteristics of RMO for the prestack Kirchhoff migration
are appraised for velocity by Zhu et al. �1998�. RMO properties for
wave-equation migration are analyzed by Biondi and Symes �2004�

and by Shen �2004�. RMO curvature analysis is based on the concept
of the generation of a flat gather in CIGs by PSDM for the correct ve-
locity model, regardless of structure.

Presently, iterative PSDM methods are used widely for velocity
analysis in which flatness criteria have been measured on common-
receiver gathers �Al-Yahya, 1989�, common-offset gathers �Liu and
Bleistein, 1995; Mulder and ten Kroode, 2002�, common-scattering-
angle gathers �Brandsberg-Dahl et al., 1999�, and common-shot
gathers �Symes and Carazzone, 1991� generated by Kirchhoff mi-
gration. Kinematic migration artifacts in CIG arise typically in
prestack image gathers when the medium is a strong refractor �Stolk
and Symes, 2004�.As a result, the flatness principle might not be val-
id in CIGs produced by Kirchhoff-type migration. To avoid these ar-
tifacts for general velocity models, wave-equation migration is re-
quired for construction of CIGs. Attempts have been made to esti-
mate velocity using wavefield methods, such as the method of full-
waveform inversion �Tarantola, 1984; Pratt, 1999�, diffraction to-
mography �Devaney and Oristaglio, 1984�, wave-equation
tomography �Luo and Schuster, 1991; Woodward, 1992�, differen-
tial-semblance �DS� optimization �Symes and Carazzone, 1991�,
and wave-equation migration �Shen et al., 2003; Sava and Biondi,
2004; Sava et al., 2005�.

Waveform-inversion schemes based on computation of the gradi-
ent of the misfit function are limited by the nonlinearity of the in-
verse problem. In addition, if phase differences between modeled
and recorded wavefields are larger than a fraction of the wavelet,
then the assumption made under the Born linearization is violated
and velocity-inversion methods diverge �Woodward, 1992; Pratt,
1999; Dahlen et al., 2000�. Consequently, either calculation of the
gradient or nonlinearity of this problem becomes a severe obstacle.
In addition, calculating the gradient is two �Sava and Biondi, 2004�
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to four times �Shen, 2004� more computationally expensive than the
migration itself. Hence, computation of gradients and lack of a good
guess for initial velocity models in geologically complex regions in-
hibit the application of gradient-optimization methods for automatic
velocity estimation.

Conversely, global optimization methods �genetic algorithms,
simulated annealing, and the Monte Carlo method� are not con-
strained by local linearization of the wave equation �Born limitation�

and are capable of coping with the nonlinear relation of the seismic
data and velocity model �Jervis et al., 1996; Docherty et al., 1997;
Mansanné, 2000�. However, acute computational cost using global
methods limits their routine use because a global method needs to
search a large parameter space with little or no domain knowledge,
i.e., problem-specific knowledge and guidance. Therefore, there is
an urgent need to customize such an optimization method so it can
use the domain knowledge and guide the optimization in the right di-
rection without losing the generality of the method.

In this paper, we present a new global optimization algorithm
based on multiobjective evolutionary algorithms �MOEA� for auto-
matic velocity estimation. MOEA, like all other evolutionary meth-
ods, is a stochastic search technique inspired by principles of natural
selection and natural genetics. It has attracted significant attention
from researchers and technologists in various fields because of its
ability to search for a set of Pareto-optimal solutions, i.e., a set of
best-compromised solutions �mathematically defined in the next
section� for a multiobjective optimization �MO� problem. In the next
section, MO and evolutionary algorithms �EAs� are discussed brief-
ly.

MOEA needs to search a large parameter space with little or no
domain knowledge, i.e., problem-specific knowledge and guidance.
Therefore, we customized MOEA so it could use the domain knowl-
edge and guide the optimization in the right direction without losing
the generality of the method. Customizing the MOEA according to
domain knowledge accelerates convergence. This customized
MOEA can cope with large velocity errors, and its computational
cost becomes comparable to that of direct gradient methods.

In this paper, we first present a very brief introduction of MOEA
along with its advantages and disadvantages. Then we discuss the
objective functions, velocity-model representation, and informa-
tion-extraction technique from migrated images and CIGs.After dis-
cussing these basic ingredients, we present customization of
MOEA. Finally, we present results and conclusions of the current
approach.

MULTIOBJECTIVE EVOLUTIONARY

ALGORITHMS

Multiobjective optimization is concerned with finding a solution
that optimizes �minimum or maximum� several contradictory or
slightly contradictory objectives and eventually meets some addi-
tional constraints.

Suppose we want to optimize �in terms of minimization� a vector
of functions: Minimize �f1�x�, f2�x�, . . . , fk�x�� subject to the m ine-
quality constraints of gi�x��0 i � 1,2, . . . ,m, �inequality con-
straints� and the p equality constrains of hi�x� � 0, i � 1,2, . . . ,p,
�equality constraints�, where k is the number of objective functions
f i:Rn

→R. Here, x � �x1,x2,… . .xn�, �X is a vector of decision
variables, and X is the feasible domain �the set of all vectors that sat-
isfy constraints�. We wish to determine in the set X the particular ele-
ment �if unique� that yields the optimum value for all objective func-
tions. Rarely is there a case that has a single point that optimizes all
objective functions simultaneously. Therefore, we normally look for
trade-offs or best compromises, usually by combining function f i,
into a single global function. Instead of searching for a single solu-
tion when dealing with MO problems, it is possible to look for a set
of optimal solutions. First, a point x in X is said to dominate another
point y in X only if f i�x�� f i�y� for all i in �1,k�. This definition of
dominance is written for the case in which objective function f i is to
be minimized, but it could be adapted easily to cases in which opti-
mization means maximization or even to mixed cases. Now we sim-
ply define the Pareto front as the set of x* in X that are Pareto optimal,
with no y in X that dominates x*.

In other words, this definition says that x* is Pareto optimal if no
feasible vector of decision variable x�X exists, which would de-
crease some criterion without causing a simultaneous increase in at
least one other criterion. This concept almost always gives solutions
called the Pareto front or Pareto-optimal sets �Figure 1�.

Suppose we want to acquire seismic data in an environmentally
susceptible area with a goal of minimum environmental impact, and
we want to minimize the cost of data acquisition. If we use an envi-
ronmentally good solution, it costs more for data acquisition. Con-
versely, if we minimize cost, there is more impact on the environ-
ment. In such a condition, our first goal is to find solutions that are
optimal with respect to both criteria or at least with respect to one cri-
terion.

Here, a solution can be considered Pareto optimal if there is no
other solution that performs at least as well on every criterion �mini-

Figure 1. Concept of Pareto optimality. For instance, consider a
problem in seismic data acquisition in an environmentally suscepti-
ble region. The objective is to find a solution that has minimum im-
pact on the environment and costs less than alternatives. For this ob-
jective, many solutions exist �black and gray octagonals�. Here, a so-
lution can be considered Pareto optimal if there is no other solution
that performs at least as well on every criterion �minimum environ-
mental impact and minimum cost� and strictly better on at least one
criterion �minimum environmental impact or minimum cost�. Here,
black solutions satisfy these criteria and hence are called Pareto-op-
timal solutions. These solutions cannot be improved without hurting
at least one criterion. Solutions that are Pareto optimal also are
known as nondominated. On the contrary, a solution is not Pareto op-
timal if one criterion can be improved without degrading any other.
These solutions are known as dominated or inferior solutions �see
gray solutions in the figure�.
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mum environmental impact and cost� and strictly better on at least
one criterion �minimum environmental impact or cost�. In Figure 1,
dark-gray solutions are Pareto optimal. These solutions cannot be
improved without hurting at least one criterion. Pareto-optimal solu-
tions also are known as nondominated. A solution is not Pareto opti-
mal if one criterion can be improved without degrading any others.
These solutions are known as dominated or inferior solutions �see
Figure 1, light-gray solutions�.

Multiobjective optimizations are not only different in terms of the
number of objective functions but also are different in terms of the
number of goals number of search spaces, and solution type. In con-
trast to single-objective optimizations, which have the single goal of
searching for a global optimal solution, multiobjective optimization
has two goals: �1� to progress toward the Pareto-optimal front and
�2� to maintain the diversity of solutions along the front. In addition,
single-objective optimization has one search space, the decision-
variable space, whereas multiobjective optimization has two search
spaces, the decision-variable and objective spaces. Traditionally,
multiobjective functions are converted into a single-objective func-
tion by different fix-up approaches such as the weighted-sum ap-
proach or �-constraint method. Unfortunately, the outcome of this
optimization strategy depends on chosen fix-up values. Multiobjec-
tive optimization for finding multiple Pareto-optimal solutions elim-
inates all such fix-ups and, in principle, finds a set of optimal solu-
tions corresponding to different fix-up values. Interestingly, the di-
versity of solutions along the Pareto front gives an idea of the uncer-
tainties about the solution of the problem.

After discussing multiobjective optimization, the common termi-
nology and working procedure of evolutionary algorithms are dis-
cussed. Essentially, EAs are a method of breeding solutions of an op-
timization problem by simulating evolution. Because EAs are in-
spired by natural selection and genetics, they borrow much dialect
from genetics, cellular biology, and evolutionary theory. In EAs, a
candidate solution is known as an individual. The collection of cur-
rent individuals in the system is known collectively as the popula-
tion. The representation of an individual is known as a genotype. The
way a solution operates when tested in the problem environment is
known as the individual’s phenotype. When individuals are modi-
fied to produce new individuals, they are said to be breeding. After
the evaluation, an individual is given a rank known as its fitness,
which indicates how good a solution the individual is. The entire
process of finding an optimal solution is known as evolving a solu-
tion. In EA, first a set of random individuals �models� is generated.
Then each individual in the initial population is evaluated, and a fit-
ness is assigned to it. The better individuals from members of an ini-
tial or old population are selected for breeding and form a new popu-
lation. This new population is evaluated and then mixed with the old
population. An optimal new population is created from this assem-
bly �old � new population�. This process is continued until an ideal
individual is discovered or resources are exhausted.

MOEA combined the concept of MO into EA. It has attracted sig-
nificant attention from researchers and technologists in various
fields because of its ability to search for a set of Pareto-optimal solu-
tions for multiobjective optimization. Although the first MOEA was
published in the mid-1980s �Schaffer, 1985�, significant develop-
ment and interest in MOEA are noticed after the mid-1990s �Deb,
2001; Coello et al., 2002�.

Comprehensive information about working groups, books, pa-
pers, abstracts, and code can be obtained from Coello �2003�. Below
are the definition and a few important terminologies of multiobjec-

tive optimization, their differences from single-objective optimiza-
tion techniques, and advantages and disadvantages.

First, positive and negative properties of MOEA are discussed to
help in understanding customized MOEA. In the section titled “Op-
timization,” we describe how we use positive and negative proper-
ties in customizing MOEA. This customized MOEA makes optimi-
zation very fast. Evolutionary algorithms, in principle, can find solu-
tions to problems with nonsmooth nonlinear objective functions and
constraints, whereas gradient-based methods require smooth and
differentiable objective functions. Furthermore, because they
evolve a population of candidate solutions, they offer additional ad-
vantages when tackling an MO problem, such as identifying many
Pareto-optimal solutions in a single run. This explains why MOEAs
are so popular today. Moreover, besides having no assumption with
respect to problem space and being easy to hybridize with other ap-
proaches such as gradient or local methods, MOEAs add domain
knowledge to improve their efficiency. MOEAs also can cope with
noisy data. The choice of �-MOEA was motivated by Deb et al.
�2003�, who demonstrate performances similar to the best-perform-
ing previous MOEAs but requiring much less computational effort.
A flowchart and description of the original �-MOEA �Deb et al.,
2003� are given inAppendix A.

However, the disadvantage of MOEAs and even �-MOEA is that
they are usually much slower than local optimization methods, often
by several orders of magnitude. As problem size increases �from,
say, 10 to 100 or 1000 decision variables�, an evolutionary algorithm
often is overwhelmed by the dimensionality of the problem and is
unable to find anything close to an optimal solution, whereas it is still
possible to solve such large problems with local optimization meth-
ods.

The main reason for such high computational cost and the inabili-
ty to perform on a great number of variables is the blindness �semi-
randomness� of those algorithms, i.e., the lack of exploitation of do-
main-specific information. Any efficient global optimization algo-
rithm must balance carefully between two possible strategies to find
the global optimum: exploration to investigate new and unknown ar-
eas in the search space and exploitation to make use of knowledge
from previous iterations. These two requirements are contradictory.
Therefore, a good optimization algorithm must strive to find a bal-
ance between them. In the hybrid MOEA we designed �described in
the section titled “Optimization”�, an effort has been made to exploit
and use domain-specific information without reducing the explora-
tion property of the original underlying MOEA, the �-MOEA. Such
ad hoc use of available expert knowledge from previous iterations is
mandatory for evolutionary algorithms to reach �fast� convergence
toward the global solution, even in large search spaces.

Main issues that we resolved before applying MOEAs for veloci-
ty estimation were choosing a velocity-model representation, find-
ing a robust and accurate objective function to measure the fitness of
a velocity model, and extracting and deciding how and where to use
the domain knowledge. These issues are discussed individually in
the next sections. After resolving those issues, we applied MOEA in
the customized �-MOEA discussed in the section titled “Optimiza-
tion.” First we will discuss the representation of the velocity model.

Representation of the velocity model

Representation of the velocity model is an important issue in ve-
locity optimizations because it controls the shape and size of model
parameters. Classically, the two main classes of models generally
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used are blocky and smooth models. Generally, geologists are influ-
enced by stratified aspects of sedimentary rocks. Therefore, they
usually recommend blocky models. Nevertheless, smooth represen-
tations have many numerical advantages, although they are not very
suitable for complex velocity models. Both models have been used
for velocity optimizations using global methods. The smooth veloci-
ty has been represented by grids, splines, or cubic B-splines and en-
coded into binary strings �Jervis et al., 1996; Docherty et al., 1997�.
Mansanné �2000� prefers blocky model representations and uses a
Voronoi diagram to represent a geologic model. This Voronoi repre-
sentation was encoded into real parameters for each domain, with
two parameters �in two dimensions� for the location of the central
point and one parameter for the velocity. The Voronoi representation
needs fewer parameters to represent a velocity model in two or three

dimensions than is needed for grid or spline representation. The less-
er the number of parameters, the faster the optimization because of
reduced dimensions. Mansanné �2000� observes that sometimes the
objective function is optimized numerically, although obtained ve-
locity models are geologically insignificant.

Hence, we attempted to represent a velocity model by layers in
place of grids, splines, or Voronoi representation �Singh et al., 2005�.
By using layers, we made the velocity model geologically signifi-
cant and concise. We could optimize the velocity using the geologic
representation, although we realize that this representation is model
dependent. Generally, it is difficult to find a forward model and data
that could invert a real geologic environment.

Therefore, we decided to use a grid parameterization to represent
our velocity models because any geologic environment could be
represented by a grid, although it requires a large number of parame-
ters. In a grid representation, it is easy to incorporate information ob-
tained after migration of the velocity model because the wave-equa-
tion migration is performed on a regular grid, whereas it is difficult
with other representations �Voronoi or geologic�. The usual draw-
back of having a large number of parameters �CPU time is long� will
be balanced by the introduction of domain knowledge �good initial-
ization, RMO correction, and dip smoothing�.

Objective functions

For an automatic velocity estimation based on CIG, in which no
picking is introduced, the choice of the objective function is vital.
The least-squared difference between each pair of migrated shots
�Jervis et al., 1996�, semblance �S� �Jin and Madariaga, 1994; Do-
cherty et al., 1997; Mansanné et al., 1999�, and differential sem-
blance �DS� �Symes and Carazzone, 1991; Chauris and Noble, 1998;
Plessix et al., 2000; Pratt and Symes, 2002; Mulder and ten Kroode,
2002� on CIG are used widely for velocity estimation. The DS func-
tion also has been used for optimization of waveform tomography in
the time domain �Plessix et al., 2000� and in the frequency domain
�Pratt and Symes, 2002�. Because we use shot-gather wave-equation
migration �Rickett and Sava, 2002� for velocity optimization in this
work, our discussion about the objective function is wavefront-ori-
ented ray tracing �WRT� of the shot-gather wave-equation migra-
tion. In the following section, we summarize the properties of S and
DS functions and provide arguments to substantiate the use of both
functions in this work.

Semblance

Semblance function often is used for velocity optimization �Jin
and Madariaga, 1994; Docherty et al., 1997; Mansanné et al., 1999�

employing global methods. It is based on the flatness of semblance
panels �flatness of CIG�. A measure of flatness of events in the sem-
blance panel is given by the sum of the total energy of traces. Sem-
blance measured on a common-angle gather could be written as

S � �
x

dx

��
z

dz��
�

Id� �2�
��

z

dz�
�

I2d��
, �1�

where I is the migrated image, z is the depth, and � is the reflection
angle. The response of the semblance function for the whole Mar-
mousi model, at location X � 6000 m is shown in the Figure 2a and

a)

b)

Figure 2. �a� The response of different differential-semblance �DS�
functions for scaled Marmousi models in which velocities are multi-
plied by 0.5 to 1.75. Each scaled velocity model is migrated using
every second shot and frequencies of 10–25 Hz. Corresponding
semblance �S� and DS are plotted here. The combination of S and
modified DS �ZADS/SF� is in the subplot. The S function has a nar-
row, steep valley of attraction near the true velocity model, whereas
the ZADS/SF function has a wide, gentle valley of attraction. �b� The
response of different DS functions for the Marmousi model at X
� 6000 m. Modified DS function response is better than other DS
functions.
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b subplot by a green circle. One of the most attractive features of
semblance function is its strong sensitivity near the true velocity, but
it is not sensitive for large velocity errors.

Differential semblance

Differential-semblance objective function for velocity optimiza-
tion is proposed by Symes and Carazzone �1991� to overcome the
nonconvex property of semblance function. DS combines concepts
from least-squares inversion, migration velocity analysis �flatness
criteria of CIG�, and traveltime tomography. DS is used with ray-
trace-based migration and wave-equation migration. DS function is
a measure of the sum of differences of near-trace energy. Mulder and
ten Kroode �2002� use the following relation:

ODS � �
x

dx�
z

dz�
h

dh�� hI�2. �2�

Here, I�x,z,h� is the migrated image; it is a function of abscissa x,
depth z, and offset h. Chauris and Noble �1998� use this function
�equation 2� by adding a scaling factor �SF � �zdz�hI

2dh� in the de-
nominator to reduce the effect of the migration amplitude:

ODS/SF � �
x

dx

��
z

dz�
h

dh�� hI�2�
��

z

dz�
h

I2dh�
. �3�

Recently, we have proposed a modified offset-domain differential
semblance �MODS� function for velocity analysis �Singh et al.,
2006�.

Equations 2 and 3 could be used in the angle domain by replacing
offset parameter h by angle parameter � .

ADS � �
x

�
z

dz�
�

d� �� �I�2; �4�

ADS/SF � �
x

dx

��
z

dz�
�

d� �� �I�2�
��

z

dz�
�

I2d��
. �5�

Because amplitude decays with depth, these relations will be more
sensitive to shallow events than to deep events. To compensate for
this effect, a factor of depth, Z, is introduced. This modified angle-
domain differential semblance �MADS� function is presented here:

ZADS/SF � �
x

dx

��
z

dz�
�

Zd� �� �I�2�
��

z

dz�
�

I2d��
. �6�

We believe the depth factor �Z� compensates for the effect of spheri-
cal divergence �associated with the used velocity model� and the
scaling factor �SF� reduces the effect of data noise. The response of

these objective functions �equations 4–6� for the whole Marmousi
model �Figure 2a� and the most complicated region of the Marmousi
model �at X � 6000 m� �Figure 2b� is shown in Figure 2. These
measurements are obtained when the Marmousi velocity model is
scaled by a factor between 0.5 and 1.75, and every second shot and a
frequency range of 10–25 Hz are used for migration. The modified
differential-semblance function is nicely convex for a large range of
high �1.75 times of the velocity model� and low velocities �0.5 times
of the velocity model�, and it is stable with respect to the choice of
migration parameter. The modified function is not affected much by
migration-parameter settings. Thus, smaller frequencies and lesser
shots can be used to speed up velocity optimization.

In the beginning of optimization, initial models are generally far
from true models, and the DS function can help in convergence be-
cause of its sensitivity for far velocity models. On the contrary, when
models are near to the true model, the S function helps convergence
because of its strong sensitivity for these models. Chauris and Noble
�1998� suggest that DS function could be used in the first few itera-
tions and followed subsequently by S function during optimization.
This motivated us to use multiobjective evolutionary algorithms for
employing the advantages of both objective functions simultaneous-
ly. Hence, we use S and DS objective functions to measure the good-
ness of a complete velocity model, and to correspond locally to each
panel of gathers �Figure 3�. The local measurements of goodness by
S and DS objective functions are referred to hereafter as LS and LDS
�Lstands for local, i.e., corresponding to one panel of gathers�. In the
next section, we give a brief introduction to MOEA in which these
global and local objective functions are used.

Extraction of domain knowledge

The method of velocity estimation using migration with global
optimization is computationally very intensive. One main reason
why global optimization is expensive is the lack of the exploitation
of information present in the image and gathers. In other words, the
lack of use of domain knowledge �i.e., problem-specific knowledge�

is one of the main reasons why global optimization is expensive. To
create a geologically feasible velocity model and to speed conver-
gence of the migration-velocity-estimation problem, it is necessary
to add extra information during inversion. This extra information
can be taken from well logging, a geologic structural model, and pre-
liminary stack or migration results. Other additional information
could be from migrated images obtained with velocity models �even
from a wrong velocity model�, such as their gross velocity-error esti-
mations and the structural trend of the geology. Thus we need a ro-
bust approach that could extract the approximate amount and direc-
tion of the gross velocity error and structral trend of the geology. We
show how this additional information, when incorporated into
MOEA, can lead to more efficient optimization.

Gross velocity-error estimation

Gross velocity errors from migrated images are estimated gener-
ally by either RMO or Stolt prestack residual-migration �Sava,
2003� techniques. The main advantages of Stolt prestack residual
migration are its interpretative and structural dependencies.
Prestack residual migration also reduces the effect of image dispers-
al between events imaged at the same physical location but with dif-
ferent aperture angles. However, the main difficulties with residual
migration are its computational complexity and structural depen-
dencies, thereby making its automation more challenging. On the
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other hand, RMO inconsistency in image is measured by computing
the semblance scan as a function of one RMO parameter and then
picking the maximum of the semblance scan �Biondi and Symes,
2004�. For flat events, nonlinear RMO function and residual migra-
tion are equivalent �Liu and Bleistein, 1995; Biondi, 2003�.

In this work, the RMO approach is adopted because we are inter-
ested only in an approximate magnitude and direction of change of
velocity required at any place for correcting the velocity model. Re-
gardless of the domain �offset or angle� in which the prestack partial
images are defined, the RMO function usually is parameterized by a
single parameter denoted � , which is the ratio of migration velocity
and true velocity. Inaccurate velocities will cause moveout artifacts

on the migrated image, and its shape also depends on the velocity
contrast. Smile and frown shapes generally are produced for low-ve-
locity and high-velocity contrasts, respectively.

Here, we first perform the Radon transform of a gather �offset or
angle gather�. This enables us to work in parameter space �z,� � rath-
er than the image space in which curve detection is tedious. The
peaks thus determined from the Radon transform are basically pa-
rameters of a reflection that gives necessary information about the
background velocity model. These peaks measure the integral of the
velocity error, although these errors all should be spread above the
measured peak location to update velocity. It was our practical
choice to use this velocity error to update velocity locally above the
measured peaks.

Structural trends and dip information

The structural trend of a geologic model also provides significant
information and has been used differently for velocity estimation.
The basic assumption �see Delprat-Jannaud and Lailly, 1992� is that
velocity follows structural dips or some other known trend and
hence can be incorporated as a term into the objective function �Del-
prat-Jannaud and Lailly, 1992�. Kaipio et al. �1999� suggest using
prior structural information to create conditional covariance matri-
ces. This also has been used as a model-regularization operator and
preconditioner �Clapp et al., 2004�. It has been found that this infor-
mation significantly improves convergence speed. This dip could be
extracted from a migrated image using a prediction-error filter or
geostatistical approach of covariance analysis �Clapp et al., 2004�.

Here, we are not using dip information as an objective function,
regularization term, or preconditioner. Our goal is to extract dip in-
formation at each point of the migrated image and use it to reduce the
variation of velocity along the dip direction. This will help in reduc-
ing implicitly the effective number of unknown parameters.

To obtain dip information, we convolve Sobel operators to the mi-
grated image and extract dip at each point. The Sobel operator �Sobel
and Feldman, 1968� is used in image processing.Adiscrete differen-
tiation operator computes an approximation of the gradient of the
stacked migrated-image intensity function. At each point in the im-
age, the result of the Sobel operator is either the corresponding gradi-
ent vector or the norm of this vector. The gradient approximation that
the Sobel operator produces is relatively crude, particularly for high-
frequency variations in the image.

Dip information is available on a fine-scale grid of migrated imag-
es, whereas we need dip information on a coarse-scale velocity grid.
Therefore, we smoothed the migration dip map up to the scale of the
velocity model. This dip smoothing can be viewed as some type of
antialiasing. Once we obtained dip information up to the scale of the
velocity model, we smoothed the velocity model along the obtained
dip direction.

Optimization

Once we have represented our model, have found a better objec-
tive function, and have the tools for providing information during
optimization, we need to develop a good optimization strategy. Be-
cause we use evolutionary algorithms, the choice of appropriate al-
gorithms according to the problem is of prime importance. In addi-
tion, because we intend to use two objective functions, multiobjec-
tive evolutionary algorithms are the preferred choice. In MOEA, we
have an option to select generational MOEA �nondominated sorting
genetic algorithm-II, or NSGA-II �Deb et al., 2002�, strength Pareto
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Figure 3. �a� Process of evaluation and information extraction from a
velocity model. �b� Schematic diagram of our customized �-MOEA.
Four models are selected stochastically from the population or
among reference models. Each selected model first is smoothed us-
ing dip information and then corrected using RMO information. A
parent model is synthesized from these four models using LS or LDS
criteria. A synthesized parent and one uniformly selected parent
from the archive are used to generate an offspring using variation op-
eration �simulated binary crossover, or SBX�. This offspring is com-
pared with the semblance reference and differential-semblance ref-
erence using LS and LDS criteria. If the offspring has better LS or
LDS than the reference models for some panel, the column in the ve-
locity grid corresponding to this panel is copied into the reference
model. This offspring replaces one member in the population that it
dominates, if any, or one random member otherwise, whereas it is
placed in the archive only if it �-dominates at least one of its mem-
bers.
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evolutionary algorithm 2, or SPEA-2 �Zitzler et al., 2001�, and so
forth� or a steady-state MOEA such as �-MOEA �Deb et al., 2003�.
In generational MOEAs, all new individuals are created first, and
then they are selected to build the next generation of the population.
In steady-state MOEAs, new individuals are created and processed
one by one. Generally, steady-state EAs are faster than generational
EAs. The superiority of �-MOEA to NSGA-II and SPEA-2 in terms
of convergence speed or diversity maintenance was established by
Deb et al. �2003�, and therefore, we decided to use it.

Because global optimization methods lack good exploitation
properties, solving for a large number of parameters is extremely ex-
pensive and even impossible at times. If one has to solve a large num-
ber of parameters �say, 500 to 5000�, one has to modify the
�-MOEA. This necessitates the development of a good exploitation
operator and having an efficient information system to proceed in the
right direction. Below, we explain our new customized �-MOEA, in
which a biased initial population �group of initial models�, informa-
tion exploitation models �reference model�, and knowledge-specific
crossover operators are introduced.

Initial population generation

In MOEA, evolution starts from a population of specific size of
random models. There are two practical issues in this approach: �1�

population size and �2� initial population generation. These two is-
sues are discussed separately below.

Population size generally depends on the nature of the problem
but typically contains several hundreds or thousands of possible ini-
tial models. Population size has a major effect on the efficiency and
performance of MOEA. MOEA does not work well for a very small
population size, and a very large population size impacts the perfor-
mance of the MOEA. The purpose of large populations is to have di-
versity in the parameter space. However, a large population needs
the evaluation of a large number of models. Because our evaluation
process is costly, we decided to evaluate fewer numbers of models
but still maintain diversity in parameter space. To fullfill the above
goals, a small number of models is generated in initial population
first, and then the initial population is divided into two subpopula-
tions. The other imposed constraint is that one subpopulation is non-
replaceable and the other is replaceable during the optimization pro-
cess. In this way, diversity in parameter space is maintained by the
nonreplaceable subpopulation. A similar strategy is adopted by Co-
ello and Pulido �2001� for micromultiobjective genetic algorithms
��-MOGA�. The replaceable part of the subpopulation will help in
convergence.

The next important issue is generation of the initial population.
The initial population is a good place to embed knowledge from the
problem domain. One can take advantage of embedding domain
knowledge into the initial population.As a result, a smart initial pop-
ulation can increase the likelihood of successfully composing global
solutions through the iterative process of information exchange.

Generally, evolutionary algorithms start from random models.
Such generation of completely random models is suitable for prob-
lems for which we lack any prior information, knowledge, or experi-
ence about the models. However, in our approach, we have prior in-
formation about the possible velocity from geologic studies, well
logs, and seismic preprocessing, along with the well-known fact that
velocity generally increases with depth. In addition, we have infor-
mation from CIGs. Therefore, we should generate approximate solu-
tions by leveraging resources that are generally available. Those re-

sources might be problem-specific knowledge, experience, rela-
tions, or field data that characterize system behavior. Consequently,
the generation of knowledge and experience-based semirandom
models is more suitable. This process will speed up convergence in
addition to providing information to the system. However, it should
be pointed out that small populations with proper management, in-
formation, and diversity are sometimes better than or as good as larg-
er populations.

Reference models

The objective functions �S and DS� measure the global goodness
of a model.Although a generated model is good at many locations, it
might not be good globally. Hence, it is not placed in the solution
space. Therefore, to exploit this partially good local information, we
created two reference models, one for semblance and one for differ-
ential semblance. The underlying physical idea is that the velocity-
determination problem at some abscissa is not coupled or is coupled
weakly to the same problem at some distant abscissa �a few kilome-
ters�. This allows us to build compound reference models with the
best parts of previously processed models �according to S or DS cri-
teria�. For generating these reference models, semblance and differ-
ential semblance of each CIG are calculated �hereinafter called LS
and LDS, respectively; as a reminder, L stands for local�. Once the
LS and LDS for each model are calculated, they are compared with
each other. Velocities corresponding to the best CIG �LS or LDS�,
i.e., the column of the velocity grid with the same abscissa as that
best CIG, are selected. One reference model copies the velocity cor-
responding to the best LS location, and the other copies the velocity
corresponding to the best LDS. During the generation of models,
each model will be compared with reference models. If some CIGs
are better than the CIG of the reference model, then the correspond-
ing velocity will be copied. Reference models then are used for
crossover with other models. During crossover, such reference mod-
els help in generating better models and, according to our tests, they
greatly speed up convergence. These reference models also intro-
duce an exploitation property into the MOEA.

Guided crossover

The philosophy of MOEA is that good parent models generate
good offspring models. The crossover of parents generates off-
spring. The main purpose of a crossover operator is to recombine
partial good information from two or more models to generate better
offspring models. Conventionally, models for crossover are selected
from a population by some statistical technique �tournament selec-
tion, roulette-wheel selection, and so forth� �Deb and Goldberg,
1991� or randomly. Because we have a small number of models in
the population, some of which are nonreplaceable, selecting a good
solution each time for crossover will reduce the diversity of the pop-
ulation. Thus, traditional selection criteria of a model might lead to-
ward premature convergence and reduce convergence speed drasti-
cally. Here, one of our goals is to find good models for crossover
from a population. To accomplish this, we decided to synthesize a
parent model from a few randomly selected parent models rather
than statistically selecting one model.

There could be many strategies for synthesizing parent models.
Our parent-generation method is based on the local fitness criteria
�LS, LDS� of a model. For this, we randomly selected four models
from the population. Each selected model first is corrected on the ba-
sis of available � �RMO� information. Then these models are
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smoothed along the dip direction, which reduces the variance of ve-
locity along layers. Once this information is introduced, the next
goal is to synthesize a parent model from these four selected models.
For synthesizing a parent model from these models, a strategy again
is adapted similarly to reference-model generation. First we com-
pare the selected models for each CIG on the basis of LS or LDS.
Then velocity models corresponding to the best LS and LDS are cop-
ied to the parent synthetic velocity model. To do this, there are three
possibilities: �1� We could replace the model on the basis of the best
LS, �2� we could replace it on the basis of LDS, or �3� we could adapt
a Pareto-dominance strategy for replacing models. Figure 4 shows
the schematic view of parent synthesis.

Once we synthesize a parent from four parents, we apply simulat-
ed binary crossover �SBX� �Deb and Agrawal, 1995� �see Appendix
B for a detailed description�. SBX emphasizes the generating of off-
spring near parents. Therefore, crossover guarantees that the diversi-
ty of children is similar to the diversity of parents and has the advan-
tage that individuals near parents are more likely to be chosen as
children than individuals distant from parents. By synthesizing one
parent from several parents, we have created a parent of good at-
tribute because SBX generates an offspring near parents. Hence, if
parents of good attributes do the crossover, they should generate a
good offspring. In this way, merely by using the philosophy of
MOEA, we could guide a crossover to the right direction without
disturbing the exploration property of MOEA. For example, with
reference-model generation, the intuitive idea behind parent synthe-
sis is to take advantage of the quasi-independence of the subsurface
velocity-determination problem for parts of the model separated by

distances of a few kilometers. This allows us, to some extent, to
solve for these model parts as decoupled problems �Figure 4�.

Fixed subpopulations are participating during the synthesis of a
new parent; they also achieve crossover with archive populations.
Because synthesis is based on the criteria of the local fitness of a
model, it also is necessary to do crossover with global good and bad
models. Crossover of nonreplaceable subpopulations �random mod-
els� with archive models produces a diverse model and maintains the
diversity of models. Crossover with two reference models �collec-
tion of the best velocity panels� will add the positive attribute to off-
spring models and help in converging toward the global solution.

Guided crossovers explore most probable regions by searching
good CIGs from four randomly selected models and synthesizing a
parent. Guided crossovers exploit the good attributes of reference
models and maintains the diversity of a fixed subpopulation. There-
fore, the crossover operator has all the good attributes required for a
good optimization operator.

RESULTS

This section discusses results based on the synthetic example of
the Marmousi velocity model �Bourgeois et al., 1991�.

Marmousi velocity model

We have taken the complicated example of the 2D Marmousi ve-
locity model to demonstrate the robustness of the approach. The
Marmousi synthetic data set �Bourgeois et al., 1991� first was re-
leased as a blind test for velocity estimation. It is a complicated
acoustic 2D data set based on a profile of the North Quenguela
Trough in the Cuanza Basin in Angola �Versteeg, 1993�. The struc-
tural style is dominated by growth faults that arise from salt creep
and cause the complicated velocity structure in the upper part of the
model. The target zone is a reservoir located at a depth of about
2500 m. The model contains many reflectors, steep dips, and strong
velocity variations in lateral and vertical directions �with a minimum
velocity of 1500 m/s and a maximum of 5500 m/s�. The synthetic
data set consists of 240 shots with 96 traces each. Zero-phase source
deconvolution was applied to the data used in this study as part of the
preprocessing �Barut et al., 1991�.

To optimize the velocity model, three types of parameter need to
be set. The first type is related to representation of the model �i.e.,
grid size�, the second to migration �number of shots to be migrated,
frequency, propagation depth, etc.�, and the third to optimization,
with MOEA used here �number of models in population, crossover
probability, �s, and �ds�. To optimize the Marmousi velocity model,
we represent it on a regular grid. Here we present our results using
grid samplings of 250�250 m and 100�100 m. The number of
grid points is 432 for the 250-m grid sampling and 2700 for 100-m
grid sampling. The main migration parameters are frequency range,
number of shots, propagation depth sampling, maximum subsurface
offset, and size of CIGs. These parameters control migration cost.
Because global methods require a large number of evaluations, low-
er migration cost will help in reducing optimization cost.

In this work, for migration, we have used the frequency range of
10–25 Hz, every second shot, propagation depth sample of 20 m,
maximum subsurface offset of 3000 m, and CIG at every 250 m.
Because we are using every second shot for migration, the speed
doubled.At the same time, use of a small-frequency bandwidth and a
reasonable propagation depth sample also reduces migration cost
significantly. As fewer shots are used, shot-related artifacts will be
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Figure 4. Synthesis of a parent. From the four selected velocity mod-
els, one new velocity model is synthesized. At each X position of all
velocity models, corresponding local semblance �LS� or local differ-
ential semblance �LDS� are compared. Velocity columns corre-
sponding to the best LS or LDS are copied into the synthesized par-
ent model.
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present in CIGs. Here we use the robust objective function �MADS�,
which is affected less by data and parameter setting.As a result, these
artifacts will have a negligible effect on optimization.

The MOEA-related parameters are the number of models in the
population, crossover rate, coefficient of crossover, and
�-parameters in objective space. We have taken a population of 20
models and a 50% probability for crossover for synthetic and normal
parents. �-parameters, which are related to objective functions, di-
vide the objective space into a grid and provide an opportunity to
fine-tune the objective functions according to importance. The DS
objective function is very effective when initial models are far from
true models, but its effectiveness fades when models converge to-
ward the true model.As a result, a coarse sampling �Figure 5� is cho-
sen for the DS function, thereby resulting in the sorting of bad mod-
els and fast convergence. Conversely, semblance is very effective
when models are close to the true one. Consequently, a fine sampling
�Figure 5� is chosen for the semblance function. We consider the ob-
jective space to be the product of intervals �0,Smax�, and �0,DSmax�,
where Smax and DSmax are the highest values of the semblance and
differential-semblance objective functions in the initial population,
respectively. Because of the contrasting behaviors of these func-
tions, we decided to sample this space by a coarse �S � Smax/10 and
a fine �DS � DSmax/100. Although S and DS functions measure the
flatness criteria, a clever combination of the distinct properties of
both functions with �-MOEAwill reduce computation cost.

For optimization initialization, first the velocity model was divid-
ed into many horizontal blocks in which random velocity was gener-
ated so that minimum velocity increases with depth, with a maxi-
mum velocity limit as high as 5500 m/s. Migration then is per-
formed on these velocity models and the corresponding S, DS, LS,
and LDS functions, and RMO and smoothing dips are calculated.
The �-dominant models are copied into the archive population from
a population. The LS and LDS function also are used to create refer-
ence models. The first reference model is created from population
models by the combination of panels of good LS objective functions
and their velocities. The second reference model is created by the
combination of panels of good LDS objective functions and their ve-
locities of population models. After generation of the initial popula-
tion, archive population, and reference models, optimization starts.
The procedure is shown in Figure 3. In this process, we have not used
the mutation operator because it perturbs a solution obtained by the
crossover in the hope of creating an even better solution and main-
taining the diversity of the solution. Because we have maintained a
set of random models in the population to preserve diversity, there is
no need to have a mutation operator. Hence, only the crossover oper-
ator is used for optimization in this work.

We are using two types of crossover, each of which has a 50%
probability. In one crossover, we select four parents, apply RMO
correction and dip smoothing on the models, and then synthesize a
single new parent. This parent is a combination of panels of good LS
or LDS functions and their corresponding velocities. After synthe-
sizing this parent, simulated binary crossover is performed between
the synthesized parents and archive-selected parents. SBX also is
used for the second type of crossover, in which we select one random
parent from the population or from reference models and cross it
over with the archive solution.After crossover, new velocity models
are generated, and migration is performed on them. Once migration
is performed, we have the migrated image and CIGs �offset and an-
gle�. The migrated image is used for visualizing, and CIGs are used
for the S or DS calculation. Here the migrated image is used to obtain

information about the layers used for dip smoothing. This process re-
duces the variance of the velocity along the structure, thereby pro-
ducing a smooth image. CIGs obtained after migration are used for
RMO error estimation, and LS and LDS are calculated for each pan-
el. We associate RMO errors and dip-smoothing information with
models used before crossover.After a few hundred iterations, we end
up with optimized velocity models.

If the Marmousi model is represented by a coarse grid sampling of
250-�250-m grid size and if it is smoothed using dip information,
the generated velocity models almost become equivalent to the 500-
�500-m grid size. Only 200–400 evaluations are needed to obtain
an optimal population of velocity models. The computational cost
for those evaluations is equivalent to or less than the cost for 50–100
migrations. Figure 6a shows the Marmousi velocity model
smoothed with a 400-m window size and resampled for migration.
Figure 6b shows the migrated image with this velocity model. By
comparing smooth Marmousi velocity models �Figure 6a� and one
of the optimized velocity models �Figure 7b�, it can be seen that opti-
mized results closely resemble the smooth Marmousi model. Here
we can obtain more than one optimized solution, which helps in ap-
praising the ambiguity and uncertainty of velocity models.

On the other hand, the 100-�100-m migration velocity grid
needs almost 2700 parameters to be optimized. One of the optimized
velocity models and corresponding migrated images are shown in
Figure 8a and b. Smoothing along dip reduces the variance, and the
model becomes almost like a grid size of 200 m or 250 m. It requires
almost 600–800 evaluations. The increase in the number of evalua-
tions is a result of the increase in the number of unknown parameters.

No drastic changes are noticed in the migrated image obtained by
the 250-m or 100-m grids, but the velocity model obtained by the
100-m grid produces more velocity variation information than that
obtained from the 250-m grid. CIGs are flat in both models. The re-
sults discussed above led us to use a coarse grid representation.
However, we would like velocity models to resemble geology so we

Figure 5. The �-dominance concept and the grid of objective func-
tions S and DS. The points represent solutions in objective space.
Objectives S and DS are a grid with user-defined �S and �DS spacing.
Allowing only one model in each cell helps to maintain diversity
with a minimum number of models. Solutions shown by gray points
are nondominated or Pareto-optimal solutions, and the gray curve
represents the Pareto front. Stars represent �-dominance solutions,
and black points indicate dominated models. The goal of optimiza-
tion is to find all �-dominant solutions, which means obtaining a full
discretization of the Pareto front.
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can verify them. Although the model of 250-m grid size gives a rela-
tively good depth image, having confidence in a model requires a
profound trust in the method used to determine the model. Converse-
ly, a 100-m grid size has produced a good image and a geologically
appealing velocity model, which gives more confidence in the veloc-
ity model but at extra computational cost.

DISCUSSION

This approach differs from other global approaches �Jervis et al.,
1996; Docherty et al., 1997; Mansanné, 2000� with respect to the fol-
lowing criteria: �1� representation of models, �2� evaluation of a
model, �3� exploitation property, and �4� reproduction technique of a
new model.

Jervis et al. �1996� and Docherty et al. �1997� use a binary-coded
spline representation and Mansanné �2000� uses real-coded Voronoi
to represent a model, whereas we use a real-coded regular grid to
represent a model. We evaluate two objective functions simulta-
neously for a model, whereas others evaluate one objective function
at a time. We have added an exploitation property by reference mod-
el, RMO correction, and directional smoothing, whereas other ap-
proaches have not exploited that information. We use only crossover
without any mutation operator, whereas in other approaches, both
operators were used. In our approach, before crossover, the model is
corrected �RMO� and smoothed �along dip�, and then only a cross-
over operator is used. This is a clever use of the philosophy of evolu-
tionary algorithms, which says that good parents will produce a good
child.

In Table 1, we made a comparison with respect to the number of
unknown velocity parameters and the required number of PSDM for
convergence. We avoided comparison on the basis of computational
power. We note that although we have 10 to 50 times more unknown
velocity parameters, our convergence is almost 100 times faster than
that of other methods.

Table 1. Performance comparison among various
approaches.

Authors
Number of
parameters

Required number
of PSDM

Jervis et al. �1996� 50 2000

Docherty et al. �1997� 68 12,994

Mansanné and Schoenauer �2000� 100–200 20,000

250-m grid 457 200–400

100-m grid 2700 300–600

a)

b)

c)

d)

Figure 7. �a� One of the initial semirandom velocity models. �b� One
of the optimized velocity models on 250-m grid sampling obtained
from the initial random velocity model. This velocity model closely
resembles the smoothed Marmousi model �Figure 6a�. Computa-
tional cost is equivalent to that of 50–100 PSDM. �c� Corresponding
migrated image. �d� Corresponding CIG does not appear flat in the
complex part of the model.

a)

b)

Figure 6. �a� Marmousi velocity model is smoothed with a 400-m
window and then resampled for migration. �b� The corresponding
migrated image.
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CONCLUSION

Here we presented a technique of automatic velocity optimization
that does not require picking of the migrated common-image gath-
ers. To our knowledge, this is the first time multiobjective evolution-
ary algorithms have been used to estimate seismic velocity.

We modified the MOEAand introduced the exploitation property.
We gave a new concept of the reference model and parent synthesis
in MOEA to introduce the exploitation property. This property is in-
troduced in such a way that it will not affect the global exploration
property of MOEA. An effort also is made to use good properties of
semblance and differential-semblance functions. This proposed

technique uses RMO error and iterative methods. This technique is
at least two orders of magnitude faster than global methods. By add-
ing the exploitation property in MOEA and properly using informa-
tion, the major issue of computational cost with global methods is re-
solved. The computational cost of this technique is equivalent to that
of gradient methods. As far as we know, we have solved the highest
number of geophysical parameters using global optimization meth-
ods.

The Marmousi example demonstrates that global optimization
methods can be applied to realistic-scale seismic problems, at least
in two dimensions. This example shows that the technique presented
here is robust and can be applied to noisy data. The minor sensitivity
of the objective function to data and noise adds extra robustness in
optimization and boosts optimization speed.

In the future, we would like to extend our approach from two to
three dimensions by using a computationally efficient migration
technique. One other future extension of this research is to couple
our global optimization approach with gradient methods. Our global
approach can lead to the valley of global minima, whereas coupling
with the gradient method can lead to the local minimum. In other
words, our approach can provide robust initialization for gradient
methods. It also can help in velocity model building in a geologically
complex and unexplored basin.
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APPENDIX A

�-MULTIOBJECTIVE

EVOLUTIONARY ALGORITHMS

The �-MOEA �Figure A-1� uses two coevolving populations: an
EA population P�t� and an archive population A�t�. The initial ar-
chive population A�0� is assigned from the initial population P�0�
using a �-nondominated solution. Thereafter, two solutions, one
from the P�t� and the other from A�t�, are selected using the popula-
tion �tournament-selection� and archive �random-selection� proce-
dures, and an offspring solution O�t� is created. This offspring O�t�
then can enter into each population using the population-acceptance
or archive-acceptance procedure. These loops continue until the cri-
teria are satisfied or resources �number of iteration� are exhausted.
The �-MOEAhas the following properties:

• It emphasizes a nondominated solution.
• It maintains diversity without redundancy in the archive by al-

lowing only one solution in each hyperbox on the Pareto-optimal
front.

• It is an elitist approach.
• By choosing the appropriate �-vector, emphasis on the selected

objective can be given.

a)

b)

c)

Figure 8. �a� One optimized velocity model on 100-m grid sampling
obtained from the initial random velocity model. These velocity
models give some geologic resemblance compared with a 250-m
grid sampling �Figure 6a� at the cost of a few more PSDM �150–200
PSDM�. �b� Corresponding migrated image. �c� Convergence of ve-
locity models with respect to both criteria �semblance and differen-
tial semblance� and the number of model evaluations. Initial conver-
gence is very fast, but after 200 evaluations, it becomes slow. We
think this is the point at which it can be coupled with gradient meth-
ods to obtain a fast and refined velocity model.
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APPENDIX B

SIMULATED BINARY CROSSOVER (SBX)

The crossover operator combines genes of two or more parents to
generate better offspring. The main purpose of a crossover operator
is to recombine the partial good information from two or more par-
ents to generate better offspring. Crossover occurs during evolution
according to a user-defined crossover probability. Crossover plays a
central role in evolutionary algorithms; in fact, it might be consid-
ered one of their defining characteristics.

The SBX operator for real variables was introduced by Deb and
Agrawal �1995�. SBX emphasizes the generating of offspring in
proximity to parents. Therefore, crossover guarantees that the range
of children is proportional to the range of parents and has the advan-
tage that near-parent individuals are more likely to be chosen as chil-
dren than individuals distant from parents. These crossovers are self-

adaptive in the sense that the spread of the possible offspring solu-
tions depends on the distance between parents, which decreases as
the population converges.

The procedure of computing offspring P1i
t�1 and P2i

t�1 from the
parent solutions P1i

t and P2i
t is as follows: First a random number ui is

generated between 0 and 1. Thereafter a spread factor � i � 	P2i
t�1

� P1i
t�1	/	P2i

t
� P1i

t 	 is calculated using the specified probability dis-
tribution function given below. These probability distribution func-
tions are used to create an offspring using the following relation
�Deb andAgrawal, 1995�:

P�� i� � 0.5�� c � 1�� i c
� , if � i � 1;

P�� i� � 0.5�� c � 1�/� i c
� , otherwise.

� c �distribution index� is a nonnegative real number. � i is calculated
by equating the area under the curve equal to ui using the following
relation:

� i � �2ui�c
1/��1 if ui � 0.5;

� i � �1/2�1 � ui��c
1/��1 otherwise.

After obtaining � i from the above relation, the offspring is calculat-
ed as follows:Alarge value of � c gives a higher probability to gener-
ate near-parent offspring �Figure B-1�.
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