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# Rigid Transformation Estimation in Point Registration Procedures: Study of the Use of Mahalanobis Distances 


#### Abstract

This document explores the problem of the estimation of the rigid body transformation that minimizes the sum of squares between matched points of dimension $n$ where Mahalanobis distances are used. This problem is stated as a constrained minimization problem and the Lagrange multipliers framework is used. The solution is given as a system of polynomial equations. Among the solution of that system is the solution of the estimation problem. The 2-D and the 3-D cases are explicitely studied and simplified equations are given for those cases. In addition results are given concerning the optimal choice of the Lagrange multiplier.
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## 1 Estimating the optimal rigid body transformation using Mahalanobis distances

### 1.1 Problem setting

Assume that there exist two corresponded point sets $\left\{\mathbf{p}_{i}\right\}$ and $\left\{\mathbf{q}_{i}\right\}$ along with a set of Mahalanobis $n \times n$ matrices $\boldsymbol{\Pi}_{i}, i=1 \ldots N$, such that they are related by :

$$
\begin{equation*}
\mathbf{q}_{i} \longleftarrow \mathbf{R} \mathbf{p}_{i}+\mathbf{t}+\mathbf{v}_{i} \tag{1}
\end{equation*}
$$

where $\mathbf{R}$ is a standard $n \times n$ rotation matrix, $\mathbf{t}$ is a $\mathrm{n}-\mathrm{D}$ translation vector and $\mathbf{v}_{i}$ a n-D noise vector.

The objective is to find the optimal transformation $\left[\mathbf{R}^{*}, \mathbf{t}^{*}\right]$ that maps the set $\left\{\mathbf{p}_{i}\right\}$ onto $\left\{\mathbf{q}_{i}\right\}$ which minimizes the Mahalanobis least squares error criterion given by :

$$
\begin{equation*}
\Sigma^{2}(\mathbf{R}, \mathbf{t}) \triangleq \sum_{i=1}^{N} \mathbf{v}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{v}_{i}=\sum_{i=1}^{N}\left[\mathbf{q}_{i}-\left(\mathbf{R} \mathbf{p}_{i}+\mathbf{t}\right)\right]^{T} \boldsymbol{\Pi}_{i}\left[\mathbf{q}_{i}-\left(\mathbf{R} \mathbf{p}_{i}+\mathbf{t}\right)\right] \tag{2}
\end{equation*}
$$

For a point $\mathbf{R} \mathbf{p}_{i}+\mathbf{t}$, the projection matrix, $\boldsymbol{\Pi}_{i}$ authorizes, for instance, the point $\mathbf{q}_{i}$ to be on a line or a plane since the Mahalanobis projection can assign a small or zero weight to a displacement along such a line or plane. Using Mahalanobis distances is more general, it allows to give $n$ different wheights for the displacements in the $n$ orthogonal directions of any reference system. It is possible to penalize and authorize displacements locally knowing the local geometry of the objects. Therefore the point registration process is more robust since two different points of the same linear subspace, for instance, can be associated. It is also more realistic : the Euclidean distance model assume that it is possible to model the world with points. However this kind of model is true only if an infinite precision and memory is available to encode the world representation. Therefore in the Euclidean approache an incompleteness problem arises du to the finite representation : the points of the second cloud never correspond to the points of the first cloud.

To ensure that $\mathbf{R}$ is a rotation matrix it is equivalent that two conditions are fulfilled :

$$
\begin{align*}
\mathbf{R}^{T} \mathbf{R} & =\mathbf{I}  \tag{3}\\
\operatorname{det}(\mathbf{R}) & =1 \tag{4}
\end{align*}
$$

The first equation (eq. 3) states that the rotation matrix is orthogonal and the second one (eq. 4 ) implies that there is a conservation of the angles between figures along the transformation.
This is now possible to cast the problem into a constrained minimization framework which Lagrangian is :

$$
\begin{equation*}
\mathscr{L}(\mathbf{R}, \mathbf{t})=\Sigma^{2}(\mathbf{R}, \mathbf{t})+\operatorname{Tr}\left(\mathbf{L}\left[\mathbf{R}^{T} \mathbf{R}-\mathbf{I}\right]\right)+\lambda_{d}(\operatorname{det}(\mathbf{R})-1) \tag{5}
\end{equation*}
$$

where $\mathbf{L}$ is a matrix of Lagrange multipliers.
Now the objective is to find the zero of the derivatives of $\mathscr{L}(\mathbf{R}, \mathbf{t})$ with respect to $\mathbf{t}$ and $\mathbf{R}$.

## $1.2 \quad t^{*}$ as a function of $R^{*}$

As for the Euclidean case, there are no constraints on $\mathbf{t}$. Therefore it is possible to get rid of $\mathbf{t}$ by substituting an expression of $\mathbf{t}^{*}$ as a function of $\mathbf{R}^{*}$.

$$
\begin{aligned}
\frac{\partial \mathscr{L}(\mathbf{R}, \mathbf{t})}{\partial \mathbf{t}} & =\frac{\partial \Sigma^{2}(\mathbf{R}, \mathbf{t})}{\partial \mathbf{t}} \\
& =-2 \sum_{j} \mathbf{\Pi}_{j}\left[\mathbf{q}_{j}-\left(\mathbf{R} \mathbf{p}_{j}+\mathbf{t}\right)\right]
\end{aligned}
$$

Thus, setting $\frac{\partial \mathscr{L}(\mathbf{R}, \mathbf{t})}{\partial \mathbf{t}}$ to zero leads to the following equation:

$$
\sum_{j} \boldsymbol{\Pi}_{j}\left[\mathbf{q}_{j}-\mathbf{R} \mathbf{p}_{j}\right]-\left[\sum_{j} \boldsymbol{\Pi}_{j}\right] \mathbf{t}=\mathbf{0}
$$

and therefore $\mathbf{t}^{*}$ can be expressed as a function of $\mathbf{R}^{*}$ :

$$
\begin{equation*}
\mathbf{t}^{*}=\left[\sum_{j} \boldsymbol{\Pi}_{j}\right]^{-1} \sum_{j} \boldsymbol{\Pi}_{j}\left[\mathbf{q}_{j}-\mathbf{R}^{*} \mathbf{p}_{j}\right] \tag{6}
\end{equation*}
$$

In the following we note :

$$
\begin{align*}
\mathbf{K} & =\left[\sum_{j} \boldsymbol{\Pi}_{j}\right]^{-1}  \tag{7}\\
\mathbf{l} & =\sum_{j} \mathbf{K} \boldsymbol{\Pi}_{j} \mathbf{q}_{j} \tag{8}
\end{align*}
$$

We remark that as each $\boldsymbol{\Pi}_{i}$ is symmetric, $\sum_{j} \boldsymbol{\Pi}_{j}$ is also symmetric and necessarily, $\mathbf{K}$ is also symmetric. For the same reasons, $\mathbf{K}$ is also semi-definite positive or definite positive wether the $\boldsymbol{\Pi}_{i}$ 's are semi-definite or definite.

With these notations :

$$
\begin{equation*}
\mathbf{t}^{*}=\mathbf{l}-\mathbf{K} \sum_{j} \boldsymbol{\Pi}_{j} \mathbf{R}^{*} \mathbf{p}_{j} \tag{9}
\end{equation*}
$$

### 1.3 Expansion of $\Sigma^{2}$

We drop the star in the notations of $\mathbf{t}^{*}$ and $\mathbf{R}^{*}$ until the end of the section for clarity. But as we have for a given rotation the optimal translation, we search to minimize a $\Sigma^{2}$ that takes the optimal translation into account.

Let us note

$$
\mathbf{x}_{i}=\mathbf{q}_{i}-\left(\mathbf{R} \mathbf{p}_{i}+\mathbf{t}\right)
$$

such that $\Sigma^{2}=\sum_{i} \mathbf{x}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{x}_{i}$. And let us replace $\mathbf{t}$ by its expression as a function of $\mathbf{R}$ (eq. 9) in $\mathbf{x}_{i}$ :

$$
\mathbf{x}_{i}=\mathbf{q}_{i}-\mathbf{R} \mathbf{p}_{i}-\mathbf{l}+\sum_{j} \mathbf{K} \Pi_{j} \mathbf{R} \mathbf{p}_{j}
$$

### 1.3.1 Expansion of $\mathbf{x}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{x}_{i}$

Let us note, temporary,

$$
\begin{equation*}
\mathbf{m}=\sum_{j} \mathbf{K} \boldsymbol{\Pi}_{j} \mathbf{R} \mathbf{p}_{j} \tag{10}
\end{equation*}
$$

such that:

$$
\mathbf{x}_{i}=\mathbf{q}_{i}-\mathbf{R} \mathbf{p}_{i}-\mathbf{l}+\mathbf{m} .
$$

Now we can expand $\mathbf{x}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{x}_{i}$. We obtain 16 summands that we can group into 10 ones thanks to the fact that $\mathbf{x}^{T} \boldsymbol{\Pi}_{i} \mathbf{y}=\mathbf{y}^{T} \boldsymbol{\Pi}_{i} \mathbf{x}$ since $\boldsymbol{\Pi}_{i}$ is symmetric.

The first group of 3 summands does not contain $\mathbf{R}$ :

$$
\begin{equation*}
\kappa_{i}=\mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{q}_{i}-2 \mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{l}+\mathbf{l}^{T} \boldsymbol{\Pi}_{i} \mathbf{l} \tag{11}
\end{equation*}
$$

Each summand in the second group of 7 contains $\mathbf{R}$ and can be rewritten using Kronecker (see 5.1) and vec operators (see 5.2) :

$$
\begin{align*}
-2 \mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{R} \mathbf{p}_{i} & =-2 \mathbf{q}_{i}^{T}\left[\mathbf{p}_{i}^{T} \otimes \mathbf{\Pi}_{i}\right] \operatorname{vec}(\mathbf{R})  \tag{12}\\
2 \mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{m} & =2 \mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{K} \mathbf{M} \operatorname{vec}(\mathbf{R})  \tag{13}\\
\left(\mathbf{R} \mathbf{p}_{i}\right)^{T} \boldsymbol{\Pi}_{i} \mathbf{R} \mathbf{p}_{i} & =\operatorname{vec}(\mathbf{R})^{T}\left[\mathbf{p}_{i} \mathbf{p}_{i}^{T} \otimes \boldsymbol{\Pi}_{i}\right] \operatorname{vec}(\mathbf{R})  \tag{14}\\
-2\left(\mathbf{R} \mathbf{p}_{i}\right)^{T} \boldsymbol{\Pi}_{i} \mathbf{m} & =-2 \operatorname{vec}(\mathbf{R})^{T} \mathbf{M}^{T} \mathbf{K}^{T}\left[\mathbf{p}_{i}^{T} \otimes \boldsymbol{\Pi}_{i}\right] \operatorname{vec}(\mathbf{R})  \tag{15}\\
2 \mathbf{l}^{T} \boldsymbol{\Pi}_{i} \mathbf{R} \mathbf{p}_{i} & =2 \mathbf{l}^{T}\left[\mathbf{p}_{i}^{T} \otimes \mathbf{\Pi}_{i}\right] \operatorname{vec}(\mathbf{R})  \tag{16}\\
-2 \mathbf{l}^{T} \boldsymbol{\Pi}_{i} \mathbf{m} & =-2 \mathbf{l}^{T} \boldsymbol{\Pi}_{i} \mathbf{K} \mathbf{M} \operatorname{vec}(\mathbf{R})  \tag{17}\\
\mathbf{m}^{T} \boldsymbol{\Pi}_{i} \mathbf{m} & =\operatorname{vec}(\mathbf{R})^{T} \mathbf{M}^{T} \mathbf{K}^{T} \boldsymbol{\Pi}_{i} \mathbf{K M} \operatorname{vec}(\mathbf{R}) \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{M}=\sum_{j} \mathbf{p}_{j}^{T} \otimes \boldsymbol{\Pi}_{j} . \tag{19}
\end{equation*}
$$

All these relations are based upon the following facts, using eq. 75 then theorem 7:

$$
\begin{equation*}
\mathbf{R} \mathbf{p}_{i}=\operatorname{vec}\left(\mathbf{R} \mathbf{p}_{i}\right)=\left(\mathbf{p}_{i}^{T} \otimes \mathbf{I}_{n \times n}\right) \operatorname{vec}(\mathbf{R}) . \tag{20}
\end{equation*}
$$

Moreover :

$$
\begin{align*}
\boldsymbol{\Pi}_{i}\left(\mathbf{p}_{i}^{T} \otimes \mathbf{I}_{n \times n}\right) & =\mathbf{p}_{i}^{T} \otimes \boldsymbol{\Pi}_{i}  \tag{21}\\
{\left[\mathbf{p}_{i} \otimes \mathbf{I}_{n \times n}\right]\left[\mathbf{p}_{i}^{T} \otimes \boldsymbol{\Pi}_{i}\right] } & =\mathbf{p}_{i} \mathbf{p}_{i}^{T} \otimes \boldsymbol{\Pi}_{i} \tag{22}
\end{align*}
$$

such that using in addition theorem (5), all the preceding equations are easily derived.

Using theorem (5) and theorem (6), it is possible to rewrite eq. (12). Since :

$$
\begin{align*}
\mathbf{q}_{i}^{T}\left[\mathbf{p}_{i}^{T} \otimes \boldsymbol{\Pi}_{i}\right] & =\left(\left[\mathbf{p}_{i} \otimes \boldsymbol{\Pi}_{i}\right] \mathbf{q}_{i}\right)^{T} \\
& =\left[\operatorname{vec}\left(\boldsymbol{\Pi}_{i} \mathbf{q}_{i} \mathbf{p}_{i}^{T}\right)\right]^{T} \tag{23}
\end{align*}
$$

eq. 12 ) is :

$$
\begin{equation*}
-2 \mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{R} \mathbf{p}_{i}=-2\left[\operatorname{vec}\left(\boldsymbol{\Pi}_{i} \mathbf{q}_{i} \mathbf{p}_{i}^{T}\right)\right]^{T} \operatorname{vec}(\mathbf{R}) \tag{24}
\end{equation*}
$$

### 1.3.2 Sum over $i$

To obtain $\Sigma^{2}$, let sum over $i$ the preceeding expressions :

- summing over $i$ eq. 13 , $\sum_{i} \mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{K}$ appears which is $\left[\sum_{i} \mathbf{K} \boldsymbol{\Pi}_{i} \mathbf{q}_{i}\right]^{T}$ and one recognizes $\mathbf{l}^{T}$ (eq. 8) such that:

$$
\begin{equation*}
\sum_{i} 2 \mathbf{q}_{i}^{T} \boldsymbol{\Pi}_{i} \mathbf{K M} \operatorname{vec}(\mathbf{R})=2 \mathbf{1}^{T} \mathbf{M} \operatorname{vec}(\mathbf{R}) \tag{25}
\end{equation*}
$$

- summing over $i$ eq. 15), one recognizes $\mathbf{M}$ such that:

$$
\begin{equation*}
\sum_{i}-2 \operatorname{vec}(\mathbf{R})^{T} \mathbf{M}^{T} \mathbf{K}^{T}\left[\mathbf{p}_{i} \otimes \boldsymbol{\Pi}_{i}\right] \operatorname{vec}(\mathbf{R})=-2 \operatorname{vec}(\mathbf{R})^{T} \mathbf{M}^{T} \mathbf{K} \mathbf{M} \operatorname{vec}(\mathbf{R}) \tag{26}
\end{equation*}
$$

- summing over $i$ eq. 16 , one also recognizes $\mathbf{M}$ such that:

$$
\begin{equation*}
\sum_{i} 2 \mathbf{l}^{T}\left[\mathbf{p}_{i} \otimes \boldsymbol{\Pi}_{i}\right] \operatorname{vec}(\mathbf{R})=2 \mathbf{l}^{T} \mathbf{M} \operatorname{vec}(\mathbf{R}) \tag{27}
\end{equation*}
$$

- summing over $i$ eq. 17, one recognizes $\mathbf{K}^{-1}=\sum_{i} \boldsymbol{\Pi}_{i}$ such that:

$$
\begin{equation*}
\sum_{i}-2 \mathbf{l}^{T} \boldsymbol{\Pi}_{i} \mathbf{K} \mathbf{M} \operatorname{vec}(\mathbf{R})=-2 \mathbf{1}^{T} \mathbf{M} \operatorname{vec}(\mathbf{R}) \tag{28}
\end{equation*}
$$

- same equality in eq. 18) gives :

$$
\begin{equation*}
\sum_{i} \operatorname{vec}(\mathbf{R})^{T} \mathbf{M}^{T} \mathbf{K}^{T} \boldsymbol{\Pi}_{i} \mathbf{K} \mathbf{M} \operatorname{vec}(\mathbf{R})=\quad \operatorname{vec}(\mathbf{R})^{T} \mathbf{M}^{T} \mathbf{K} \mathbf{M} \operatorname{vec}(\mathbf{R}) \tag{29}
\end{equation*}
$$

Eq. 27 and eq. 28 make zero ; eq. 29 and eq. 26 makes $-\operatorname{vec}(\mathbf{R})^{T} \mathbf{M}^{T} \mathbf{K M}$ vec (R) such that:

Theorem $1\left(\Sigma^{2}\right.$ as a function of $\left.\operatorname{vec}(\mathbf{R})\right)$ It is possible to derive $\Sigma^{2}$ for a given rotation and the associated optimal translation :

$$
\Sigma^{2}=\operatorname{vec}(\mathbf{R})^{T}\left[\mathbf{N}-\mathbf{M}^{T} \mathbf{K M}\right] \operatorname{vec}(\mathbf{R})+2\left[\mathbf{1}^{T} \mathbf{M}-\mathbf{o}^{T}\right] \operatorname{vec}(\mathbf{R})+\kappa
$$

where

$$
\begin{gathered}
\mathbf{K}=\left[\sum_{i} \boldsymbol{\Pi}_{i}\right]^{-1} \\
\mathbf{l}=\mathbf{K} \sum_{i} \boldsymbol{\Pi}_{i} \mathbf{q}_{i} \\
\mathbf{M}=\sum_{i} \mathbf{p}_{i}^{T} \otimes \mathbf{\Pi}_{i} \\
\mathbf{N}=\sum_{i} \mathbf{p}_{i} \mathbf{p}_{i}^{T} \otimes \boldsymbol{\Pi}_{i} \\
\mathbf{o}=\operatorname{vec}\left(\sum_{i} \boldsymbol{\Pi}_{i} \mathbf{q}_{i} \mathbf{p}_{i}^{T}\right)
\end{gathered}
$$

and $\kappa$ is a constan that does not depend on $\mathbf{R}$.
${ }^{a} \quad \kappa=\sum_{i} \kappa_{i}$ as defined in eq. 11

With these notations the translation is :

$$
\begin{equation*}
\mathbf{t}^{*}=\mathbf{l}-\mathbf{K M} \operatorname{vec}\left(\mathbf{R}^{*}\right) . \tag{30}
\end{equation*}
$$

Let us note :

$$
\begin{align*}
\mathbf{A} & \triangleq\left[\mathbf{N}-\mathbf{M}^{T} \mathbf{K} \mathbf{M}\right]  \tag{31}\\
\mathbf{b} & \triangleq\left[\mathbf{o}-\mathbf{M}^{T} \mathbf{l}\right] \tag{32}
\end{align*}
$$

using these matrices the constrained minimization problem is stated as :

$$
\left\{\begin{array}{l}
\mathbf{R}^{*}=\underset{\operatorname{vec}(\mathbf{R})}{\arg \min } \operatorname{vec}(\mathbf{R})^{T} \mathbf{A} \operatorname{vec}(\mathbf{R})-2 \mathbf{b}^{T} \operatorname{vec}(\mathbf{R})  \tag{33}\\
\text { with constraints : } \\
\mathbf{R}^{* T} \mathbf{R}^{*}=\mathbf{I}_{n \times n} \\
\operatorname{det} \mathbf{R}^{*}=1
\end{array}\right.
$$

One can notice several wothwhile facts :

- A is symmetric,
- A is semi-definite positive.
- the gradient of $\Sigma^{2}$ with respect to $\operatorname{vec}(\mathbf{R})$ is :

$$
\begin{equation*}
\frac{\partial \Sigma^{2}(\operatorname{vec}(\mathbf{R}))}{\partial \operatorname{vec}(\mathbf{R})}=2 \operatorname{vec}(\mathbf{R})^{T} \mathbf{A}-2 \mathbf{b}^{T} \tag{34}
\end{equation*}
$$

## $\mathcal{P r o o f :}$

The first property comes from direct calculus : $\mathbf{N}$ is symmetric by definition and as $\mathbf{K}$ is symmetric, $\mathbf{M}^{T} \mathbf{K M}$ is also symmetric and so is $\mathbf{A}$.

The second property comes from the fact that $\Sigma^{2}(\operatorname{vec}(\mathbf{R})) \geq 0$.
If $\mathbf{A}$ were not semi-definite positive, one could find an eigenvector $\mathbf{u}$ of $\mathbf{A}$ with a negative eigenvalue $-\mu$. Theorem 1 states that

$$
\begin{equation*}
\Sigma^{2}(\mathbf{u})=-\mu\|\mathbf{u}\|^{2}-2 \mathbf{b}^{T} \mathbf{u}+\kappa \tag{35}
\end{equation*}
$$

which is quadratic with respect to the coefficients of $\mathbf{u}$. Thus it would exist a vector $\alpha \mathbf{u}$ colinear with $\mathbf{u}$ with sufficiently great length that would made $\Sigma^{2}(\alpha \mathbf{u})<0$, since at the limit only the coefficient of $\|\mathbf{u}\|^{2}$ matters. And so we have a contradiction.

The third property comes from differential calculus and the fact that $\mathbf{A}$ is symmetric.

Theorem 2 (Equivalence with a least-squares formulation) The minimization of $\Sigma^{2}$ as a function of $v e c(\mathbf{R})$ has an equivalent least-squares formulation :

$$
\left\{\begin{array}{l}
\mathbf{R}^{*}=\underset{\operatorname{vec}(\mathbf{R})}{\arg \min }\|\mathbf{F} \operatorname{vec}(\mathbf{R})-\mathbf{u}\|^{2} \\
\text { with constraints : } \\
\mathbf{R}^{* T} \mathbf{R}^{*}=\mathbf{I}_{n \times n} \\
\operatorname{det} \mathbf{R}^{*}=1
\end{array}\right.
$$

with

$$
\begin{aligned}
\mathbf{A} & =\mathbf{F}^{T} \mathbf{F} \\
\mathbf{b} & =\mathbf{F}^{T} \mathbf{u}
\end{aligned}
$$

$\underline{\mathcal{P r o o f :}}$
Let us rewrite :

$$
\begin{aligned}
\|\mathbf{F} \operatorname{vec}(\mathbf{R})-\mathbf{u}\|^{2} & =[\mathbf{F} \operatorname{vec}(\mathbf{R})-\mathbf{u}]^{T}[\mathbf{F} \operatorname{vec}(\mathbf{R})-\mathbf{u}] \\
& =\operatorname{vec}(\mathbf{R})^{T} \mathbf{F}^{T} \mathbf{F} \operatorname{vec}(\mathbf{R})-2 \mathbf{u}^{T} \mathbf{F} \operatorname{vec}(\mathbf{R})+\mathbf{u}^{T} \mathbf{u}
\end{aligned}
$$

Therefore minimizing $\| \mathbf{F}$ vec $(\mathbf{R})-\mathbf{u} \|^{2}$ with respect to $\operatorname{vec}(\mathbf{R})$ is equivalent to minimizing :

$$
\operatorname{vec}(\mathbf{R})^{T} \mathbf{F}^{T} \mathbf{F} \operatorname{vec}(\mathbf{R})-2 \mathbf{u}^{T} \mathbf{F} \operatorname{vec}(\mathbf{R})
$$

Since $\mathbf{A}$ is symmetric semi-definite positive, it can be factorized as $\mathbf{F}^{T} \mathbf{F}$, therefore a direct identification with eq. (33) gives :

$$
\begin{aligned}
& \mathbf{A}=\mathbf{F}^{T} \mathbf{F} \\
& \mathbf{b}=\mathbf{F}^{T} \mathbf{u}
\end{aligned}
$$

This makes the link with the work in Viklands (2006) where the general leastsquares problem, presented above, was approached using a numerical method close to that described in the following.

## 2 3-D Minimization

For any rotation matrix in 3-D there exists two unit quaterions. Let

$$
\boldsymbol{\xi}=\left[\begin{array}{c}
x \\
y \\
z \\
w
\end{array}\right]=x \mathbf{i}+y \mathbf{j}+z \mathbf{k}+w
$$

a quaternion such that $x^{2}+y^{2}+z^{2}+w^{2}=1$ then the equivalent rotation matrix is

$$
\mathbf{R}(\boldsymbol{\xi})=\left[\begin{array}{ccc}
1-2 y^{2}-2 z^{2} & 2 x y-2 z w & 2 x z+2 y w  \tag{36}\\
2 x y+2 z w & 1-2 x^{2}-2 z^{2} & 2 y z-2 x w \\
2 x z-2 y w & 2 y z+2 x w & 1-2 x^{2}-2 y^{2}
\end{array}\right]
$$

This is now possible to cast the problem into a constrained minimization framework which Lagrangian is :

$$
\begin{equation*}
\mathscr{L}(\boldsymbol{\xi}, \mathbf{t})=\Sigma^{2}(\mathbf{R}(\boldsymbol{\xi}), \mathbf{t})+\lambda\left(\boldsymbol{\xi}^{T} \boldsymbol{\xi}-1\right) \tag{37}
\end{equation*}
$$

The problem is far more simpler in terms of the number of equations, since only one Lagrange multiplier is used.

### 2.1 Equivalence with a polynomial system

Knowing the gradient of $\Sigma^{2}$ with respect to $\operatorname{vec}(\mathbf{R})$ (eq. 34), we use the chain rule and the Jacobian of the change of variable from $\boldsymbol{\xi}$ to $\operatorname{vec}(\mathbf{R})$ :

$$
\mathbf{D}_{\operatorname{vec}(\mathbf{R})(\boldsymbol{\xi})}=2\left[\begin{array}{cccc}
0 & -2 y & -2 z & 0  \tag{38}\\
y & x & w & z \\
z & -w & x & -y \\
y & x & -w & -z \\
-2 x & 0 & -2 z & 0 \\
w & z & y & x \\
z & w & x & y \\
-w & z & y & -x \\
-2 x & -2 y & 0 & 0
\end{array}\right] \triangleq 2 \mathbf{J}
$$

to find the gradient of $\Sigma^{2}$ with respect to $\boldsymbol{\xi}$ :

$$
\begin{align*}
\frac{\partial \Sigma^{2}(\boldsymbol{\xi})}{\partial \xi} & =\frac{\partial \Sigma^{2}(\operatorname{vec}(\mathbf{R}))}{\partial \operatorname{vec}(\mathbf{R})} \mathbf{D}_{\operatorname{vec}(\mathbf{R})(\boldsymbol{\xi})} \\
& =4\left[\operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))^{T} \mathbf{A}-\mathbf{b}^{T}\right] \mathbf{J} \tag{39}
\end{align*}
$$

Finally, setting the Lagrangian to zero gives the system to solve :

$$
\begin{cases}2 \mathbf{J}^{T}[\mathbf{A} \operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))-\mathbf{b}]+\lambda \boldsymbol{\xi} & =\mathbf{0}  \tag{40}\\ \frac{1}{2}\left(x^{2}+y^{2}+z^{2}+w^{2}-1\right) & =0\end{cases}
$$

It is a system of polynomial equations of the third degree with five equations and five unknowns including the Lagrange multiplier. This kind of system has no closed form as far as we have investigate. Therefore numerical thechniques must be used to solve it.
It is interesting to note that multiplying the first equation of the system 40 by $\boldsymbol{\xi}^{T}$ gives an expression for $\lambda$ :

$$
\begin{align*}
\lambda \boldsymbol{\xi}^{T} \boldsymbol{\xi} & =\boldsymbol{\xi}^{T} 2 \mathbf{J}^{T}[\mathbf{b}-\mathbf{A} \operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))] \\
\lambda & =[2 \mathbf{J} \boldsymbol{\xi}]^{T}[\mathbf{b}-\mathbf{A} \operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))] \tag{41}
\end{align*}
$$

Substituing eq. (41) into the first equation of system (40) gives a polynomial system of the fifth degree with four equations and four unknowns:

$$
\begin{equation*}
\mathbf{J}^{T}[\mathbf{A} \operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))-\mathbf{b}]-\left(\boldsymbol{\xi}^{T} \mathbf{J}^{T}[\mathbf{A} \operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))-\mathbf{b}]\right) \boldsymbol{\xi}=\mathbf{0} \tag{42}
\end{equation*}
$$

Let

$$
\begin{equation*}
\phi \triangleq \mathbf{J}^{T}[\mathbf{A} \operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))-\mathbf{b}] \tag{43}
\end{equation*}
$$

then eq. 42 becomes :

$$
\begin{equation*}
\boldsymbol{\phi}-\left(\boldsymbol{\xi}^{T} \boldsymbol{\phi}\right) \boldsymbol{\xi}=\mathbf{0} \tag{44}
\end{equation*}
$$

where $\boldsymbol{\xi}^{T} \boldsymbol{\phi}$ has a geometric meaning as the scalar product between $\boldsymbol{\xi}$ and $\boldsymbol{\phi}$.
As $\boldsymbol{\xi}$ has unit norm, a geometric view of the previous equation is that $\boldsymbol{\phi}$ and $\boldsymbol{\xi}$ are parallel and have same orientation.

### 2.1.1 Numerical approach

We can rewrite this system as $\mathbf{f}=\mathbf{0}$ and the unknowns as the vector $\mathbf{x}=$ $\left[\begin{array}{lllll}x & y & z & w & \lambda\end{array}\right]^{T}$. Thus the Jacobian of the system, obtained using the chain rule for Hessian matrices, is defined as $\left[\frac{\partial \mathbf{f}(i)}{\partial \mathbf{X}(j)}\right]_{i, j}$ is :

$$
\left[\begin{array}{cc}
4 \mathbf{J}^{T} \mathbf{A} \mathbf{J}+\boldsymbol{\mathcal { G }}+\lambda \mathbf{I}_{4 \times 4} & \boldsymbol{\xi}  \tag{45}\\
\boldsymbol{\xi}^{T} & 0
\end{array}\right]
$$

where $\mathcal{G}$ is a $4 \times 4$ matrix whose entries are defined by :

$$
\mathcal{G}(i, j) \triangleq\left[\operatorname{vec}(\mathbf{R}(\boldsymbol{\xi}))^{T} \mathbf{A}-\mathbf{b}^{T}\right] \mathbf{h}_{i, j}
$$

and

$$
\mathbf{h}_{i, j} \triangleq \frac{\partial \operatorname{vec}(\mathbf{R})(\boldsymbol{\xi})}{\partial \boldsymbol{\xi}(i) \partial \boldsymbol{\xi}(j)}
$$

We have $\mathbf{h}_{i, j}=\mathbf{h}_{j, i}$ such that:

| $\mathbf{h}_{1,1}$ | $\mathbf{h}_{1,2}$ | $\mathbf{h}_{1,3}$ | $\mathbf{h}_{1,4}$ | $\mathbf{h}_{2,2}$ | $\mathbf{h}_{2,3}$ | $\mathbf{h}_{2,4}$ | $\mathbf{h}_{3,3}$ | $\mathbf{h}_{3,4}$ | $\mathbf{h}_{4,4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left[\begin{array}{c}0 \\ 0 \\ 0 \\ 0 \\ -4 \\ 0 \\ 0 \\ 0 \\ -4\end{array}\right]$ | $\left[\begin{array}{l}0 \\ 2 \\ 0 \\ 2 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right]$ | $\left[\begin{array}{l}0 \\ 0 \\ 2 \\ 0 \\ 0 \\ 0 \\ 2 \\ 0 \\ 0\end{array}\right]$ | $\left[\begin{array}{c}0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 2 \\ 0 \\ -2 \\ 0\end{array}\right]$ | $\left[\begin{array}{c}-4 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ -4\end{array}\right]$ | $\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 2 \\ 0 \\ 2 \\ 0\end{array}\right]$ | $\left[\begin{array}{c}0 \\ 0 \\ -2 \\ 0 \\ 0 \\ 0 \\ 2 \\ 0 \\ 0\end{array}\right]$ | $\left[\begin{array}{c}-4 \\ 0 \\ 0 \\ 0 \\ -4 \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right]$ | $\left[\begin{array}{c}0 \\ 2 \\ 0 \\ -2 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right]$ | $\left[\begin{array}{l}0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0\end{array}\right]$ |

gives all the $\mathbf{h}_{i, j}$.
Given a good guess, the system can be solved using an iterative numerical method such as the Newton algorithm.

### 2.2 Choice of a guess

### 2.2.1 Ideal case

In the above form, it is clear that the problem has at least one solution. Since the unit quaternions form a sphere which is compact and since $\Sigma^{2}$ is polynomial in $\boldsymbol{\xi}$ and hence continuous, it exists a minimum of the function on the quaternion sphere. It is worthwhile to notice that as $\Sigma^{2}$ is positive, when there is no noise, i.e.

$$
\mathbf{v}_{i}=\mathbf{0}, \forall i
$$

in eq. (2), the correct rotation matrix achieves a global minimum among all the matrices too. Since this minimum is unique as the solution of the linear equation $\nabla \Sigma^{2}(\operatorname{vec}(\mathbf{R}))=\mathbf{0}, 34$, the correct rotation matrix is also given by

$$
\begin{align*}
\operatorname{vec}(\mathbf{R}) & =\mathbf{A}^{-1} \mathbf{b}  \tag{46}\\
\mathbf{R} & =\operatorname{mat}_{3 \times 3}\left(\mathbf{A}^{-1} \mathbf{b}\right) . \tag{47}
\end{align*}
$$

### 2.2.2 Perturbed case

In presence of noise, these relations do not hold anymore. Nevertheless we can use them to define a guess. It is not possible to use $\operatorname{mat}_{3 \times 3}\left(\mathbf{A}^{-1} \mathbf{b}\right)$ as a guess in general since it is not even a rotation matrix and hence has no quaternion equivalent. However for a given matrix, we know the closest orthogonal matrix for the Frobenius norm (Schönemann, 1966). Much better in Kanatani (1994) is given an explicit algorithm to find the closest rotation matrix that can be adapted to our case : I therefore propose to use as the guess the quaternion

$$
\text { Algorithm } 1 \text { - Closest Rotation Matrix }
$$

A, b // Inputs
$\mathbf{U}, \mathbf{D}, \mathbf{V} \leftarrow$ the SVD of $\operatorname{mat}_{3 \times 3}\left(\mathbf{A}^{-1} \mathbf{b}\right) / / \operatorname{mat}_{3 \times 3}\left(\mathbf{A}^{-1} \mathbf{b}\right)=\mathbf{U D V}^{T}$ with $\mathbf{D}$ diagonal and $\mathbf{U}$ and $\mathbf{V}$ orthogonal
$\mathbf{R} \leftarrow \mathbf{U}\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \operatorname{det}\left(\mathbf{U} \mathbf{V}^{T}\right)\end{array}\right] \mathbf{V}^{T}$
return $R$
equivalent to the closest rotation matrix, given by the above algorithm. This choice gives very good results in practice when the noise is reasonable and the matchings are correct.

### 2.3 Remarks

It is worth noticing that in Viklands (2006, paper1, page 41) a smarter algorithm is proposed that have much stronger convergence properties than the standard Newton minimization. It uses a, so called, Newton on manifold procedure that aims to find optimal trajectories on the sphere of rotation matrices. However, that algorithm is also local (it converges also to a local optimum). Moreover, it is slower than the brute force Newton algorithm proposed above for simple cases (when the matchings are almost correct as in a pursuit scenario when initialization is always close to the optimum).

## 3 Closed form solution in the 2-D case

Theorem (1) is also valid when the space is 2-D. Also the search of the rotation does not require here to involve quaternions. In 2-D, any rotation matrix $\mathbf{R}$ can be written :

$$
\mathbf{R}=\left[\begin{array}{cc}
\alpha & -\beta  \tag{48}\\
\beta & \alpha
\end{array}\right]
$$

where $\alpha$ is the real part and $\beta$ is the imaginary part of the complex number :

$$
\begin{equation*}
\boldsymbol{\xi}=\alpha+\mathbf{i} \beta \tag{49}
\end{equation*}
$$

such that $\alpha^{2}+\beta^{2}=1$. This constraint is exactly the determinant constraint stated above.

This is now possible to cast the problem into a constrained minimization framework which Lagrangian is:

$$
\begin{equation*}
\mathscr{L}_{E}(\boldsymbol{\xi}, \mathbf{t})=\Sigma_{E}^{2}(\mathbf{R}(\boldsymbol{\xi}), \mathbf{t})+\lambda\left(\boldsymbol{\xi}^{T} \boldsymbol{\xi}-1\right) \tag{50}
\end{equation*}
$$

(it has the exact same form than in the 3-D case).

### 3.1 Minimization

The Jacobian matrix of the change of variable from $\boldsymbol{\xi}$ to $\operatorname{vec}(\mathbf{R})$ is:

$$
\mathbf{D}_{\operatorname{vec}(\mathbf{R})(\boldsymbol{\xi})}=\left[\begin{array}{cc}
1 & 0  \tag{51}\\
0 & 1 \\
0 & -1 \\
1 & 0
\end{array}\right]
$$

Therefore using the chain rule and the Jacobian of the change of variable from $\boldsymbol{\xi}$ to $\operatorname{vec}(\mathbf{R})$ (eq. 51) in 2-D, the system to solve, here, is:

$$
\begin{cases}\mathbf{D}_{\operatorname{vec}(\mathbf{R})(\alpha, \beta)}^{T}[\mathbf{A} \operatorname{vec}(\mathbf{R}(\alpha, \beta))-\mathbf{b}]+\lambda\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right] & =\mathbf{0}  \tag{52}\\
\alpha^{2}+\beta^{2}-1 & =0\end{cases}
$$

By expanding all the matrix calculus, it gives :

$$
\left\{\begin{array}{llll}
\alpha\left(x_{1}+\lambda\right) & +\beta y_{1} & -z_{1}=0  \tag{53}\\
\alpha y_{1} & +\beta\left(y_{2}+\lambda\right) & -z_{2}=0 \\
\alpha^{2} & +\beta^{2} & & =1
\end{array}\right.
$$

where

$$
\begin{aligned}
x_{1} & =\mathbf{A}(1,1)+\mathbf{A}(4,1)+\mathbf{A}(1,4)+\mathbf{A}(4,4) \\
y_{1} & =\mathbf{A}(2,1)-\mathbf{A}(3,1)+\mathbf{A}(2,4)-\mathbf{A}(3,4) \\
z_{1} & =\mathbf{b}(1)+\mathbf{b}(4) \\
y_{2} & =\mathbf{A}(2,2)-\mathbf{A}(3,2)-\mathbf{A}(2,3)+\mathbf{A}(3,3) \\
z_{2} & =\mathbf{b}(2)-\mathbf{b}(3)
\end{aligned}
$$

Now it is possible to obtain $\left[\begin{array}{ll}\alpha & \beta\end{array}\right]^{T}$ as a function of $\lambda$ :

$$
\left[\begin{array}{c}
\alpha  \tag{54}\\
\beta
\end{array}\right]=\frac{1}{\left(x_{1}+\lambda\right)\left(y_{2}+\lambda\right)-y_{1}^{2}}\left[\begin{array}{c}
-z_{2} y_{1}+z_{1}\left(y_{2}+\lambda\right) \\
z_{2}\left(x_{1}+\lambda\right)-z_{1} y_{1}
\end{array}\right] .
$$

With that system of equations, it is clear that $z_{1}=z_{2}=0$ implies $\alpha=\beta=0$ and indeed the problem has no solution. By remplacing $\alpha$ and $\beta$ into the last equation of the system (53) we obtain:

$$
\begin{align*}
& P(\lambda)=\lambda^{4}+2 \delta \lambda^{3}+\left[\delta^{2}-2 \Delta_{3}-z_{1}^{2}-z_{2}^{2}\right] \lambda^{2} \\
& \quad+2\left(z_{1} \Delta_{1}+z_{2} \Delta_{2}-\delta \Delta_{3}\right) \lambda+\Delta_{3}^{2}-\Delta_{1}^{2}-\Delta_{2}^{2}=0, \tag{55}
\end{align*}
$$

where

$$
\begin{aligned}
\delta & =x_{1}+y_{2} \\
\Delta_{1} & =z_{2} y_{1}-z_{1} y_{2} \\
\Delta_{2} & =z_{1} y_{1}-z_{2} x_{1} \\
\Delta_{3} & =y_{1}^{2}-y_{2} x_{1}
\end{aligned}
$$

$P(\lambda)$ is a 4 degree polynomial with respect to $\lambda$. The problem is solved by finding the roots of $P$ which agrees with the result of Censi (2008). $\lambda$ is necessarily real thus the searched Lagrange multiplier is found by taking the real root that minimizes $\Sigma^{2}$.

Theorem 3 (Choice of the optimal Lagrange multiplier in the 2-D case) It is not necessary to compute the energy associated with a Lagrange multiplier to obtain the global minimizer because the optimal Lagrange multiplier is always given by the greatest Lagrange multiplier. Let $\left(\mathbf{R}_{1}, \lambda_{1}\right)$ and $\left(\mathbf{R}_{2}, \lambda_{2}\right)$ be two solutions of the system (52), the link with the associated energy values $\Sigma^{2}\left(\mathbf{R}_{1}\right)$ and $\Sigma^{2}\left(\mathbf{R}_{2}\right)$ is given by the following inequality : if $\lambda_{1} \geq \lambda_{2}$ :

$$
\begin{equation*}
\frac{1}{2}\left[\lambda_{1}-\lambda_{2}\right] \leq \Sigma^{2}\left(\mathbf{R}_{2}\right)-\Sigma^{2}\left(\mathbf{R}_{1}\right) \tag{56}
\end{equation*}
$$

## Proof:

The steps of the proof given here are inspired by the proof of theorem (1) in Gander (1980), unfortunately this theorem does not apply here, even if the problem studied in that work is very close to our case. As $\mathbf{D}_{\operatorname{vec}(\mathbf{R})(\alpha, \beta)}$ is constant let us note it $\mathbf{D}$ in this proof. The main observation is that:

$$
\left[\begin{array}{c}
\alpha  \tag{57}\\
\beta
\end{array}\right]^{T} \mathbf{D}^{T}=\left[\begin{array}{c}
\alpha \\
\beta \\
-\beta \\
\alpha
\end{array}\right]=\operatorname{vec}(\mathbf{R}(\alpha, \beta))^{T}
$$

Let us note now, $\mathbf{x}_{i}$ for $\operatorname{vec}\left(\mathbf{R}\left(\alpha_{i}, \beta_{i}\right)\right), i=1,2$. If $\mathbf{x}_{1}, \lambda_{1}$ and $\mathbf{x}_{2}, \lambda_{2}$ are solution of the system 52 , then :

$$
\begin{align*}
& \mathbf{D}^{T}\left[\mathbf{A} \mathbf{x}_{1}-\mathbf{b}\right]+\lambda_{1}\left[\begin{array}{c}
\alpha_{1} \\
\beta_{1}
\end{array}\right]=\mathbf{0}  \tag{58}\\
& \mathbf{D}^{T}\left[\mathbf{A} \mathbf{x}_{2}-\mathbf{b}\right]+\lambda_{2}\left[\begin{array}{c}
\alpha_{2} \\
\beta_{2}
\end{array}\right]=\mathbf{0} \tag{59}
\end{align*}
$$

Multiplying eq. 58 by $\left[\begin{array}{c}\alpha_{1} \\ \beta_{1}\end{array}\right]^{T}$ and eq. 59 by $\left[\begin{array}{c}\alpha_{2} \\ \beta_{2}\end{array}\right]^{T}$ to the left, one obtains using the observation (57) :

$$
\begin{aligned}
\mathbf{x}_{1}^{T}\left[\mathbf{A} \mathbf{x}_{1}-\mathbf{b}\right]+\lambda_{1}\left(\alpha_{1}^{2}+\beta_{1}^{2}\right) & =0 \\
\mathbf{x}_{2}^{T}\left[\mathbf{A} \mathbf{x}_{2}-\mathbf{b}\right]+\lambda_{2}\left(\alpha_{2}^{2}+\beta_{2}^{2}\right) & =0
\end{aligned}
$$

Using the norm constraint :

$$
\begin{align*}
\mathbf{x}_{1}^{T} \mathbf{A} \mathbf{x}_{1}-\mathbf{b}^{T} \mathbf{x}_{1}+\lambda_{1} & =0  \tag{60}\\
\mathbf{x}_{2}^{T} \mathbf{A} \mathbf{x}_{2}-\mathbf{b}^{T} \mathbf{x}_{2}+\lambda_{2} & =0 \tag{61}
\end{align*}
$$

Now substracting eq. 61 from eq. 60 gives :

$$
\begin{equation*}
\lambda_{1}-\lambda_{2}=\left(\mathbf{x}_{\mathbf{2}}^{T} \mathbf{A} \mathbf{x}_{2}-\mathbf{b}^{T} \mathbf{x}_{\mathbf{2}}\right)-\left(\mathbf{x}_{\mathbf{1}}^{T} \mathbf{A} \mathbf{x}_{1}-\mathbf{b}^{T} \mathbf{x}_{\mathbf{1}}\right) \tag{62}
\end{equation*}
$$

Multiplying eq. 58 by $\left[\begin{array}{l}\alpha_{2} \\ \beta_{2}\end{array}\right]^{T}$ and eq. 59 by $\left[\begin{array}{l}\alpha_{1} \\ \beta_{1}\end{array}\right]^{T}$ to the left, one obtains using the observation (57) :

$$
\begin{align*}
& \mathbf{x}_{2}^{T} \mathbf{A} \mathbf{x}_{1}-\mathbf{b}^{T} \mathbf{x}_{2}+\lambda_{1} \frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2}=0  \tag{63}\\
& \mathbf{x}_{1}^{T} \mathbf{A} \mathbf{x}_{2}-\mathbf{b}^{T} \mathbf{x}_{1}+\lambda_{2} \frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2}=0 \tag{64}
\end{align*}
$$

noticing that $\left[\begin{array}{l}\alpha_{1} \\ \beta_{1}\end{array}\right]^{T}\left[\begin{array}{c}\alpha_{2} \\ \beta_{2}\end{array}\right]=\frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2}$ Now substracting eq. 64 from eq. 63 gives :

$$
\begin{equation*}
-\frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2}\left(\lambda_{1}-\lambda_{2}\right)=\mathbf{b}^{T} \mathbf{x}_{1}-\mathbf{b}^{T} \mathbf{x}_{2} \tag{65}
\end{equation*}
$$

using the equality $\mathbf{x}_{2}^{T} \mathbf{A} \mathbf{x}_{1}=\mathbf{x}_{1}^{T} \mathbf{A} \mathbf{x}_{2}$ since $\mathbf{A}$ is symmetric. Now if we sum eq. 62 and eq. (65), we obtain :

$$
\begin{align*}
\left(\lambda_{1}-\lambda_{2}\right)-\frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2}\left(\lambda_{1}-\lambda_{2}\right) & =\left(\mathbf{x}_{2}^{T} \mathbf{A} \mathbf{x}_{2}-2 \mathbf{b}^{T} \mathbf{x}_{2}\right)-\left(\mathbf{x}_{1}^{T} \mathbf{A} \mathbf{x}_{1}-2 \mathbf{b}^{T} \mathbf{x}_{1}\right)  \tag{66}\\
\left(\lambda_{1}-\lambda_{2}\right)\left[1-\frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2}\right] & =\left(\mathbf{x}_{2}^{T} \mathbf{A} \mathbf{x}_{2}-2 \mathbf{b}^{T} \mathbf{x}_{2}+\kappa\right)-\left(\mathbf{x}_{1}^{T} \mathbf{A} \mathbf{x}_{1}-2 \mathbf{b}^{T} \mathbf{x}_{1}+\kappa\right) \\
\left(\lambda_{1}-\lambda_{2}\right)\left[1-\frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2}\right] & =\Sigma^{2}\left(\mathbf{x}_{2}\right)-\Sigma^{2}\left(\mathbf{x}_{1}\right) \tag{67}
\end{align*}
$$

Using Cauchy-Schwartz inequality we have :

$$
\begin{array}{r}
\mathbf{x}_{1}^{T} \mathbf{x}_{2} \leq\left\|\mathbf{x}_{1}\right\|\left\|\mathbf{x}_{2}\right\| \\
\mathbf{x}_{1}^{T} \mathbf{x}_{2} \leq 1 \\
1-\frac{1}{2} \mathbf{x}_{1}^{T} \mathbf{x}_{2} \geq \frac{1}{2} \tag{68}
\end{array}
$$

Therefore eq. 67) and eq. 68) implies that $\lambda_{1}-\lambda_{2}$ and $\Sigma^{2}\left(\mathbf{x}_{2}\right)-\Sigma^{2}\left(\mathbf{x}_{1}\right)$ have the same sign. Therefore if $\lambda_{1} \geq \lambda_{2}$ then $\Sigma^{2}\left(\mathbf{x}_{1}\right) \leq \Sigma^{2}\left(\mathbf{x}_{2}\right)$ and the solution
$\left(\mathbf{x}_{1}, \lambda_{1}\right)$ is a better minimizer.
Moreover we have if $\lambda_{1} \geq \lambda_{2}$, then
$\Sigma^{2}\left(\mathbf{x}_{2}\right)-\Sigma^{2}\left(\mathbf{x}_{1}\right) \geq \frac{1}{2}\left[\lambda_{1}-\lambda_{2}\right]$.

## 4 Optimality condition for the 3D case

The complete study of the 2-D case led me to investigate more closely the 3 -D case and fortunately, I found that a similar result holds.

Theorem 4 (Choice of the optimal Lagrange multiplier in the 3-D case) The 3-D case is similar to the 2-D case : it is not necessary to compute the energy associated with a Lagrange multiplier to obtain the global minimizer because the optimal Lagrange multiplier is always given by the greatest Lagrange multiplier.
$\mathcal{P r o o f :}$
The main observation is, here, that :

$$
\begin{equation*}
\operatorname{vec}(\mathbf{R}(\xi))-\operatorname{vec}\left(\mathbf{I}_{3 \times 3}\right)=\mathbf{J} \boldsymbol{\xi} \tag{69}
\end{equation*}
$$

Let us note now, $\mathbf{x}_{i}$ for $\operatorname{vec}\left(\mathbf{R}\left(\xi_{i}\right)\right), i=1,2$. If $\mathbf{x}_{1}, \lambda_{1}$ and $\mathbf{x}_{2}, \lambda_{2}$ are solution of the system 40) :

$$
\begin{align*}
& 2 \mathbf{J}^{T}\left[\mathbf{A} \mathbf{x}_{1}-\mathbf{b}\right]+\lambda_{1} \boldsymbol{\xi}_{1}=\mathbf{0}  \tag{70}\\
& 2 \mathbf{J}^{T}\left[\mathbf{A} \mathbf{x}_{2}-\mathbf{b}\right]+\lambda_{2} \boldsymbol{\xi}_{2}=\mathbf{0} \tag{71}
\end{align*}
$$

thus, following closely the steps of the proof of the theorem (3), multiplying each equation 70 and 71 by $\boldsymbol{\xi}_{1}^{T}$ and $\boldsymbol{\xi}_{2}^{T}$ in that order then in cross order; then substracting gives :

$$
\begin{align*}
\lambda_{1}-\lambda_{2}= & 2\left(\mathbf{x}_{\mathbf{2}}^{T} \mathbf{A} \mathbf{x}_{2}-\mathbf{b}^{T} \mathbf{x}_{\mathbf{2}}-\operatorname{vec}\left(\mathbf{I}_{3 \times 3}\right)^{T} \mathbf{A} \mathbf{x}_{2}\right) \\
& -2\left(\mathbf{x}_{1}^{T} \mathbf{A} \mathbf{x}_{1}-\mathbf{b}^{T} \mathbf{x}_{2}-\operatorname{vec}\left(\mathbf{I}_{3 \times 3}\right)^{T} \mathbf{A} \mathbf{x}_{1}\right)  \tag{72}\\
-\mathbf{x}_{1}^{T} \mathbf{x}_{2}\left(\lambda_{1}-\lambda_{2}\right)= & 2\left(\mathbf{b}^{T} \mathbf{x}_{1}-\mathbf{b}^{T} \mathbf{x}_{2}\right) \\
& -2\left(\operatorname{vec}\left(\mathbf{I}_{3 \times 3}\right)^{T} \mathbf{A} \mathbf{x}_{1}-\operatorname{vec}\left(\mathbf{I}_{3 \times 3}\right)^{T} \mathbf{A} \mathbf{x}_{2}\right) \tag{73}
\end{align*}
$$

The next step is to sum eq. (72) and eq. (73) :

$$
\begin{align*}
\left(1-\mathbf{x}_{1}^{T} \mathbf{x}_{2}\right)\left(\lambda_{1}-\lambda_{2}\right) & =2\left[\left(\mathbf{x}_{2}^{T} \mathbf{A} \mathbf{x}_{2}-2 \mathbf{b}^{T} \mathbf{x}_{2}\right)-\left(\mathbf{x}_{1}^{T} \mathbf{A} \mathbf{x}_{1}-2 \mathbf{b}^{T} \mathbf{x}_{1}\right)\right] \\
\left(1-\mathbf{x}_{1}^{T} \mathbf{x}_{2}\right)\left(\lambda_{1}-\lambda_{2}\right) & =2\left[\Sigma^{2}\left(\mathbf{x}_{2}\right)-\Sigma^{2}\left(\mathbf{x}_{1}\right)\right] \tag{74}
\end{align*}
$$

Again we have, thanks to the Cauchy-Schwartz inequality, a usefull inequality : $1-\mathbf{x}_{1}^{T} \mathbf{x}_{2} \geq 0$. Now we can conclude that $\lambda_{1}-\lambda_{2}$ and $\Sigma^{2}\left(\mathbf{x}_{2}\right)-\Sigma^{2}\left(\mathbf{x}_{1}\right)$ have the same sign.

## 5 Appendix A : linear algebra results

### 5.1 Kronecker product

Definition 1 (Kronecker product) Let A be an $m \times n$ matrix and $\mathbf{B}$ a $p \times q$ matrix. The $m p \times n q$ matrix defined by

$$
\left[\begin{array}{ccc}
\mathbf{A}(1,1) \mathbf{B} & \ldots & \mathbf{A}(1, n) \mathbf{B} \\
\vdots & & \vdots \\
\mathbf{A}(m, 1) \mathbf{B} & \ldots & \mathbf{A}(m, n) \mathbf{B}
\end{array}\right]
$$

is called the Kronecker product of $\mathbf{A}$ and $\mathbf{B}$ and written $\mathbf{A} \otimes \mathbf{B}$.

The Kronecker product is defined for any pair of matrices $\mathbf{A}$ and $\mathbf{B}$ whenever their sizes are.
For instance if $\mathbf{A}=\left[\begin{array}{lll}a & b & c\end{array}\right]$ and $\mathbf{B}=\mathbf{I}_{3 \times 3}$ then
$\mathbf{A} \otimes \mathbf{B}=\left[\begin{array}{lll}a \mathbf{I}_{3 \times 3} & b \mathbf{I}_{3 \times 3} & c \mathbf{I}_{3 \times 3}\end{array}\right]=\left[\begin{array}{ccccccccc}a & 0 & 0 & b & 0 & 0 & c & 0 & 0 \\ 0 & a & 0 & 0 & b & 0 & 0 & c & 0 \\ 0 & 0 & a & 0 & 0 & b & 0 & 0 & c\end{array}\right]$

Theorem 5 (Transpose and Kronecker product) Let $\mathbf{A}$ be a $m \times n$ matrix and $\mathbf{B}$ be a $n \times q$ matrix then :

$$
[\mathbf{A} \otimes \mathbf{B}]^{T}=\mathbf{A}^{T} \otimes \mathbf{B}^{T}
$$

### 5.2 Vec operator

Definition 2 (Vec operator) Let $\mathbf{A}$ be a $m \times n$ matrix and $\mathbf{a}_{j}$ its $j$-th column; then $\operatorname{vec}(\mathbf{A})$ is the $m n \times 1$ vector :

$$
\operatorname{vec}(\mathbf{A})=\left[\begin{array}{c}
\mathbf{a}_{1} \\
\mathbf{a}_{2} \\
\vdots \\
\mathbf{a}_{n}
\end{array}\right]
$$

The operator transforms a matrix into a vector by stacking the columns of the matrix one underneath the other.

There is an obvious, but usefull relation : when $\mathbf{p}$ is a vector :

$$
\begin{equation*}
\operatorname{vec}(\mathbf{p})=\mathbf{p} \tag{75}
\end{equation*}
$$

### 5.3 Mat operator

Definition 3 (Mat operator) The mat operator is used to inverse the vec operator and restore a matrix from a vector. However it is necessary to define the dimensions of the output matrix, since different matrices have the same image by the vec operator. Therefore if $\mathbf{v}$ is a dimensional vector such that $n=p q$

$$
\operatorname{mat}_{p \times_{q}}(\mathbf{v})=\mathbf{M}
$$

where $\mathbf{M}$ is a $p \times q$ matrix such that $\operatorname{vec}(\mathbf{M})=\mathbf{v}$.

### 5.4 Relations between the vec operator and the Kronecker product

Theorem 6 (Vectorialization of the product of $\mathbf{3}$ matrices) Let A, B and $\mathbf{C}$ three matrices such that the product ABC is defined. Then

$$
\operatorname{vec}(\mathbf{A B C})=\left(\mathbf{C}^{T} \otimes \mathbf{A}\right) \operatorname{vec}(\mathbf{B})
$$

Theorem 7 (Vectorialization of a matrix product) Let $\mathbf{A}$ be a $m \times n$ matrix and $\mathbf{B}$ be a $n \times q$ matrix then :

$$
\operatorname{vec}(\mathbf{A B})=\left(\mathbf{B}^{T} \otimes \mathbf{I}_{m \times m}\right) \operatorname{vec}(\mathbf{A})=\left(\mathbf{B}^{T} \otimes \mathbf{A}\right) \operatorname{vec}\left(\mathbf{I}_{n \times n}\right)=\left(\mathbf{I}_{q \times{ }_{q}} \otimes \mathbf{A}\right) \operatorname{vec}(\mathbf{B})
$$
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