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Probabilistic Association Rules for
ltem-Based Recommender Systems

Sylvain CASTAGNOS"!, Armelle BRUN*2 and Anne BOYER"?

2LORIA University Nancy 2, Campus Scientifique B.P. 239,
54506 Vandoeuvre-lés-Nancy Cedex, France

Abstract. Since the beginning of the 1990’s, the Internet has corgtambwn,
proposing more and more services and sources of informafibe challenge is
no longer to provide users with data, but to improve the huommnputer interac-
tions in information systems by suggesting fair items atrigbt time. Modeling
personal preferences enables recommender systems tifyidetgvant subsets of
items. These systems often rely on filtering techniquesdasesymbolic or nu-
merical approaches in a stochastic context. In this papefoaus on item-based
collaborative filtering (CF) techniques. We show that it nbaydifficult to guaran-
tee a good accuracy for the high values of prediction whengstare not enough
shared out on the rating scale. Thus, we propose a new ajpproatining a clas-
sic CF algorithm with an item association model to get beitedictions. We deal
with this issue by exploiting probalistic skewnesses jplétis of items. We validate
our model by using the MovieLens dataset and get a significaptovement as
regards the High MAE measure.

Keywords. Recommender Systems, Probabilistic reasoning, Ranking

Introduction

The advent of recommender systems is a turning point in gteryiof the Web. In the old
days, people had to cope with their seeking alone. Despiteefol search engines, this
task was often very time-consuming and arduous. As the geaedience is not trained
to a good use of information technologies, expected reaalts sometimes unreachable.
Intelligent Recommender Systems must overcome sevefigltifes in order to improve
the human/computer interactions. One way to make the welidimg easier is to assist
users in specifying appropriate keywor@ogl e Suggest relies on this principle.
Other systems highlight popular tags to guide users thrbigitly consulted items. This
is of course a non-exhaustive list of researches led in tlid. fi

This paper focuses on personalizing services based orboddiave filtering tech-
niques (CF). Personalization is an efficient way to save tifngsers. The latter can in-
stantaneously access to content fitted to their needs. Wmeation systems relying on
adaptive interfaces, social navigation, or content adjest. Another solution consists
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in providing each user with items that are likely to intet@ist/her. Contrary to the con-
tent adjustment, this approach does not require adaptsaurees to users. Each item
is only proposed to the pertinent persons by using pushpatidechniques. This is the
purpose of CF techniques. CF algorithms exploit the knogéeaf a similar population
to predict future interests of a given user (called "actiserl) as regards his/her known
preferences.

In practical terms, this kind of algorithms is broken dowtoi3 parts. Firstly, the
system needs to collect data about all users under the formmpicit and/or implicit
ratings. Secondly, this data is used to infer predictidmat is to say estimate the votes
that the active user would have assigned on unrated itemallfithe recommender
system suggests to the active user items with the highéstatst values.

As the highest values of prediction are the only ones of @sierwe propose a new
model that focuses on prediction of high values, to imprax@ieacy. We show that the
error on these values are significant with a usual item-b@sealgorithm. Therefore, we
propose to re-evaluate them by using reinforcement rulks.latter are automatically
inferred by selecting triplets of items in the dataset aditay to their joint probabilities.
The difficulty relies on the ability to estimate the qualitiyaprediction, to decide to
apply these rules or not.

This paper is organized as follows: after a review of stdtthe-art of collaborative
filtering approaches, we described an Item-Based Algorig@iBA) that we will use
as a base for our model. The whole model combining CIBA witinRecement Rules
is called "Reinforced Item-Based Algorithm" (RIBA). At kasve will discuss the ad-
vantages and drawbacks of RIBA according to the experimeatsave made from the
well-known MovielLens dataset.

1. Related Work
1.1. Collaborative Filtering Approaches

CF techniques amount to identifying the active user witht @fpersons having the same
tastes, based on his/her preferences and his/her pastsaciibis kind of algorithms
considers that users who liked the same items have the saits tf interest. Thus,
it is possible to predict the relevancy of data for the actiser by taking advantage of
experiences of a similar population. To supply the activer wgth information that is
relevant to his/her concerns, the system first builds higghafile by collecting his/her
preferences. Preferences may be collected through ditfaredeling processes, and are
finally transformed under the form of numerical user profilEsese profiles are then
aggregated in a user-item rating matrix, where each lineesponds to a user, and each
column to an item.

This matrix is used by CF algorithms to compute predictidhaf is to say the
estimations of votes for items which have not been rated byatttive user. There are
several ways to classify CF algorithms. In this paper, werref [6] who has identified,
among existing techniques, two major classes of algoritluser-based and item-based
algorithms.

User-based CF can be divided into roughly three main phaséghborhood forma-
tion, pairwise prediction, and prediction aggregation [Phe neighborhood formation
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Figure 1. Computing the similarity between two items from a user-it@atrix.

consists in building virtual communities of interests byrmuting correlation coefficient
between users’ profiles (i.e. between rows of the rating im)affhen, the active user
is associated to the nearest community according to thelation measure. Members
of this community are the most appropriate users to consitee they have common
interests with the active user. The closer users are to theearser, the more their pref-
erences are taken into account: this is the pairwise piediphase. At last, the predic-
tion aggregation consists in computing the weighted medheotommunity’s ratings in

order to provide an estimated vote for each unrated item.

Item-based CF is based on the observation that the consaltdta given item often
leads to the consultation of another one [8]. To translateitiea, the system builds a
model that computes the relationships between items. MdBshe, the model is gener-
ated by transforming the user-item matrix in an item-itentrirdcf. figure 1). This con-
version requires the computation of similarities betwdems (i.e. columns of the user-
item rating matrix). The active user’s predictions are themputed by taking into ac-
count his/her known ratings, and the similarities betwéerrated items and the unrated
ones.

User-based and Item-based approaches present both aghsmeiad drawbacks.
In [4], we argued that the choice of the method mainly relieshe context. If the rec-
ommender systems provides a highly-evolutive catalogitewis (a platform where the
set of items can change radically over the time) and longresers, it will be wise to
favour a user-based algorithm. In the case where the se¢rokiis stable, item-based
algorithms provide high-quality results and deal with abdity and sparsity problems.

In this paper, we propose a model that can be plugged on arbigesed collaborative
filtering algorithm in order to refine some predictions.

1.2. Notations

To help the readers, we introduce the following notations:

U = {u1,us,...,u,} is the set of the users;
uq € U refers to the active user ang to any user in the dataset;
R = {i1,i2,...,im} is the set of thenitems;

U,. refers to the set of users who have rated the iigm
R, is the list of items rated by,;

M :U x R — Nisthe user-item rating matrix;
v(j, k) is the vote of the user; on the itemiy;



® Ui, andv,,., are respectively the minimum and maximum values on thegatin
scale;

v; the minimum value to reach in order to consider that a usesldn item;

vq the maximum value to consider that a user dislikes an item;

iy is the average of all users’ ratings §n

S: R x R — Risthe item-item similarity matrix;

s(k, t) the similarity measure betweeépandi;

p(a, k) is the prediction ot for itemiy;

pr(a, k) is the prediction of, for itemi, with reinforcement rules.

1.3. Classical Item-Based Algorithm

In this subsection, we present the Classical Item-Basedriilgn (CIBA) used as a base
for our model.

When implementing an item-based CF algorithm, the desigagto choose a pair-
wise similarity metric, and a prediction formula. There aréot of metrics available
to compute similarity between items, such as the Cosineov¢6}, the Adjusted Co-
sine measure [8], the Pearson correlation coefficientlig]Gonstrained Pearson coeffi-
cient [9] and the Mean Squared [9]. We decide to use the Peamoelation coefficient,
as litterature shows it works better [3].

wevanu, WG ik) = ik) (0(u;,ir) — it)

s(k,t) = 2 _
\/Zuj (v(uy, ix) — ik)Q\/Zuj (v(uy, i) — ig)?

1)

This similarity measure provides valuegk, t) in the interval[—1; 1]. A negative
similarity means that the two items are inversely correlafepositive similarity means
they are correlated. A similarity equals to zero means theyralependant.

With regards to the prediction formula, we can use the egnoaif the item-item
algorithm in [6], the equation of the user-based algorithr{8] and some variants. The
weighted sum of the deviation from the mean is usually useduser-based framework,
we decide to adapt it to a item-based context. This methodéngn Formula (2).

Yier, Skit) x (v(a,t) —ip) - )) )

7k = ( i1 9 . ( . )
p(a ) max\ Umin, TN ZiteRa |S(k,t)| + Uk, Umas

This formula leads to the highest accuracy.

2. Reinforced Item-Based Algorithm

Our model, called "Reinforced Item-Based Algorithm" (RIBAs a combination of a
Classic Item-Based Algorithm (CIBA) and probabilisticngircement rules. This sec-
tion is dedicated to the way to combine these two approaches.



2.1. Probabilistic Reinforcement Rules

In [10], the authors have used association rules in colkthar filtering. These associ-
ation rules are quantitative in the sense that they inclatiags. For example, a usual
association rule looks like St ar Tr ek" triggers 'St ar War s". A quantitative as-
sociation rule looks like "rating 4 for the movit ar Tr ek triggers rating 5 for the
movie St ar War s". In [10], they have shown an improvement of the accuracyrwhe
using these quantitative rules to fulfill the correlationtrinabefore using classical FC.

In our work, we first compute predictions with Formula (2) dref refining the re-
sulting predictions with quantitative rules.

In standard CF algorithms, similarity measures computectireelation between
only two elements. We argue that, in some cases, a singlasteot sufficient to explain
the interest of a user for an other item. Then, the goal ofhisk is to study the impact
of triplets on the prediction computation process. A trifgean association rule where
the premisse is made up of two terms. The conclusion is téoreied item.

To illustrate this statement, we can consider three itépss'C nderel | a",
w="Scary Movi e", andi,="Shr ek". A user may have liked, which is a fairytale
without appreciating,,. At the same time, a user who enjoys the horror film pargdy
should probably rate lowly,,. However, a flmgoer who likes both fairytales and paro-
dies will take fun when watchinghr ek.

Let introduce the following additional notations:

I;; denotes the fact to likg,, i.e. when; ,, > v;;

I}, is the fact to dislikeiy, i.e. whenv; ;. < vg;

I, wheni has not been rated (by convention, the vote is equal to Osrctse);
I wheni has been rated (the vote is betwegn,, andv,,q.);

P(Iy, I, I,) the probability to like the three itemg, i;, andi,;

P(Iy, I | I}:U) the probability to likei,, andi, for users who have not rated;
N(Iy, I, I}'ﬂ) the number of users who have likedandsi;, and not rated,,.

Then arule< Iy, I; >= I, means thaf;, alone does not explaif,, I; alone does
not explainl,,, but< I, I; > together explaid,,.
In the rest of this article, we will use the notation of the ation (3) for this rule.

<Iip,I; >= I, (3)

Let notice that 3 items could lead up to 8 reinforcement rudasshown in equa-
tion (4).



< I, I; >= I, 4)

< I, T; >= I, %)
<TIp,I; >= I, (6)
<Ip,I; >= I, (7)
<Ii, I, >= 1, 8)
<Ii,T, >= 1, ()]
< I, I >= 1, (10)
<Ip, I >= 1, (11)

2.2. Determination of the reinforcement rules

A triplet < ig, 4, 1,, > is candidate to be a reinforcement rutely, I; > = I, if the
similarities between each pair of its items are around thamsémilarity. In that case,
the resulting reinforcement rule could impact accuralgly

Thus a triplet is a candidate if the constraints of the equatl2) are satisfied.

0 < tmin < |s(k,t)] < tymaz < 1 (12)
0 < timin < |s(k,w)| < tmas <1 (13)
0 < timin < |8(t,w)] < timae <1 (14)

wheret,,;, andt,,.. respectively refer to the minimum and maximum similarity
threshold that will be set experimentally.

For each reinforcement rule candidate, we compute the pilitgeof the corre-
sponding triplet. Thus for each triplet iy, i;, 4, >, we compute the joint probabilities
Py, I, I,), P(Ix, I, | I;),andP(I;, I, | I;.) (cf. equation 15).

Pl I, 1) = U I 1) (15)
N(Ika It ) Iw)
. N, I, I,

P(Iy, Iy, | 1) = N Lo, L) (16)

N(fka ft ) I;U)

If this probability is significantly higher than the probltyiof each pair of its items,
than this triplet is selected as a reinforcement rule. Tiridgecement rule of the Equa-
tion (3) is then generated when the conditions of the eqnti@) are fulfilled.

P(Iy, Iy, I,) > P(I, I, | ) (17)
P(Iy, It , L) > P(Li, Ly | It) (18)



2.3. Prediction Confidence Metric

The generated reinforcement rules allow to refine some giieds. However, some esti-
mated votes are already accurate and do not need any refindeeconsequently have
to introduce a prediction confidence metric, in order to kiifat\can be relevant to apply
rules.

In order to define this metric, we start from the observatit the more similar the
items of R, are, the more accurate the predictjg(a, k) is. In Figure 2, we prove this
statement by comparing the accuracy difference betweemthéllowing cases:

e when taking into account all the items Bf;
e when only items ofR, whose similarity is higher than a threshold settled are
considered.

We obtain better results when using this threshold. Howetés reduces signifi-
cantly the coverage: the percentage of items for which themenendation system can
provide predictions is decreased (cf. figure 2).

Thus, we define the confidence metrie(a, k) as the average of the absolute values
of similarities used to compute the predictipfa, k) (cf. equation 19).

19
(R (19)

em(a, k) =

| R, | is the number of item& in R, wheres(k,t) # 0.

The confidence measure is judged satisfying when it is greatzjual to the average
of all strictly positive values in the matrix of confidence asares. Otherwise, it means
that a refining process is pertinent.

2.4. Rating Refining Process

Each applicable rule associatedt@, k) is set to a weightv(r, a, k). This weight is
equal to 1 when the conclusion of the ruldjs and itw(r, a, k) = —1 if the conclusion
of the rule isI}.

For each predictiop(a, k), a rule is applicable if;, corresponds to the item in the
conclusion and if the premises are valid.

We call AR, i, the set of rules that can be applied for the prediction coatjmrt of
p(a, k).

We define a parameteriin,..s", which is a minimum threshold. IfAR, ;| <
min.es @andem(a, k) is not satisfying, we refine the vote with the equation (20).

coef * ZreARa,k w(r,a, k)

(20)
ZTGARa)k |’LU(’I’, a, k)|

pr(a, k) = p(a, k) +

"coef " is the coefficient of refinement. The greater this coefficienthe more
important the refinement will be.



Table 1. Distribution of votes in the MovieLens dataset.

Rating Scale 1 2 3 4 5
Datasets

U.data 6.11% | 11.37% | 27.14% | 34.17% | 21.20%
Ul.base 5.90% | 11.47% | 27.45% | 34.25% | 20.93%
U2.base 6.06% | 11.48% | 27.26% | 34.12% | 21.07%
U3.base 6.15% | 11.43% | 26.95% | 34.05% | 21.40%
U4.base 6.24% | 11.21% | 26.97% | 34.26% | 21.31%

Table 2. Distribution of similarities in the item-item matrix.

Similarity Range | Number of values|| Range | Number
[-1.0;-0.8) 104,724 (0.8;1.0] | 187,852
[-0.8;-0.6) 21,246 (0.6;0.8] | 53,383
[-0.6;-0.4) 29,424 (0.4,0.6] | 73,505
[-0.4;-0.2) 42,507 (0.2;0.4] | 95,740
[-0.2;-0.0) 67,357 [0.0;,0.2] | 737,983

Total number of pairwise similarities in matrix S: 1,413172

3. Resaults
3.1. Dataset

In order to evaluate the prediction accuracy of our model,use theMbvi eLens
dataset provided by GroupLens Reseé&rdfbvi eLens® is a movie recommendation
website. People have the opportunity to share their preéeeby rating items with in-
teger values from,,,;,, = 1 t0 v,,4 = 5. The service uses these pieces of information
to generate personalized recommendations. The datasattext from this platform has
been widely used by researchers to evaluate collabordtaeérfg algorithms and consti-
tutes a good support of validation. It is composed of 1001@iegs of real users. Each
of them has rated at least 20 items. We considered a matrixddftisers (U) and 1682
items (R). Thus, there are 93.7% of missing data. The digtab of votes is displayed
in Table 1. The dataset has been divided 4 times into a tigsen (also called "base”)
and a test set. They respectively include 80% and 20% oftaligs

U.datacorresponds to the whole datadéfl-4].baseare 4 generated training sets.

By using the Pearson correlation coefficient, we get theilligion of similarities
in the item-item matrix (S), shown in Table 2.

3.2. Accuracy Metric
Training data is used to compute predictions and retriested@ta. It is then possible to

measure the accuracy of a collaborative filtering algorithyrcomparing these predic-
tions with the real votes.

4http://www.grouplens.org/
Shitp://www.movielens.org/
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Figure 2. Significant accuracy improvement by only taking into acddugh pairwise similarities.

In this paper, we compare our algorithm with the classic itsmed algorithm of
subsection 1.3 by computing thdean Absolute Erro(MAE) and the High MAE.

MAE is a metric which shows the deviation between predictiord ieal user-
specified values. For each rating-prediction pairp;, ¢; >, we compute the absolute
error between them. Then, we get the MAE measure by summesgtabsolute errors
and dividing this sum by the number N of corresponding rapinediction, as shown in
formula 21.

_ vazl Ipi — qil
MAE = N (21)

A low MAE means obviously an accurate recommendation engine

The High MAE measure is defined as the MAE obtained only ongativith values
4 and 5 [1]. This metric evaluates the accuracy of the mosbtapt predictions, since a
recommender system only suggests items for which the estitvalues are the highest
(top-N). An estimation error on low predictions will not p#ize the active user. We
preferred the High MAE to the Precision measure, since @wal us to evaluate our
model qualitatively rather than quantitatively. Preaisi® defined as the ratio of relevant
items selected to the number of suggested items [5].

In the following subsection, HMAEL1 refers to the MAE on itehigh-rated by users
(ratings > 4)inthe test setb)[1-4].test HMAEZ2 estimates the error on high-predicted
items predictions > 4). A better HMAE1 means that the refining process is relevant.
A worse HMAE2 would show that too many predictions have bedined.

3.3. Experiments and Discussion

As explained in subsection 2.3, we first evaluated the acgus&CIBA in the normal
case, and in the case where we only take into account iteni% efhose similarity is
greater than a threshold settled to 0.6 (cf. Figure 2). Thestiold improves the MAE
measure to the expense of the coverage which widely redlibessexperiment is inde-
pendent from our model and only aims at justifying our chéizeghe confidence metric.
The coverage is the same for RIBA and CIBA, since the diffeegn only a refinement
of some predictions.

In order to validate our model RIBA, we generated reinforeatrules from the 4
training setdJ[1-4].base In our experiments, items are disliked when ratings arefow
or equal tov; = 2. Users like items when their ratings are greater or equal te- 4.



Table 3. Accuracy measures of Classic Item-Based Algorithm (CIBAd Reinforced Item-Based Algorithm
(RIBA).

Datasets Ul.base U2.base U3.base U4.base
Metrics CIBA | RIBA CIBA | RIBA CIBA | RIBA CIBA | RIBA
MAE 0.75 0.75 0.74 0.74 0.74 0.74 0.74 0.74
HMAE1 0.64 0.60 0.64 0.62 0.63 0.62 0.64 0.62
HMAE2 0.64 0.65 0.62 0.62 0.65 0.65 0.64 0.64
Evaluation of predictions for which rules are applicable

Number of predictions 2244 2481 2505 2316

MAE 0.75 0.75 0.80 0.80 0.78 0.78 0.79 0.79
HMAE1 0.64 0.60 0.84 0.77 0.84 0.77 0.84 0.78
HMAE2 0.64 | 0.65 0.72 0.71 0.65 0.63 0.66 0.68

We considered that the difference between probabilitisgisificant when the minimum
range is0.3 (cf. equation 17). We configured the algorithm to computgléts whose
similarities are betweety,,;, = 0.4 andt,,.. = 0.6, since the Table 2 shows there
is a reasonable number of pairwise similarities within thierval. The value otoef
has been chosen in order to provide small refinements. THesgoat to recompute the
predictions, but to supply a minor correction on badly eated votes. Thugoef was
equal to 0.1 in our tests. At last, we set the parameter,.,;.s to 20. We generated about
432,000 reinforcement rules. The results in term of acguaae shown in Table 3.

The MAE and HMAE2 values remain stable between CIBA and RIBAe accu-
racy is globally the same. The interesting point is that oadel increases the quality of
high predictions. Among the 20% of votes in test sets tharigd to retrieve with RIBA,
the ratings greater or equal to 4 are those that have to beestaghby recommender
systems. Before applying our model, the error for theseiptieds was quite high (up
to 0.85). This can be due to the great number of missing datarenbad distribution
of ratings in the matrix M (cf. Table 1). The HMAE1 measurehiights a noteworthy
improvement, particularly for predictions where we apglike reinforcement rules (up
to a MAE decrease of 0.07).

We also tried to set the numbetin,.;.s to 0. In this case, the HMAE1 was quite
the same, but the HMAE2 values were increasing. This meaiswl were refining
too many predictions and confirms the interest of using thisimum threshold. The
increase of HMAE2 whemin,.;.s = 0 can be due to the fact that we generated much
more positive rules (i.e. with a conclusidg) than negative rules (with a conclusiéy).

It can be explained by the low number of disliked itemst{ngs < vg).

Conclusion and Per spectives

In order to increase the quality of suggestions in recomrmaesgstems, we proposed a
new approach combining an item-based collaborative filgemodel with reinforcement
rules. These rules are generated automatically by anglyaint probabilities in triplets,
and allow us to refine predictions of items where pair-wisglarities are not sufficient.
The experiments show that this approach significativelyrowps the accuracy of high
predictions.



Our model can easily be plugged on other item-based algosittive plan to test our

work on different collaborative filtering techniques andwdlifferent similarity metrics.
We also plan to find ways to reduce the computational weigth@flgorithm in order
to face the scalability problem.
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