N

N

Evolving Scale-Free Topologies using a Gene Regulatory
Network Model

Miguel Nicolau, Marc Schoenauer

» To cite this version:

Miguel Nicolau, Marc Schoenauer. Evolving Scale-Free Topologies using a Gene Regulatory Network
Model. IEEE Congress on Evolutionary Computation, Jun 2008, Hong-Kong, China. pp.3748-3755.
inria-00327755

HAL Id: inria-00327755
https://inria.hal.science/inria-00327755
Submitted on 9 Oct 2008

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00327755
https://hal.archives-ouvertes.fr

Evolving Scale-Free Topologies using a
Gene Regulatory Network Model

Miguel Nicolau
Marc Schoenauer

Abstract— A novel approach to generating scale-free net- of other genes, and hence the generation of the protein those
work topologies is introduced, based on an existing artifi@l  genes encode. The study of such networks of interactions
Gene Regulatory Network model. From this model, different provides many inter-disciplinary research opportunitisd

interaction networks can be extracted, based on an activaiin it GRN id iti d fast vina field
threshold. By using an Evolutionary Computation approach,the as aresul, S provide an exciting and last evolving lie

model is allowed to evolve, in order to reach specific network of research.
statistical measures. The results obtained show that, whethe In order to study the characteristics of GRNs, many

mode[ uses a duplication .and divergence initialisation, th as  grtificial systems have been designed, either through the
seen in nature, the resulting regulation networks not only s modeling of biological data, or purely artificially; de Jong
closer in topology to scale-free networks, but also exhibit - . ’ h ’
much higher potential for evolution. [10] proyldes a_relatlvely recenF overview of su_ch reseasch
One interesting research direction regarding the use of
I. INTRODUCTION GRNs is the extraction and analysis (static or dynamic) of

Scale-Freenetworks are complex networks which have e{hew regula‘uon network. Rrewous wo_rk on the struptural
few highly connected nodes, while most nodes are poorE‘“""lys‘IS of GRNs has provided many insights, of which the
0
t

connected [1]. More precisely, in such networks, the conne Ilowmgt arekbut a;ew exan:EIes. Lt has been ?ZOWP tT_at
tivity of the nodes follows a power law: the proportidt(k) €S€ NEWorks can be grown through a process ot duplication

of nodes with degreé (i.e. that are connected tb other and divergence [11], [12]; that they can exhibit scale-tmd

nodes) is roughly proportional tb~7, for some positive real small-world tppologies [1.3]’ [5], [6].’ [14].; .that some Sm
numbery, at least above & given value. network motifs, resembling those identified by biologists a

Such network topology has been shown to exist in a varie ilding-blocks, are present within these artificial netkg

of both artificial and biological systems [2], [3], [4], [5]. 5], [16]; and that in response to diverse stimuli, the igri

and has been widely studied because of its high resistanceolfothese netwarks changes over time, with a few transcriptio

random failure. Different generative models have been shovxl;aCtors acting as permanent hubs, but most adapting their ro

to create scale-free networks: in the original “preferainti asTa;]n answertto thkefchanglng err]\vwonrlnent [#?] derlvi
attachment” model, the network is gradually built, and new ; € Erttesenl wor c:ccuses O?.f. ?Iag?ﬁ's Od lelig er y'(;]g
nodes attach preferentially to highly connected nodes [1@e WOrk topologies ot one artificia model [18], an

however, this topology can also occur as a consequence 5313 rl;lsned:; ae%i%e;ast'\; dmogﬁloir?;:gr?lf;f: dt?ﬁgOgE} Se
optimization processes, such as the wiring cost to existi 9 9 intadl ug

software components (see [7] and references therein)hyinal plication and divergence method are first analyzed with re

some artificial genome models, created through duplic:aticJSrP(aCt to statistical properties of the topology of the résgl

and divergence, have been shown to generate networks Mmeractlorj network. T_hen, _the Inverse problem_|_s _addﬁzsse
a power-law degree distribution [8], [9]. However, all tees an Evolutionary Algorithm is used to evolve artificial GRNs

models use rules that are not directly connected to the top%(-) that the topology of the resulting network has some

logy of the resulting network, and in particular do not offer3Ven statistical properties — more precisely, a scale-fre

an easy tuning of the statistical properties of the networ pology with a given exponent. The results ob_tamed show
they build. Using the last type of generative model — th at genomes created through duplication and divergerece ar

generation of genomes through duplication and divergence Jetter suited for evolution, and generate networks exiipit

this paper investigates the possibility of designing stade power-law ta|I§, a clear sign of a scele-free topology.
networks with a given exponent for its power-law tail. This paper is structured as follows: Section Il presents the

] ) ~ GRN model used in the simulations, including the descniptio
Genetic Regulatory Networks (GRNS) are biological interyng analysis of the duplication/divergence process used to
action networks among the genes in a chromosome afilialize the genomes. Section Il introduces the sttt
the proteins they produce: each gene encodes a specifig|s used to assess the scale-free properties of the retwor
type of protein, and some of those, term@@nscription  510ng with the techniques to actually compute them. Section
Factors regulate (either enhance or inhibit) the expressiofy gescribes the experimental setup, the fitness measure and
. . _ - the results obtained when evolving GRNSs to obtain scale-fre
Miguel Nicolau and Marc Schoenauer are with the INRIA Sacldle- t Kt loqi Finallv Section V di th e
de-France, TAO project-team, LRI - Batiment 490, UnivigdParis Sud, network topologies. '_na y Section 'scusses_ O_Se Su
91405 Orsay, France; emajmiguel.nicolau,marc.schoenal@inria.fr). and sketches some hints for future research directions.



Il. THE GRN MODEL Given these signals, the production of proteiis calcu-
lated via the following differential equation:

dCi
The artificial model described here is that proposed by dt oei —hi)ei = @ 2)

W. Banzhaf [18]. It is built over a genome, represented agneres is a positive scaling factor (representing a time unit),
a bit string, and assumes that each gene produces a singlgys is a term that proportionally scales protein production,

A. Representation and dynamics

protein, with all prot(_eins regulating all genes (includitip ensuring thaty>,¢; = 1, which results in competition
gene that produced it). _ between binding sites for proteins.
A gene is identified within the genome by dtivator Note that this model simplifies some of the known charac-

(or Promote) site, that consists of an arbitrarily selected biteristics of the biological regulatory process: all proteare

pattern: in this work, a 32 bits sequence whose last 8 bitgssumed to b&ranscription Factorsthat is, all proteins are

are the patter91010101. used to regulate the expression of all genes: in other words,
The 160 bits § x 32) immediately following a promoter the model is a closed world. Also, the model uses only one

sequence represent the gene itself, and are used to deterngnhancing and inhibiting site per gene. However, it cagsture

the protein this gene produces. This protein (like all prite interesting properties of actual GRNSs, in particular thyou

within the model) is a 32 bit sequence, resulting from ahe genome construction technique.

many-to-one mapping of the gene sequence: each of the 32 )

bits of the protein results from the application of a majorit B- Genome Construction

rule for each of the five sets of 32 bits taken from the 32 The technique of duplication and mutation proposed [18]

bits of the gene (see Fig. 1). consists in creating a random 32 bit sequence, followed by a
Upstream from the promoter site are two additional 33eries of length duplications associated with a (typiclaiy)

bit segments, representing teehancerandinhibitor sites: mutation rate. It has been shown [11], [12] that such evolu-

these are used for the regulation of the protein productfon ¢ion through genome duplication and subsequent divergence

the associated gene. (mostly deletion) and specialisation occurs in nature.
Number of genesAn analysis of the resulting number of
Enhancer I nhi bitor  Promoter ~ Gene. genes in a genome was first presented by Kuo & Banzhaf [9].
site site site information . . .
' ' ' For the sake of completeness, a similar technique has been
‘ ‘ XY¥Z01010101] ‘ ‘ ‘ ‘ ‘ used here to investigate the influence of the mutation rate on
32 bits 32 bits 32 bits 160 bits the number of genes per genom®00 genomes have been
!L:\\\ i // created usind4 duplication and divergence events, giving a
Protein genome length oL = 32 x 2% = 524288. The resulting
] number of genes is shown in Fig. 2: if little or no mutation
32 bits

is used, a large proportion of genomes have no genes at
all, but a few genomes have a large amount of genes. This
Fig. 1. Bit string encoding of a gene. If a promoter site isrfduthe gene  \as indeed to be expected: if the original random sequence
information is used to create a protein, whose quantity guleged by the . h if i v in th
attachment of proteins to the enhancer and inhibitor sites. contains the promote_r pattern, or It it appears ear.y in the
sequence of duplications thanks to a lucky mutation, then

The binding of proteins to the enhancer or inhibitor sited large number (.)f genes will be created_ by the dl_JpI|_cat|0n
rocess. Otherwise, little or no genes will ever exist in the

is calculated through the use of ti&R operation, which
genome sequence.

returns the degree of match as the number of bits set . .
. o When the mutation rate increases, the number of genes
one (that is, the number of complementary bits in both . o
: e rapidly converges towards a stable average range: witls rate
bit patterns). In general, a Normal distribution resultsnfr . L . :
; . . -higher than15%, the duplication technique becomes suffi-
measuring the match between proteins and these sites, "Siéntly randomised to roughly lead to the same number of
randomly generated genome [18]. y ghly

The enhancing and inhibiting signals regulating the progenes per genome (around 900 here) as if using randomised

ducti £ Drotein. th lculated as: genome bit-strings (or, equivalently, if using a mutatiawer
uction of proteinp; are then calcuiated as. of 50% with the duplication/divergence process).

C. GRN Topologies

As seen before, all proteins within the model regulate the
expression of all genes. The strength of this regulation is
where N is the number of existing proteins;; is the determined by the binary match between the protein pattern
concentration of proteiti, u; ; is the number of matching bits and the regulating sites of the destination gene (Eqg. 1).
between the regulating site of genhand proteiry, u; maqz IS The resulting network of gene interactions can be drawn as
the maximum match achieved for geheandg is a positive a directed graph, with vertices connecting genes producing
scaling factor. transcription factors to the genes they regulate [18]. As al

N
1
€i, hi = N Zl Cj exp(ﬁ(ui,j - ui,maz)) (1)
j=



@ @
@ @ @ @ @

@ | F®®e
80
70
" © G G
50
0 @ @

60
50
40
30
20
10

Histogram of number of genes in 1000 genomes

Lo Fig. 4. Gene regulatory network for the same genome as inFigt a
threshold of24 bits.

: A completely different picture is that of genomes ini-

" utation rate tialised through the duplication/divergence process rilesd

in Section 1I-B. Fig. 5 is an example of the topology of

the interaction graph for such a genome, initialized with 1%
mutation rate, usind6 as the connection threshold.

Og

10
# of genes

Fig. 2. Histogram of the number of genes per genome, over 8@émes.
The z-axis plots the number of genes, theaxis (height) the number of
genomes having a particular number of genes, andzthgis (depth) the
mutation rate used. Genes were not allowed to overlap.

genes produce transcription factors, the graph of the tiagul
interaction network is a complete graph, where all nodes are
linked together. However, because of the exponential ratur
of the interactions given by Eqg. 1, small interactions will7'g: 5~ Gene regulatory network for a genome of lengh = 32768,
. . . created using 0 duplication events and a mutation rateléf, at a threshold
have almost no effect on the production of a given proteiny ¢ pits.
It is hence natural to establish a minimum matching strength
(threshold and to remove weaker regulation relationships. The use of a low mutation rate results in a much shallower
Moreover, by using different thresholds, different networ hierarchy of nodes, with a few master genes being connected
topologies can be obtained. For instance, Fig. 3 and 4 shd@most of the other genes, regulating and/or being regiilate
the graphs of the same completely random genome for twiay them. Varying the threshold used results in networks with
slightly different thresholds (respective and24). While ~ similar dynamics: Fig. 6 and 7 depict the same genome, with
almost all nodes are still connected on Fig. 3, increasieg thigher connectivity thresholdd 7 and18, respectively). The
threshold by one removes many connections, and the grapfesence of master genes is still clear, but their connigcts
on Fig. 4 is only a small sub-graph of the previous one (nod@bviously lower. Note also how some master genes disappear
which become isolated are not shown, which explains théthe threshold parameter is increased.
smaller number of genes). Note also how the increase of the
<

threshold creates unconnected independent sub-graphs.
/@ @ @ @ @
SA—

Fig. 6. Gene regulatory network for the same genome as in Figt &
threshold of17 bits.

CD)
& @@

Fig. 7. Gene regulatory network for the same genome as in Figt &
threshold of18 bits.

Another observation is that the thresholds generating
“interesting” topologies for randomly created genomes are
fo 3 G it work f length — 32765 higher than those for genomes created with duplication and

1g. o. ene regulatory network 1or a genome or len = y : [ H H
created usinglO duplication events and a mutation rate %, at a low mutation. This is because the latter exhibit a hlgh degre

threshold of23 bits. Solid edges indicate enhancing interactions, dotte®f Similarity in their bit patterns, leading to a lower valoé
edges indicate inhibiting interactions. u;,5, when applying theXOR operator (see Equation 1).



D. Connectivity variance [I-A), an interesting issue is to find out whether or not the

In order to generalize the observations made on the grapf@sulting interaction network exhibits particular propes
above, an approach similar to that of Kuo et al. [14] has bedgSembling those found in natural networks, such as being
used here to analyse the relationship between the number3siale-Free [2], [3], [4], [5], [6], at least for certain vaisi of
edges and the thresholtli0 genomes have been generatedih€ threshold used to prune the graph of connections. A char-
using 14 duplication events, and the network connectivity2Cteristic feature of Scale-Free graphs is that the disiob
(fraction of edges) has been computed for each threshold©f the degrees approximately follows some power law. But

The network connectivity is defined as: assessing such a distribution is not as obvious as it seems.
NC = #edgjs (3) A. Measurement of Power Laws
2n

Given a sample of some quantity, the typical method for
measuring whether or not this quantity follows some power
C|??V& consists in measuring whether the histogram of the sam-
pled quantity at hand is roughly linear on logarithmic seale
hA linear regression (using e.g. ameast-Squaresnethod)

old. for mutation rates of%. 5% 10%. and50%. It is a " be used, and the slope of the best linear approximation
i A ' : will be the exponent-~ of the power-law. This method,

clear illustration of the very different behaviors with pest has b h to introd ; tic bi int
to connectivity depending on the mutation rate used durin&owever, as been shown 1o infroduce systematic biases into
e value of the exponent [19].

the duplication/divergence process: o . :
p_ . g P . Another option is to work directly on the sample itself,
+ A high mutation rate (or, equivalently, the completelyr ther than on the logarithms, and to use a non-linear curve-
random generation of the genome) creates a netwo]tﬁ '

which stays fully connected with a wide range of itting method (such as the Levenberg-Marquardt algorithm

’ . - 20], [21]). In this case, however, the difficulty lies in
threshold values; then, there is a sharp transition fro : L
- o : choosing the correct parameters for the optimization natho
full connectivity to no connectivity (see also Fig. 9).

. : ~and taking into account all points of the histogram, despite
Moreover, there is a very small variance between dif;_ . ; .

their very different orders of magnitude.
ferent networks.

« A low mutation rate creates a network which quickly To address the limitations of the above methods, a specific

loses full connectivity; however, its transition from full method, calledviaximum Likelihood EstimatioMLE), has

. S been proposed [19], [22], [23]. It seems to be one of the
connectivity to no connectivity is much smoother than —
. most stable methods for the approximation of the exponent
that of random networks. Moreover, there is very large
X . . of a power-law, and has been used here. The MLE method
variance between different networks generated with the .
; computes the exponent of the power-law as:

same mutation rate.

>

k=1

where#edges is the number of edges in the network, and
is the number of nodes, or gen@st is hence the maximum
number of possible edges, as each node can be conne
twice to any other node, including itself).

Network connectivity variance with threshold ’Y — 1 _|_ n

(4)

1 i £ T T T T
W 1% mutation ——+—
¥ 5% mutation
g 10% mutation :-----
50% mutation &

where P(k) is the proportion of nodes with degrée P,,,;,

the minimum value of allP(k) in the sample, and: the
number of samples. Note that values:dbr which P(k) = 0

o8 1 are not taken into account. Furthermore, the standard error
of this estimation can also be easily computed as being:

08 | 9 ]

*E

o

04 | g

network connectivity

o opk)| y-1
g a=vn [Z B Bw| TV &
02 - R k=1
} { T . B. Data Quality
% 5 10 e w % Newman [22] observed that quite often, the tail of power-

threshold

law distributions tends to be quite noisy, because of sargpli
Fig. 8. Fraction of edges in a graph as compared to a fully ected  €rrors: this is due to the fact that very few samples exist
network (and standard deviations), versus threshold petembased on  towards the high end of the distribution. This is certairilg t
samples ofl00 genomes, created usifg duplication events, and mutation ! -
rates of1%.5%. 10%, and 50%. case with the vertex degree distributions analysed here.
To tackle this problem, a technique knownlagarithmic
binning can be used [24]. It smoothes the histogram by
Ill. SCALE-FREETOPOLOGIES grouping the distribution data per ranges lofvalues with
Even though the model used is overly simplified compareexponentially increasing sizes (el.[2, 3], [4,7], ...). This

to what is known of biological GRNs (as discussed in Sectiotechnique is also used in the present work.



C. Are G R NS TOpOIOg|eS Scale_Free’) Example initialised initial vertex degree distribution

Random genomes are, in terms of degree distribution, ' '
highly regular, in that their degree distribution is highly o1 il
peaked; this in turn leads to potentially misleading geod

‘ | ‘ | | L1

j Log. binned  m——

values (linear regression of 2 points is always perfectisT , oo}
can be seen in Fig. 9, which shows an example networg
extracted from a random genome. The vertex degree distrg oo |
bution is clearly Gaussian, even when plotted in a log/log
graph; however, a least-squares regression gives the valde oo |
~ = 1.59. Using logarithmic binning does not help: due to
the proximity of all values, there are only two points left in 1005 |

the distribution, leading to an MLE estimation ¢f= 2.219,

but with a high error for the estimation (a smallleads to 106 L L o —
a high error, as seen in Equation 5). Number of connections
e - Fig. 10. Vertex degree distribution for the best network ofiaitialised
xample random initial vertex degree distribution . . - .
01 genome, before (+) and after (vertical bars) logarithmieniig.
Log. binned  m——
Initial n - gamma relationships
12 T T
Random genomes ~ +
Initialised genomes
é 10 "
E 0.01 | 4 *+
: o
-E +
z . N
E v
)
f
4 +
0.001 E E
10 ! 100 2
Number of connections M ‘
Fig. 9. Vertex degree distribution for the best network ohadom genome, o s s s s s
before (+) and after (vertical bars) logarithmic binning. 2 4 6 8 10

n

Networks extracted from initialised genomes give a comrig. 11. Size of logarithmic bins and correspondipgalues, for random
pletely different picture, as seen in Fig. 10. The initial*) and initialised (x) genomes, based on a sampl&Qof genomes.
distribution has a clear linear trend in a log/log scale, ibut
affected by noise towards the end; a least-squares regressi

gives the valuey = 0.767, as a result. However, by using IV. EVOLUTION OF TOPOLOGIES
logarithmic binning, the values towards the end are somewha
normalised, resulting in an MLE estimation ¢f= 1.370. The objective of this section is to evolve GRN genomes, so

The occurrence of misleading values with random that the resulting interaction network gets as close asiipless
genomes can be further observed in Fig. 11: the size & a targety value, using a simple Evolutionary Algorithm.
logarithmic bins with random genomes is much smaller,
giving rise to misleading ’goodf (high)/_ values. Initialis_ed_ A. The Evolutionary Algorithm
genomes, on the other hand, give a wider spread of distribu-
tion sizes, withry values typically in the rangé, 2]. A population of bit-string genomes, such as the ones

Though some graphs built from the artificial GRNs considdescribed in Section II-A is evolved using the simple bjp-fli
ered here exhibit some characteristics of scale-free m&vo mutation as the only variation operator. The evolution is a
[9], their degree distribution is generally quite far frontrae  straightforward 25+25)—E'S, i.e. 25 parents give birth to 25
power law. Nevertheless, while random graphs, because aoffspring, and the best 25 of the 50 parents+offspring becom
the poor spread of their degree distribution, seem to be diffihe parents of next generation. The only tricky part lieshia t
cult to modify toward more scale-free topologies, inisall adaptive way to modify the mutation rate along evolutios: it
ones are more promising as seed topologies for the evolutioate is initially set tol% (per bit), and adapted in a way that
of scale-free topologies. The next section demonstrats ths similar to the well-known /5 rule of Evolution Strategies
evolving networks created with the duplication/divergenc[25]: when the rate of successful mutations is higher than
process described is indeed possible, resulting in yethanot 1/5 (i.e. when more than 20% mutation events result in an
method to construct networks with scale-free properties. increase of fithess), the mutation rate is doubled; it is édlv



in the opposite casde As can be seen from the figure, though random genomes
In order to compare the evolvability of populations genstart with a much lower fitness, they hardly improve it during
erated by the duplication/divergence method presented @volution (there is a slight improvement of fitness, althoug
Section II-B (with mutation rate 1%) and completely randommot visible at the scale of the plot). As already mentioned,
populations (or, equivalently, populations built with tteeme this is due to the highly regular degree distribution in
method and mutation rate 50%), 50 independent runs cindom networks: this gives very few points after logarithm
50 generations have been performed with each of thosinning, and leads to fakedly good values. But it then
initialisation procedures. makes it hard to vary the number of connections between
nodes, even by adjusting the threshold parameter (see)-ig. 8
On the other hand, duplication/divergence initialised
Cohen and Havlin [26] have shown that a large proportiogenomes do start with a worse fitness (smajlemalues), but
of networks displaying scale-free behaviour exhibit valoé are able to evolve to much better fitness values. The widely
~ € [2, 3], with some emphasis on the central value. In thispread degree distribution results in more data pointsén th
work, a narrow interval around.5 is used, and values of vertex degree distribution after binning. Although remgt
in [2.4,2.6] are considered ideal. The MLE method is usedh a higher initial error when estimating, it also creates a
to compute an estimation of as described by Equation 4. larger set of potentially fit networks from each genome, by

B. Fitness Function

The fitness function (to minimise) is therefore: varying the threshold parameter (as per Fig. 8).
0 if 2.4 <~ <26 0 _ A/r:thher reaqu_f?r 'Ejhe greater efﬁci_e_nlcy of Idtl;plica-
Fz)={ 24—~ ify<24 L 6) tion/divergence initialised genomes as initial populatfor

n evolution is their ability to improve fitness by varying thees
of genomes. This is illustrated on Fig. 13, that shows that

The statistical error of MLEr (see Equation 5) is added to random genomes keep roughly the same size for all genomes
the absolute difference to the targevalues, as an estimate in the population across evolution, with very small varianc
of the quality of the measurement. It is divided by theacross runs; initialised genomes, on the other hand, vary
numbern of points in the logarithmic binned vertex degreetheir size much more, with a much higher variance across
distribution, in order to penalize even more highly “regtila runs. Even though the mutation was equally likely to add or
distributions where only a few data points would remainrafteremove a gene during evolution (by creating or deleting the
the logarithmic binning (as seen in Section I11-C). 01010101 promoter pattern somewhere on the genome), such

From each GRN individual, several networks are extractedperations rarely improved the fitness for random genomes,
by varying the threshold value; only the threshold giving th because of the small number of sample points that remained
best fitness score is kept. after binning for random genomes. These findings correlate
well with the results already seen in Fig. 2.

v—2.6 if y>26

C. Experimental Results

Fig. 12 shows the best fitness in the population averaged Average Size Evolution
over the 50 runs, for both initialisations procedures. 1100 i " " Random genomes ——

Initialised genomes

1050 q
Mean Best Individual
0.7

T
Random genomes ——+—
Initialised genomes 1000 |

950 B

05 B

Genome Size

900

850 - B

Fitness

03 B
R T e e i o e o e s 800 4

750 ! ! ! !
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Fig. 13. Average population genome size across 50 indepémdas, for
) 10 20 30 40 50 random genomes and 1% duplication/divergence initialigedomes. Error
Generations bars plot the standard deviation.

Fig. 12. Average best fithess per generation across 50 indepéruns, for . . . . .
random genomes and 1% duplication/divergence initialigedomes. Error  The difference in terms of evolution potential with regard

bars plot the standard deviation across runs. to scale-freeness can further be seen in Fig. 14, that gispla
. . . , . the effectiveness of mutations during typical runs: whantst
Note that, because of the possibility of neutral mutati@spécially with . f d | ted t tati t
low mutation rates), if there were more tha0% neutral mutations, the rate Ing from ran Om_y create genom_eS' most mu a 1on even S
was doubled in any case. are harmful after just a few generations; when using araiiti



population of genomes built through duplication/divergen Example evolved netuwork

0.1

however, evolution lasts much longer, with neutral mutagio o e masd
starting to appear only after 24 generations, and with some
beneficial mutations appearing as late as generation 46. worl . |
Evolution of mutation rate (random genome) § !
25 T ——— T T T T T T 2
N | ok s +
neutral < 0.001 | + E
ko oo £
20 4 g B +
\f L : il le-04 | E
é 15 L‘f Lol *
s |
g | 1le-05
£ 10 100 1000
2 a AT ! Number of connections
‘ ‘\ . i Example evolved network
\ 0.01
- Log. binned distribution +
gamma=2.4
‘ A ‘ ‘ N
5 10 15 20 25 30 35 40 45 50
Generations N
Evolution of mutation rate (initialised genome) § ¥
25 : : : : : : : : : 2
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neutral c  0.001 | * 9
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é 10 / 1e-04100 1000
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Fig. 15. Example networks extracted from best genomes;, eft@ution-
ary process based on initialised genomes. Vertex degreégbditon was
‘ - logarithmically binned, and plotted on a log/log scale. Matuie ofy was
) ) ) ) NV ‘ A calculated to be2.4 on both cases: a power-law with the same exponent
0 5 10 15 20 25 30 35 40 45 50 (straight line) is also plotted for comparison.

Generations

Fig. 14. Evolution of mutation effectiveness for random gmes (top)
and 1% duplication/divergence initialised genomes (lojtctaken from a The first two points can be addressed by using larger

typical run. OK (resp. KO) mutations improved (resp. degdjdhe finess, genomes, thus generating larger networks (typical network
while neutral mutations did not modify it. . ! .
sizes were aroun800 — 1000 nodes here). The last point

Fig. 15 shows two examples of typical evolved networkés a trickier one; a potential solution could be to raise even
extracted from initialised genomes, in a log/log plot, afteMOr¢ t.he |nflu§nce of the r}um_ber of pointsin the fitness,
binning. It can be seen that not all points follow a perfec?r setting a minimum size for it.
line, but the distribution clearly has a power-law tail. $am V. C
plots were obtained for most evolved networks. - CONCLUSIONS

However, this figure also highlights some of the drawbacks The experiments presented in this paper demonstrate that
of the experimental setup used here: it is possible to evolve some networks so they approach a
« By using logarithmic binning, the resulting vertex de-scale-free topology with a given exponent, by optimizing a
gree distribution consists of only a few points; fithness measure that is directly connected to the topolbgica
« The use of logarithmic binning in the fitness functionproperty of the network, as opposed to the more classical
also hinders evolution somewhat, as small changes togenerative methods where the scale-free property emerges
node created by bit-level mutation are “diluted” acrosérom the rules that are used (or known to be used) to
the bin to which it belongs; build the scale-free networks both in the biological and the
« The incorporation of the error measure in the fitnesartificial world. The long term result of such research can
function makes networks with a small number of (wellbe to design a methodology for building artificial networks
aligned) points in the vertex degree distribution act awith precisely specified characteristics — motivated byvino
local minima, from which it is very hard to escape, inproperties related to such statistical characteristiag, e
spite of the penalisation of small networks in the fithesshigh resistance to random failure of scale-free networks.



The results presented in this paper also show that genomesg
created using the duplication and divergence method (with
small mutation rate) described in the artificial GRN model s
proposed by W. Banzhaf [18] can be used as starting points
to generate network topologies that are typical of scae-fr
networks. Indeed, these initialised genomes are far betté?]
suited for evolution than purely random networks, due to
the larger range of degrees in the networks they encode, as

. : ; 7]
well as to the wider choice of resulting networks they can
provide by varying the threshold parameter that decides of
the existence of an edge between nodes. (8]

There are of course several issues that still need to be
addressed with the current approach. First of all, it remain [9]
to demonstrate that different values for the exponent can
be reached that way, and not only the popular value of
around 2.5 that was used here. Also, the use of logarithmic
binning results in a distribution with a small number of
points. A possible solution to this problem can be to usgo]
overlapping bins, in order to artificially increase the safe
the sample. More generally, much larger networks should B&!l
built to assess the statistical properties with more confide
However, whereas it is not a problem to do more duplications2]
in the initial phase of duplication/divergence, the issuew
tackling larger networks will rapidly be that of CPU time: at[13
the moment, a single evolution takes 4-6 hours of a recent
Pentium computer (3.6GHz) for random networks, and 4[—14]
10 hours for duplication/divergence initialized netwarllse
to the higher number of threshold values that need to be
checked for power-law distribution — and the main source of
computational cost is the need to try several thresholds p%?]
genome. A possible solution might be to devise a heuristic in
order to only evaluate promising threshold values. Anothét®l
possible extension of this work would be to use localised
mutations at gene encoding sections of the genomes only (ar]
equivalently, to remove all non-coding parts of the genome)
While this will potentially increase the speed of evolution
(by removing most neutral mutations), it will also remove th [18]
potential to add (or remove) genes. Though the number of
genes did not vary greatly during the experiments presented
here (Section IV-C), the influence of fixing the number of19]
genes remains to be studied in more detail.
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