
HAL Id: inria-00326788
https://inria.hal.science/inria-00326788

Submitted on 5 Oct 2008

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

State-Based Visibility for 3D Reconstruction from
Multiple Views

Liuxin Zhang, Yumo Yang, Yunde Jia

To cite this version:
Liuxin Zhang, Yumo Yang, Yunde Jia. State-Based Visibility for 3D Reconstruction from Multiple
Views. Workshop on Multi-camera and Multi-modal Sensor Fusion Algorithms and Applications -
M2SFA2 2008, Andrea Cavallaro and Hamid Aghajan, Oct 2008, Marseille, France. �inria-00326788�

https://inria.hal.science/inria-00326788
https://hal.archives-ouvertes.fr


State-Based Visibility for 3D Reconstruction

from Multiple Views

Liuxin Zhang, Yumo Yang and Yunde Jia

Beijing Laboratory of Intelligent Information Technology, School of Computer
Science, Beijing Institute of Technology, Beijing 100081 PRC

{zhangliuxin,yangyumo,jiayunde}@bit.edu.cn

Abstract. Estimating visibility is one of the most important steps for
multi-view reconstruction using volumetric scene representation. In this
paper, we propose a simple approach to estimating visibility based on
the current state of a scene which is implicitly represented as the zero
level set of a function. Our method can determine the regions of a 3D
space visible to several given viewpoints efficiently. Using this visibility
method, we also present a new variational formulation for multi-view
reconstruction. We cast the multi-view reconstruction problem as an op-
timization of a novel energy functional amenable for minimization with
an Euler-Lagrange driven evolution. The proposed algorithm has been
applied to both synthetic and real datasets with promising results.

1 Introduction

Volumetric multi-view stereo reconstruction, originally introduced by Seitz group
[1, 2], has recently been shown to produce 3D models from photographs or video
sequences with fairly high quality [3, 4]. The basic principle in volumetric recon-
struction is to find a classification for all elements (voxels or grid points) within
a discrete volume space whether they belong to the surface of a 3D object or
not.

Basically, the surface of a 3D object is nearly Lambertian, i.e., only elements
belonging to this surface should have a consistent appearance in the input im-
ages (be photo-consistent). Therefore, the most central aspect of all the existing
volumetric multi-view stereo reconstruction techniques is the estimation of the
so called photo-consistency of a given element.

We assume that all the views (cameras) are well calibrated within the global
world coordinate system, i.e., for each point in the world space, it is possible to
determine the coordinates of its projection onto each view. In this case, before
estimating the photo-consistency of a given point, we need to compute the visi-
bility of this point with respect to all the views. This visibility problem can be
described as follows: given a state of a scene, determine whether a point is oc-
cluded by other points from the view. This problem is one of the most important
steps for multi-view reconstruction based on a volumetric scene representation.

In this paper, we propose a simple approach to visibility estimation based
on the current state of a scene which is implicitly represented as the zero level
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set of a function. Our method can obtain the visibility information of each point
in two or three dimensional space to all the views through an efficient recursion
strategy. Using this visibility estimation, we also present a novel model for 3D
reconstruction from multiple views in a variational framework. In contrast with
some other multi-view reconstruction methods, the main benefit of our method
is its independence from initialization.

In the following, we first review related work in Section 2 and discuss our visi-
bility algorithm in Section 3. In Section 4, we describe the reconstruction method
and its conversion to an optimization problem with efficient implementation by
an Euler-Lagrange driven evolution. The experimental results are shown in Sec-
tion 5 to validate our proposed approach and conclusions are made in Section
6.

2 Related Work

The overview of state-of-art algorithms for multi-view stereo reconstruction re-
ported by Seitz [5] shows a massive domination of volumetric method. Nearly
all of them use a photo-consistency measure such as normalized cross correla-
tion (NCC) or sum of squared differences (SSD) to evaluate how consistent a
reconstruction is with a set of images. Visibility plays a very important role in
volumetric reconstruction because the only requirement to compute this photo-
consistency is that camera visibility is available.

Lempitsky et al. [6] state that visibility estimation is arguably the most dif-
ficult problem in 3D reconstruction from multiple views. To estimate the true
visibility of some surface element, one needs to know the true scene geometry and
vice versa. Currently there are numerous algorithms for approximately solving
this chicken-and-egg problem, which can be mainly divided into two categories:
state-based visibility and oriented visibility. State-based visibility can be con-
sidered as a type of global visibility algorithm which determines the visibility
information by the state of the whole scene. It is often used in the approaches
which reconstruct the scene geometry based on iterative process [2, 7], and at
each moment of time, a point is considered visible to a viewpoint if it is not
occluded with current scene configuration (Fig. 1 left). By contrast, oriented
visibility is a type of local visibility algorithm. The visibility of a patch to a
viewpoint is estimated by using the patch position and normal direction. In ori-
ented visibility, a local patch is considered visible to a viewpoint if and only if
it locates in front of this viewpoint according to a predefined angle from the
normal direction (Fig. 1 right). Although this local method is simple, some-
times when the global scene geometry is more complex, such as a surface with
high curvature (Fig. 2 left) or a surface with several unattached parts (Fig. 2
right), it is not reliable to compute the visibility of a local patch only from its
orientation because of the self-occlusion.

Our visibility algorithm falls into the first category, and we take the global
scene geometry to obtain more reliable visibility information. Our work is sim-
ilar to that of Tsai et al. [8], who describe an implicit ray tracing technique to
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Fig. 1. Two approaches to visibility approximation (Lempitsky et al. [6]). On the left
is a state-based visibility, the visibility information of a point X with respect to all
the views is determined by the current global scene geometry S. On the right is an
oriented visibility, a local patch (X, N) is considered visible from the viewpoints within
a predefined angle φ from the normal direction N.

determine the visibility of a single viewpoint in two or three dimensional space.
In their algorithm, a Cartesian grid is used to discretize the space and the view-
point is supposed to lie on a grid node. They organize the entire grid in a special
sweeping sequence so that each grid node can obtain its own visibility informa-
tion to the viewpoint without violation. Although their method can solve the
visibility problem of a single viewpoint quickly and efficiently, it can not be used
directly in the field of multiple views. It is impossible for us to establish a uni-
form Cartesian grid to ensure all the views being on the grid nodes at the same
time. In our work, we organize all the grid nodes in a more reasonable way that
does not need the viewpoint to lie on the grid node. So, our algorithm is able to
be used in any case including multiple views.
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Fig. 2. The fallibility of oriented visibility in a scene with complex geometry.



4 M2SFA2 2008: Workshop on Multi-camera and Multi-modal Sensor Fusion

3 State-Based Visibility in an Implicit Framework

3.1 The Level Set Method and Implicit Representations

The level set method proposed by Osher and Sethian [9] has found many ap-
plications in recent years. The basic idea behind this method can be thought
of using a higher-dimensional representation for the problem of front tracking.
This method provides us with a robust representation of even a more complex
surface and its evolution.

We assume that the whole scene (or its part we are interested in) is located
within some bounding volume Ω ⊂ ℜ3. Each allowed scene configuration is
characterized by some occupied subvolume M ⊂ Ω with the piecewise-smooth
boundary S = ∂M (the scene surface). We define a Lipschitz smooth function
φ : ℜ3 → ℜ in Ω, which represents the scene surface as the zeros of φ, with the
following properties:







φ(X) < 0 for X ∈ M ,
φ(X) > 0 for X /∈ M ,
φ(X) = 0 for X ∈ ∂M = S ,

(1)

where M denotes the closure of the set M. φ is commonly referred to as the level

set function. With such a choice of φ, we no longer have to worry about the
scene surface. We should pay more attention to the domain of φ, and the related
calculations are independent of the location and topology of S.

3.2 Implicit Ray Tracing

We now set up the foundation of our algorithm and derive properties of ray
tracing of a single viewpoint in an implicit framework.

Let V0 denote the position of the viewpoint in Ω, and any other point in Ω
is represented by Xi(i = 1, 2, 3, . . .). Then, a point X1 is considered invisible to
the viewpoint V0 if it lies inside the scene surface or if it is occluded by another

point X2 in the radial direction
−−−→
X1V0 (Fig. 3).

We observe further that the visibility status of points, which share the same
radial direction, satisfy a causality condition: if a point is occluded, then all
other points behind it in the same radial direction are also occluded. This means
that a point X1 is considered invisible to the viewpoint V0 if and only if there

is at least one point in the line segment
−−−→
X1V0 that lies inside the scene surface.

Under this condition, the idea of out algorithm is to start from each point in
Ω, shoot a ray towards the viewpoint, and check whether there is a point being
inside the scene surface in this ray.

Sometimes, with an explicit representation of the surface it could be difficult
to determine whether a point is inside or outside the surface. In contrast, implicit
surface representations include some very powerful geometric tools. We can de-
termine which side of the surface a point is on simply by looking at the local
sign of the level set function φ. That is, X is inside the surface when φ(X) < 0,
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Fig. 3. Ray Tracing. A point is considered invisible to the viewpoint only in two cases.
The first case is that it lies inside the scene surface and therefore it is occluded by the
scene surface. The second case is that although it lies outside the scene surface, it is
still occluded by another point before it in the same radial direction. X′

1 is invisible
to V0 in the first case and X1 is invisible to V0 in the second case.

outside the surface when φ(X) > 0, and on the surface when φ(X) = 0. Thus,
if we use another function ψ(X) to implicitly represent the visibility status of
point X, the problem becomes to compute

ψ(X) = min
ξ∈−−→

xv0

(φ(ξ)), (2)

where ξ is a point on
−−−→
XV0. If ψ(X) is negative, then X is occluded. As a matter

of fact, our visibility algorithm is an approximation of this formula.

3.3 Numerical Implementation

In order to implement Eq. (2) numerically, a uniform Cartesian grid defined as
{(xi , yj , zk )|1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ k ≤ l} in 3D space is used to discretize
the closed volume domain Ω, and all of the functions and quantities are defined
on this grid. We will use the conventional indexing scheme to enumerate the grid
nodes in Ω; i.e., Xi,j,k = Xll + ∆x(i, j, k), where Xll is the lower left corner of
Ω, and ∆x is the mesh size. With this notation, we define a voxel to be the cube
with vertices {Xi+p,j+q,k+r : p, q, r ∈ {0, 1}} ⊂ Ω for some (i, j, k). We need to
update Eq. (2) in order to take advantage of this Cartesian grid.

At each grid point X, we first find the voxel containing X. From this voxel,

we find the face F that intersects the ray segment
−−−→
XV0. If

−−−→
XV0 intersects F at

a point, we denote this intersection by X′ (Fig. 4 left). If
−−−→
XV0 lies in F, this

problem is reduced to a 2D problem, and X′ is the intersection of
−−−→
XV0 and an

edge of F (Fig. 4 right). In fact, X′ can be regarded as the closest point to X

in
−−−→
XV0 within the accuracy of the Cartesian grid. Hence, we use a recursion to

rewrite Eq. (2) as

ψ(X) = min(ψ(X′), φ(X)). (3)

Note that if ψ(X′) < 0 or φ(X) < 0, then ψ(X) will be less than zero in the
end. It means that X is invisible if X′ is invisible or if X lies inside the scene
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surface. Therefore, Eq. (3) is essentially the causality condition of visibility we
mentioned above.

In most cases, X′ does not lie on the grid node, and we need to interpolate the
value of ψ from the grid points closest to X′. For example, we use ψ(Ai), i = 1, 2,
for linear interpolation of ψ(X′) in 2D case (Fig. 4 right) and use ψ(Ai), i =
1, 2, 3, 4, for bilinear interpolation of ψ(X′) in 3D case (Fig. 4 left). So, the values
of ψ on all the neighboring grid points around X′ must have been computed
before estimating the value of ψ(X). A key part of this visibility algorithm is to
organize all the grid points in Ω in a special sequence to make this interpolation
procedure feasible. We describe such a sequence in detail below, and use a queue
data structure denoted by Q to store this sequence for convenience.

X

0
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¢X
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A

2
A

3
A4

A

X

0
V

1
A

2
A¢X

F

F

Fig. 4. An interpolation in 2D and 3D space.

Suppose the grid in Ω is bounded by 0 and nx in the X direction, 0 and
ny in the Y direction and 0 and nz in the Z direction. We first find the cube
voxel C0 in Ω containing the viewpoint V0, i.e., V0 ∈ C0 := [xi0 , xi0+1) ×
[yj0 , yj0+1)× [zk0

, zk0+1). We can therefor start from this voxel C0 and store the
grid points into Q following the ray directions outwards. In order to represent
our idea simply, we use three parameters denoted by s1, s2 and s3 to describe
multiple directions from C0 for i, j and k index respectively. The relationship
between s1 and i is as follows:







i = i0 − 1 to 0 when s1 = −1,
i = i0 to i0 + 1 when s1 = 0,
i = i0 + 2 to nx when s1 = 1,

and the relationship between s2 and j, s3 and k is similar to this. In the first step,
we put the grid points Xi,j,k where (i, j, k) satisfy (s1, s2, s3)=(0, 0, 0) into Q.
Actually, Xi,j,k are the vertices of C0 (Fig. 5a red points) in this case. In the sec-
ond step, put the grid points Xi,j,k where (i, j, k) satisfy (s1, s2, s3)=(0, 0,−1),
(0, 0, 1), (0,−1, 0), (0, 1, 0), (−1, 0, 0) or (1, 0, 0) into Q (Fig. 5b blue points).
In the third step, put the grid points Xi,j,k where (i, j, k) satisfy (s1, s2, s3)
=(0,−1,−1), (0,−1, 1), (0, 1,−1), (0, 1, 1), (−1, 0,−1), (−1, 0, 1), (1, 0,−1), (1, 0, 1),
(−1,−1, 0), (−1, 1, 0), (1,−1, 0) or (1, 1, 0) into Q (Fig. 5c green points). Finally,
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put the remaining grid points Xi,j,k where (i, j, k) satisfy (s1, s2, s3)=(−1,−1,−1),
(−1,−1, 1), (−1, 1,−1), (−1, 1, 1), (1,−1,−1), (1,−1, 1), (1, 1,−1) or (1, 1, 1)
into Q (Fig. 5c yellow points).

0
C

0
V 0

V

i

j

k

0
V

Fig. 5. A special sequence of the grid nodes

It is easy to see that each grid node in such a queue Q can be visited in a
specified order that maintains the causality. Thus our algorithm reads:

for each X in the queue Q

if X is the vertices of C0

Set ψ(X) = φ(X);
else

Find the face F and X
′

∈ F;

Update ψ(X) = min(ψ(X
′

), φ(X));
end

end

In this algorithm, it is unnecessary for us to restrict the viewpoint V0 to the
grid node of a Cartesian grid. So it can be used to solve the visibility problem
easily in multiple views.

4 Variational Stereo with State-Based Visibility

Most of the multi-view reconstruction methods relying on state-based visibility
need a good initialization of the scene surface [3, 7, 10]. If the current scene state
is far from the true state, state-based visibility will approximate the true visi-
bility with significant errors. Therefore, this type of global visibility algorithm
is not thought to be a good choice in the situation when no good initialization
is given [6]. In this section, we formulate a variational model for multi-view re-
construction based on our proposed visibility estimate. Compared with other
methods, the main benefit of our model is its independence from the initial-
ization. We show that our state-based visibility algorithm is still a good choice
when no good initialization is given.
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4.1 Energetic Formulation

The goal of our idea is to render a multi-view reconstruction as an energy mini-
mization problem by assigning an energy cost based on visibility estimate. Since
the surface of the unknown scene is supposed to be nearly Lambertian, patches
belonging to the true surface should have similar colors in the viewpoints ob-
serving them. Therefore, the energy cost of a patch can be defined as

Φ(X,N) =
1

T

m
∑

i,j=1

Φij(X,N), (4)

where T is the number of items in the summation, m is the number of visible
views to the current patch and Φij between two visible views i and j is based
on the normalized cross correlation (NCC) and taken as [7]

Φij(X,N) = 1 − NCC(Ii, Ij). (5)

Its value range between 0 (best correlation) and +2 (worst). The term NCC(Ii, Ij)
is the normalized cross correlation of the projections of the patch in views i and
j. We direct readers to [11] for more details on how to compute this term.

Summation in Eq. (4) is only computed for those patches which are visible
to the two concerned views. Thus, estimating Φ requires the step of computing
the visibility status of the patches for all views. With our visibility algorithm,
we rewrite Eq. (4) to involve the visibility status as follows:

Φ(X,N) =
1

T

n
∑

i,j=1

χ(i,X)χ(j,X)Φij(X,N), (6)

where n is the number of all views, χ(v,X) is the Heaviside function of ψ(X) to
the view v: H(ψ(v,X)). We have

χ(v,X) = H(ψ(v,X)) =

{

1 if ψ(v,X) ≥ 0, i.e, X is visible to v,
0 if ψ(v,X) < 0, i.e, X is invisible to v.

(7)

The overall surface energy cost for the scene configuration is then calculated
by integrating the patches’ costs over the scene surface S:

E(S) =

∫

S

Φ(X,N)dA. (8)

Once Φ has been chosen, a surface S which minimizes Eq. (8) can be regarded
as the final scene surface (reconstruction result). Faugeras et al. [7] use a gradient
descent evolution to solve this problem. However, the integral in Eq. (8) is only
calculated on the surface S, and therefore the gradient descent evolution is driven
in terms of this surface. For this reason, the final result in [7] tends to be sensitive
to the initial position of the surface S. Since the surface to be reconstructed is
represented by a level set function φ, the energy functional in Eq. (8) can be
rewritten as
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E(φ) =

∫

Ω

Φ(X,N)δ(φ)|∇φ|dXdY dZ, (9)

where δ(φ) is the univariate Dirac function. Compared with Eq. (8), Eq. (9) is
directly formulated in the level set domain, and therefore the minimization of
it leads naturally to the evolution of φ. By introducing the term δ(φ)|∇φ| [12]
in the integrand, the integral in Eq. (9) can be done on the whole 3D space Ω.
So, the final result of φ that minimizes this energy functional is not sensitive to
where it has started its evolution.

We finally write down the full energy functional guiding the reconstruction:

E(φ) =α

∫

Ω

1

2
(|∇φ| − 1)2dXdY dZ + β

∫

Ω

Φ(X,N)δ(φ)|∇φ|dXdY dZ

+ γ

∫

Ω

δ(φ)|∇φ|dXdY dZ,

(10)

where the first term is a penalizing term [13] which force the level set function
to be close to a signed distance function as a numerical remedy for maintaining
stable evolution. The third term is a smoothness term that can be used as
a shape prior to improve the final reconstruction result. All the terms in the
energy functional are weighted by constants α, β, γ.

4.2 Energy Minimization

The Euler-Lagrange equation for φ of the functional in Eq. (10) can be given by

∂E

∂φ
= −α(∆φ − κ) − βδ(φ)(∇Φ · N + Φ · κ) − γδ(φ)κ. (11)

where ∆ is the Laplacian operator. κ and N are the mean curvature and unit
normal of the surface respectively, which can be calculated by

κ = div(
∇φ

|∇φ|
), N =

∇φ

|∇φ|
. (12)

Employing an artificial time variable t > 0, the steepest descent process for
minimization of the functional E(φ) is the following gradient flow:

∂φ

∂t
= α(∆φ − κ) + βδ(φ)(∇Φ · N + Φ · κ) + γδ(φ)κ. (13)

In practice, the Dirac function δ(φ) in Eq. (13) is replaced by the function δε(φ)
defined as

δε(φ) =
1

π

ε

ε2 + φ2
, (14)

with a small ε > 0. It gives a globally positive approximation to δ(φ). We use
δε(φ) in Eq. (14) instead of the one in [12, 13] because it can act on all level sets
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of φ, while the one in [12, 13] can only act on a few level sets around φ = 0.
In this way, Eq. (13) has a tendency to obtain a global minimum of E(φ) with
δε(φ) independently to the initial value of φ. The final evolution equation of φ
is hence given by

∂φ

∂t
= α(∆φ − κ) + βδε(φ)(∇Φ · N + Φ · κ) + γδε(φ)κ. (15)

The reconstruction result can be obtained from the zero level set of φ when this
evolution is over.

5 Experimental Results

In this section, we present the experimental results of our method on both syn-
thetic and real datasets.

In Fig. 6, we validate our visibility algorithm in some synthetic scenes that
are composed of several spheres and cuboids (Fig. 6a left and Fig. 6b left). In
this situation, since the true scene geometry is known, it can be very easy to
determine the real visibility information of the elements with respect to several
given viewpoints through our algorithm. In order to show our method usable in
any multiple views, we take two cameras with known position as the viewpoints
in our experiments. The visibility results (Fig. 6a right and Fig. 6b right)
demonstrate the performance of our approach.

Fig. 6. Visibility results of two cameras applied to the synthetic scene with known
geometry. The red surface represents the scene (occluders). The green and blue surface
represent the boundary between visible and invisible regions to camera one and camera
two respectively. (a) The visibility results of two cameras in a simple sphere scene. (b)
The visibility results of two cameras in a scene with more complex geometry.
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In Fig. 7, we apply our visibility algorithm to a number of reconstructions
with the Middlebury datasets [14]. The data consists of two objects, a dinosaur
and a temple (Fig. 7a), and three different sets of input images for each one,
with viewpoints forming a sparse ring, a full ring, and a full hemisphere around
the object. We perform our experiments on the dinoSparseRing (16 images) and
the templeSparseRing (16 images) inputs. Eq. (15) is used to estimate the final
3D models through an evolution process and the initial zero level set is taken
as a sphere. Fig. 7b illustrates some of those initial zero level sets (shown in
blue) along with the reconstructed 3D models (shown in red). It is clear that our
method can successfully reconstruct the surfaces for any initial level set function.

Fig. 7. The reconstruction results. (a) Some views of the dinoSparseRing and tem-
pleSparseRing datasets. (b) The reconstruction results of dino and temple (shown in
red) with several different initializations (shown in blue).

6 Conclusions and Future Work

In this paper, we have presented a state-based approach to visibility estimation.
It is based on an implicit ray tracing and can be used to solve the visibility prob-
lem of multiple views efficiently. With such a global visibility estimate, we have
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also proposed a variational formulation for multi-view reconstruction. Our main
advantage over other reconstruction methods relying on state-based visibility is
the independence from the initialization due to the ability of our optimization
to yield a global minimum of the energy functional. Future work will consist of
improving the efficiency of the photo-consistency measure as well as develop-
ing better shape priors. Quantitative experiments are also needed to evaluate
the accuracy and completeness of the reconstruction results. We also plan to
incorporate strategies to apply our method to non-closed surfaces.
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