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Abstract. This paper presents novel approaches for background mod-
eling, occlusion handling and event recognition by using multi-camera
configurations that can be used to overcome the limitations of the single
camera configurations. The main novelty in proposed background mod-
eling approach is building multivariate Gaussians background model for
each pixel of the reference camera by utilizing homography-related posi-
tions. Also, occlusion handling is achieved by generation of the top-view
via trifocal tensors, as a result of matching over-segmented regions in-
stead of pixels. The resulting graph is segmented into objects after deter-
mining the minimum spanning tree of this graph. Tracking of multi-view
data is obtained by utilizing measurements across the views in case of
occlusions. The last contribution is the classification of the resulting tra-
jectories by GM-HMMs, yielding better results for using together all dif-
ferent view trajectories of the same object. Hence, multi-camera sensing
is fully exploited from motion detection to event modeling.

1 Introduction

The field of machine (computer) vision is concerned with problems that involve
interfacing computers with their surrounding environment through visual means.
One such problem, surveillance, has an objective to monitor a given environment
and report the information about the observed activity that is of significant inter-
est. With the decrease in costs of off-the-shelf hardware for sensing and comput-
ing, and the increase in the processor speeds, surveillance systems have become
commercially available, and applied to a number of different applications, such
as traffic monitoring, airport and bank security, etc. However, state-of-the-art
visual surveillance algorithms that automatically analyze the scene, especially
with a single camera, (e.g., [1–3]) are still severely affected by many shortcom-
ings, such as occlusions, shadows, illumination differences, complex movements,
etc. In this respect, multi-camera visual networks are becoming more popular
due to the exploitation of 3D information and the presence of larger field of view
due to observation from different angles for better performance.

1 This work was supported by TÜBİTAK under COST 292 and EC IST 6th Framework
3DTV NoE.
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In general, a typical surveillance process can be decomposed into 3 main
tasks, as moving object detection, object tracking and event recognition. In this
research effort, three novel methods for background modeling, occlusion han-
dling and event recognition for multi-camera configurations are presented. A
common (joint) background model for two-views is constructed by using mix-
ture of multivariate Gaussians. However, instead of constructing the observation
vector by color and depth information, which is relatively difficult to obtain,
RGB values of homography-related pixels between views are utilized. Occlusion
handling is achieved by top-view generation via trifocal tensors. Over-segmented
foreground regions are matched between different views and transferred to the
top-view. Next, transferred points are segmented into objects via graph-based
clustering. In the proposed event recognition method, trajectories of the object
are extracted for all views during tracking and these trajectories are concate-
nated to generate a multi-view trajectory. Instead of single-view trajectories,
these multi-view trajectories are used as observations for training a GM-HMM.
Then, incoming object trajectories are tested against this GM-HMM to classify
their motion as normal or abnormal, in order to detect incidents in the scene.

2 Moving Object Detection

Foreground object detection via background subtraction has been used exten-
sively in video surveillance applications due to its satisfactory performance and
computational effectiveness [1, 3–6]. However, in case of a single camera, it is rel-
atively difficult to deal with erroneous segmentation results due to the dynamic
scenes and shadows. These false segmentations usually result in performance
degradation in subsequent actions, such as tracking and event recognition.

Utilization of multiple cameras leads to better handling of dynamic scenes,
shadows and illumination changes due to the exploitation of 3D information,
compared to a single camera. However, multi-camera methods usually have heav-
ier computational load than single camera methods have. Most of the methods
employing multi-camera systems, which are discussed in the following section,
use stereo cameras and depth information to model their background. However,
stereo cameras are not available in most of the surveillance applications, and
systems consisting of individual cameras with intersecting field of views (FOVs)
are generally preferred, due to their wide area coverage. In this section, multi-
camera background modeling method, which is comparatively less demanding
in terms of computation, is proposed. This method uses the information coming
from two separate cameras with intersecting FOVs, which is obtained by relat-
ing the input images by the homography matrix. The incoming information from
the cameras is concatenated by using a simple fusion method and therefore, it
achieves a real-time performance.

2.1 Related Work on Multi-Camera Object Detection

Many methods have attempted to solve some of the background modeling prob-
lems by using multi-camera configurations [5, 6]. Most of these approaches use
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the depth information from stereo cameras (narrow-baseline) to segment the
foreground regions [6]. In [5], 3D-geometry of a static scene is reconstructed by
using images captured from a number of calibrated cameras. However, these
methods are relatively difficult to apply for wide-baseline camera configurations.

On the other hand, Harville et al. [3] propose a multimodal system, which
adapts Gaussian mixture models of the background appearance, to the combined
image feature space of depth and luminance-normalized color. They use spatially-
registered, time-synchronized pairs of color and depth images that are obtained
by static cameras. However, the complexity of the algorithm is relatively high
and the depth information for each pixel is, again, difficult to robustly estimate
for any wide-baseline camera configuration. Therefore, instead of using color and
depth information together, we propose a method in which the color values of
homography-related pixels between views can be used.

2.2 Mixture of Multivariate Gaussians Background Model

Multivariate Gaussians can be thought of as a generalization to higher dimen-
sions of the one-dimensional Gaussians. Therefore, mixture of multivariate Gaus-
sians background modeling can be thought of as a generalization of its single
camera counterpart [4]. Each dimension of this multivariate model is obtained
by using the information from one of the cameras and the simplest way of re-
lating different views is fusing the available images via homography [7] with
the assumption that the observed scene is approximately planar. Each pixel in
the main camera view and intersecting FOVs unified background model is con-
structed by a mixture of K multivariate Gaussian distributions. The pixels in
the non-overlapping field of the main camera view are modeled by using mixture
of univariate Gaussians, which is similar to the single camera case. Then, the
probability of observing a pixel value XN in the common FOV at time N is

ρ(XN ) =
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, wk is the weight of kth

Gaussian and D = 2 for two camera case. In the formulation above, xN refers
to a pixel in the main camera’s intersecting FOV, while x′

N is the homographic
projection of onto the auxiliary camera’s intersecting FOV. Therefore, xN , x′

N

pairs satisfy the x′

N = H12xN relation. Finally, for each observation vector XN ,
there are 3 K-mixture multivariate Gaussian models, each corresponding to a
color channel, R, G or B. For other pixels, formulation that is explained in [4] is
used.

Every new pixel value, xt, is compared against the resulting K Gaussian
distributions, until a match is found. A match is defined as a pixel value within
2.5 standard deviations of a distribution. If none of the K distributions match the
current pixel value, the least probable distribution is replaced with the current
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value as its mean value, an initially high variance, and low prior weight. The
prior weight of the kth Gaussian at time t is adjusted as follows [4]

wk,t = (1 − α)wk,t−1 + αMk,t (2)

where α is the learning rate and Mk,t is 1 for matched models, and 0 for remain-
ing models. The µ and σ for unmatched distributions remain same, while the
matched ones are updated as follows [4]

µt = (1 − ϕ)µt−1 + ϕXt and
∑

t

= (1 − ϕ)
∑

t−1

+ϕ(Xt − µt)(Xt − µt)
T (3)

where ϕ = αη(Xt|µk, σk) .

2.3 Simulations on Multi-camera Object Detection

Various multi-camera surveillance sequences are tested by the proposed ap-
proach. The mixture of K (K = 5) multivariate Gaussian densities are esti-
mated via online EM-algorithm, as described in Section 2.2, approximately by
using 30 frames. The required homography relation is obtained by the help of
calibration markers on the scene. A typical result is given in Fig.1 for both uni-
variate and multivariate mixture of Gaussian cases. The proposed approach has
higher robustness against erroneous segmentation in one of the views, as it can
be observed from Fig.1. Apart from this fact, the objects, which are occluded by
static background in one of the views, can be correctly segmented as foreground,
if the object is observed in the other views. Unfortunately, the assumption of
planar objects might yield undesired masks, especially for tall vehicles. There-
fore, the method is more suitable for the cases in which the cameras are placed
on higher locations, where the height of the object becomes negligible with re-
spect to the camera position. Moreover, the presented algorithm achieves real
time performance (on a Pentium-IV 3 GHz PC) due to the low computational
load of homographic projections.

3 Occlusion Handling via Multi-Camera

Occlusions of moving objects are one of the major problems in any surveillance
system. During the moving object detection process, occlusions cause moving
objects to be either segmented in an erroneous shape or became completely
lost. These false segmentation results might cause subsequent actions to fail or
a decrease in their performance. Utilization of multiple cameras should lead to
better handling of occlusions compared to a single camera, due to the presence
of different views of the same scene.
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Fig. 1: Simulation results of Multivariate MOG from left to right and top to bottom,
input frame, background model, foreground mask due to single camera MOG, and
foreground mask due to multivariate MOG

3.1 Related Work on Occlusion Handling

There are various methods for occlusion handling in mono-camera surveillance
[1, 2], all of which have limited performance, especially in case of severe occlu-
sions. All these methods have the inevitable drawback of handling (tracking)
objects that might be initially occluded. Apart from the aforementioned meth-
ods, some feature-based trackers are also used to handle occlusions where only
partial occlusions are handled [8]. However, segmentation of these features into
individual objects generally fails during dynamic occlusions. On the other hand,
multi-camera surveillance systems have improved occlusion handling capabilities
with respect to their single-camera counterparts. M2Tracker [9] uses a region-
based stereo matching algorithm to determine 3D points on an object, and utilize
Bayesian pixel classification with occlusion analysis to segment people occluded
in different levels of crowd density. The complexity of this algorithm is relatively
high due to pixel-wise classification. Moreover, in [10], Mittal and Davis describe
an algorithm for detecting and tracking multiple people in a cluttered scene by
using multiple synchronized cameras located far away from each other.

3.2 Occlusion Handling from Multi-view Video

The most promising way of handling occlusion problem is to generate (virtual)
view(s) of a scene from the available multi-view data, so that this novel view(s)
is free of occlusions. However, the rendering process is a computationally de-
manding procedure for all pixels; hence, such an approach should be applied
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Fig. 2: Point transfer by using trifocal tensor

in a simpler manner by utilizing small regions, instead of pixels [10]. Follow-
ing the moving object detection step, foreground regions are segmented into
homogeneous regions based on their color content. These small segments are
used to replace the pixel-based view rendering process, during the estimation
of the epipolar geometry between views. To this aim, all the center of masses
for these segments are transferred to an imaginary top-view via trifocal tensor,
as shown in Fig.2, by intersecting the epipolar lines of two matching points on
the top-view [7]. The points in the resulting top-view must be segmented in or-
der to cluster them into individual objects; the only available information are
the positions and the (average) color values of these points. Point clustering
is performed by using minimal spanning tree [11] of the graph resulting from
these points, where top-view points are defined as nodes (or vertices) of this
undirected graph. Affinity-based graph theoretic clustering is avoided due to its
computational burden. In order to further decrease the computational cost, only
one node is chosen in N × N neighborhood of that node. Assuming that the
segments of the same object are close to each other and in most of the cases
they have similar color values, the weight of a link or an edge between nodes
nodes-i and -j could be defined as

Wij = αHdiff + (1 − α)Ddiff (4)

where Hdiff is the difference between the hue values of the nodes-i and -j, Ddiff

is the Euclidian distance between these nodes, whereas α is the weight between
these measures. The edges, whose weights are larger than a certain threshold
value in the minimal spanning tree, are cut and minimal spanning forests are
generated.

3.3 Simulation Results for Occlusion Handling

The data described in Section 2.3 are utilized during these tests. Typical results
are given in Fig.3. Clustered minimal spanning forests with different colors in
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Fig. 3: Simulation results of occlusion handling from left to right and top to bottom,
first input image, second input image, from the top-view transferred segment centers,
clustered minimal spanning forest

the bottom-right image represent the segmented objects. The performance of
the overall system is quite acceptable for segmenting partially occluded objects.
However, under strong occlusions, epipolar matching cannot be performed accu-
rately and the generated top view might not represent the foreground objects.
Moreover, when the objects in the mask have similar color values and they are
close to each other, the foreground mask is under-segmented, since the trans-
ferred points might not be distinguishable.

4 Tracking and Event Recognition from Multi-Camera

Tracking of objects in a scene is another imperative requirement for any video
surveillance system. The main causes of tracking failure in mono-camera cases
are static and dynamic occlusions. Considering a minimal amount of occlusions,
a single camera might be sufficient for tracking. However, as the densities of static
and dynamic occlusions are increased, multi-camera configurations with a larger
field of view should be capable of resolving static, as well as dynamic, occlusions
better than single-camera configurations. It should be noted that in multi-camera
systems, occlusions might occur at different time instants for separate views, and
the overall system should be able to track occluded objects successfully after
exploiting the available track information in different views. By the help of such
a multi-camera tracking method, the resulting trajectories of the object can be
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used for event recognition. Since multi-camera information is being utilized, these
trajectories lead to better interpretations of activity type that is of significant
interest.

4.1 Related Work on Tracking and Event Detection

The previous research efforts indicate that the multi-camera employment gives
promising results also during tracking. Especially for the occluded scenes, col-
laboration of multi-camera configurations leads to better handling of track losses
[12]. Among different methods, the approach by Black et al. [12] is pursued for
developing a tracking algorithm due to the promising results for their relatively
simple algorithm.

For event analysis, many methods have been proposed to identify unusual
activities in the scene [13, 14]. Bashir et al. [15] employ Hidden Markov Models
(HMMs) to recognize the segmented trajectories, rather than GMMs, and those
hidden states in HMMs are represented by GMs. Porikli and Li [16] propose a
traffic congestion estimation algorithm that employs Gaussian Mixture Hidden
Markov Models (GM-HMM), while they extract the congestion features in the
compressed domain by less accurate motion vectors.

4.2 Tracking

As stated in [12], moving object segmentation is performed by background sub-
traction and Kalman filter is used to track segmented objects in each of the
views. In the proposed approach, in case of no measurement associated with the
track due to an occlusion, the other view(s) are used to generate measurement. In
order to fuse the information coming from different cameras, a relation between
these two tracks should be defined. The simplest way of relating different views
is point transferring via homography, since epipolar matching, by using epipo-
lar lines, is computationally expensive and difficult to perform for wide-baseline
configurations.

In the proposed approach, tracking is performed in each view and trackers in
different views are related to each other via homography. The object states are
tracked in 2D by using separate Kalman filters. The object state in 2D Kalman
filter includes the image location of object as well as its velocity in pixels and con-
stant speed assumption for object velocity is used. When an object is observed
for the first time, a separate Kalman filter is initiated for this object. Then, for
next incoming frame, background subtraction is performed and a set of fore-
ground moving objects are obtained. Among these objects, the nearest moving
object to the predicted state of the tracked object is labeled as the next position
of that object and the position is used to update the corresponding Kalman
filter. Hence, object association between the consecutive frames is achieved via
Kalman predictions. If the distance between the nearest moving object and the
predicted state of tracked object is larger than some certain threshold, or there
is no moving object in the foreground mask, then this situation is denoted as
no measurement case. When no measurement case occurs in one of the views,



M2SFA2 2008: Workshop on Multi-camera and Multi-modal Sensor Fusion 9

mostly due to occlusions, if there is a measurement in the other view for tracked
object, the position information projected from the other view is used as a mea-
surement to update for the corresponding Kalman filter. In order to utilize this
information, a match of the object in the other camera view must be determined.
Given a set of detected moving objects in each camera view, a match between a
correspondence pair is defined when the following transfer error condition [12]
is satisfied:

(x′ − Hx)2 + (x − H−1x′)2 < τ (5)

where x and x′ are image coordinates in the first and second camera views,
respectively. This constraint is applied to determine correspondence between the
moving objects that are already detected in each camera view. The representative
coordinate of an object is assumed to be the closest point of its foreground mask
to the ground plane (which is generally the rear end of the mask), since its
location minimizes the projection errors. When no measurement case occurs in
both of the views associated with the tracked object, updates of the Kalman
filters are calculated separately by using corresponding predicted state values.
The aforementioned steps are repeated until the tracked object leaves the field
of view (FOV). When the object leaves the common FOV, its trajectories for
both of the cameras are extracted for event recognition.

4.3 Simulation Results on Tracking

The discussed method is tested by using various video sequences in each of which
a vehicle runs in front of a camera. Also, individual performances of trackers
(without other view measurement assistance) are tested by using the same video
sequences and a typical result is given in the Fig.4 where trajectories of tracked
objects are shown in red. The performance of the proposed method is strongly
dependent on the correct matching performance of the tracked object between
the two views. Therefore, the object must be segmented correctly in the initial
frames, as soon as it enters the common FOV. Moreover, a couple of correct
measurements are needed to initiate the Kalman filters. The small variations in
the object trajectories are caused by erroneous foreground masks. During back-
ground subtraction step, the foreground mask of the object differs slightly in
size (especially along its borders) between consecutive frames. Therefore, the lo-
cation of the object, which is the rear-end point of its foreground mask, slightly
vibrates between frames. This method has an obvious advantage compared to
single-camera tracking, when tracked object stops behind an obstacle. As long as
one of the cameras continues to observe the object, it can be tracked correctly
along the frames. However, in the single-camera case, Kalman tracker for the
occluded object would fail and object becomes lost. As shown in the simulation
results, Kalman trackers (without assistance) failed and lost the track of object
when it passed behind an obstacle. Moreover, new Kalman trackers are erro-
neously initiated, since occluded objects are incorrectly identified as if they are
appearing for the first time.
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Fig. 4: Simulation results of multi-camera tracking algorithm, (left) other view mea-
surements are not used in ’no measurement case’, (right) both view measurements are
utilized

4.4 Event Recognition via Multi-view Trajectories

A GM-HMM based method is utilized to recognize the spatio-temporal events
that occur in the observed scene. The events are classified into two sets, as
normal and abnormal due to their spatio-temporal behaviors that are stored in
their trajectories. Normality is simply defined as existing in the training set. The
extracted object trajectories, which are accepted to be normal, are used to train
a GM-HMM and new trajectories are classified by using this model. For the
single camera case, the measurements can be obtained by using only one sensor.
Therefore, the extracted data are limited, compared to the multi-camera case.
In the proposed multi-camera (two cameras) event recognition method, three
different trajectory matrices are defined for each object, such that the first one
is the image locations of the object in the first camera view, whereas the second
one is the image locations of its matched pair in the second camera view. The
last trajectory matrix is obtained by simple concatenation of the first and the
second trajectories. The positions of the ith object in the kth frame of first and
second camera are shown as the position vectors;

pi
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yi
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]

and pi
k2

=
[

xi
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k2

]

(6)

where x and y are the image coordinates in the corresponding camera views.
Then, the first and second trajectory matrices consist of
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The third trajectory matrix is
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where m denotes the starting frame number, in which the object enters the FOV,
and n is the end frame number, in which the object leaves the FOV. These three
trajectory matrices are used to train 3 different GM-HMMs and the incoming
trajectory matrices are tested separately by using these three models in order
to check their applicability to these trained models. The simulation results are
given in the following section.

4.5 Simulation Results on Event Detection

During the simulations for the proposed multi-camera (two cameras) event recog-
nition method, 3 different trajectory matrices are defined for each object, such
that the first set of matrices contain the positions of the objects in the first cam-
era view, whereas those of the second set contain image locations of matched
pairs in the second view. The third trajectory matrix is obtained by concate-
nating the first and the second trajectories. These three trajectory matrices are
used to train 3 different GM-HMMs and the incoming trajectory matrices are
tested separately by using these three models. Each model involves left-to-right
connected 4 states. Each of these 3 GM-HMMs is trained by using 270 trajec-
tory matrices from typical traffic surveillance data. Then, various abnormal cases
(such as reverse traffic flow or lane crossing) are tested against each of these 3
GM-HMMs separately. As a result of training, the average Viterbi distances of
the training objects for these three models are obtained, as, 10.20, 10.06 and
20.04, respectively. Table 1 presents the Viterbi distances of some typical test
matrices, which are known to be abnormal, against these 3 models, whereas the
ratios of Viterbi distances of these test trajectories to the average Viterbi dis-
tances are given in the Table 2. These ratios indicate that utilization of both
trajectories for modeling gives a better discrimination against recognition of
abnormal events.

Table 1: Test case: Viterbi distances of test objects trajectories to the models

Object ID Viterbi distance Viterbi distance Viterbi distance
to GM-HMM-1 to GM-HMM-1 to GM-HMM-1+2

1 20.4 19.9 45.1
2 21.2 19.7 45.0
3 26.9 24.7 55.2
4 10.7 10.5 21.2
5 10.4 10.5 22.1
6 10.1 9.9 19.7
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Table 2: Ratios of the Viterbi distances of test objects trajectories to the average Viterbi
distances of training objects trajectories

Object ID Viterbi distance / Viterbi distance / Viterbi distance /
Average-1 Average-2 Average-1+2

1 2.00 1.98 2.25
2 2.08 1.96 2.24
3 2.64 2.45 2.75
4 1.05 1.05 1.05
5 1.02 1.04 1.10
6 0.99 0.99 0.98
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