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Department of Engineering Science, University of Oxford
0OX1 3PJ, Oxford, UK
{eric,ian}@robots.ox.ac.uk

Abstract This work presents a method to control multiple, but diverse
pan-tilt-zoom cameras which are sharing overlapping views of the same
spatial location for the purpose of observation of this scene. We cast this
control input selection problem in an information-theoretic framework,
where we maximise the expected mutual information gain in the scene
model with respect to the observation parameters.

The scene model yielding this information comprises several dynamic
targets, augmented by one which has not yet been detected. The infor-
mation content of the former is supplied directly by the uncertainties
computed using a Sequential Kalman Filter tracker for the observed tar-
gets, while the undetected is modelled using a Poisson process for every
element of a common ground plane. Together these yield an information-
theoretic utility for each parameter setting for each camera, triggering
collaborative explorative behaviour of the system.

Overall this yields a framework in which heterogeneous active camera
types can be integrated cleanly and consistently, obviating the need for
a wide-angle supervisor camera or other artificial restrictions on the cam-
era parameter settings.

1 Introduction

Successful observation of a scene of multiple moving targets is pervasive in any
surveillance scenario, and its success a prerequisite for further interpretation of
the gathered data, e.g. classification. In an active vision setting, this success
highly depends on the sensible selection of control actions for the monitoring
process. In many application areas — such as sport events, surveillance, and pa-
tient monitoring — camera control can be seen as a simple example for arbitration
of different interests. One interest is to obtain the maximum resolution of a tar-
get to facilitate classification. Examples are identification of people, closeups to
disambiguate specific gestures, or properties such as view direction. The second
interest is to minimise the risk of losing a target once it has been detected. Here
zoom is an important factor. When a target remains static, the zoom can be
safely increased. Once a target starts moving, small mistakes in following the
object can result in a loss of sight. For example, following an object with a fixed
zoom telescope gets harder the more erratic this object moves. A third interest
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is an ongoing observation of the environment, in order to minimise the risk of
not recording events of importance. Previous authors have put forward solutions
to control a specific setup of cameras such as a fixed supervisor camera directing
multiple active sensors, and special rules have been found to schedule cameras
to observe a number of people. In contrast, our work focusses on a generic setup
of heterogeneous active cameras observing a number of targets, making use of
different camera types in a homogeneous manner.

For a set of dynamic targets, the increase of accuracy by a zoom process has
to be arbitrated with the chances of losing lock and missing targets of interest.
The latter — exploration of the scene — is explicitly addressed by a dynamical
model of the scene, modelling the appearances of actors in the environment.
A yet undetected target is integrated into a decision process by the informa-
tion to be potentially gained upon detection. We have presented a method for a
single camera in our previous work [1]. Here, we extend this work towards mul-
tiple cameras, and argue that mutual information is the right metric to handle
more than one target. We furthermore correctly include the performance of the
detector in the acquisition process.

The remainder of this paper is structured as follows. Related work is dis-
cussed in the next section, followed by a quick review of the decision process for
camera parameter selection. The Sequential Kalman Filter and its resulting mu-
tual information gain are discussed in section 3.1, and section 3.2 gives examples
how the approach responds sensibly in situations requiring camera hand-off. In
section 3.3, we explain how the observation likelihood of a yet undetected tar-
get adds an exploratory behaviour to the parameter selection process. We then
present an experiment on a stereotypical situation.

2 Related Work

This work touches several areas. One is finding the optimal zoom setting of a
camera. Both Tordoff and Murray [2] as well as Denzler et al.[3] use probabilistic
reasoning for camera zoom control, effectively minimising the chance of losing
the target while maximising zoom level at the same time, but address only a
single camera. In particular, Denzler et al.[3] were the first to minimise entropy
for the control of a pan, tilt and zoom camera. Deutsch et al.[4] extend Denzler’s
work towards multiple cameras, but also consider a single target only. Mutual
information and information theoretic measures are also used for view planning
in classification tasks [5,6] in the presence of a single, static target.

When there are more targets to be observed than sensors available, a deci-
sion has to be made which target to observe with which sensor. This camera
assignment problem is phrased as a dynamic optimisation problem by Bagdanov
et al.[7]; specifically Isler et al.[8] address the computational issue of assignment
of a single target to a single camera. Zhang and Qi [9] use mutual information
from a Dynamic Bayesian Network to decide upon use of different sensors for a
specific target type.

This touches upon the area of camera scheduling, which has been picked up
in some recent works by the vision community [7,10,11]. These all use at least
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one specific supervisor camera and specific, hand-crafted rules to control the
individual sensors, for example choosing the zoom setting via geometric reason-
ing. Another area this work touches is long term surveillance of a scene, where
efficient placement of cameras is vital. Here, the installation cost is minimised
with respect to a maximisation of the quality of the recorded data [12,13]. Since
this is a long term goal, short term behaviour by active parameter changes are
usually not addressed, and the optimum is found for a static environment with
temporal average of target behaviour. An exception is Bodor et al.[14], who use
their method to place a robot for optimal surveillance; still, no zoom parameters
are adjusted.

Control methods benefit from a feedback of learned scene parameters, in the
surveillance domain this is usually pedestrian activity [14,15,16] or saliency [17].
In the latter work a sophisticated perceptual model is learned and used to drive
the focus of attention. Our work provides a facility to integrate such acquired
knowledge by using an appearance rate of objects in the supervised area. This
information can then be used to drive other observation priorities than target
tracking. Elfes [18] pioneered such dynamic certainty grids to model information
obtained about scene areas. This approach has also been used by Bourgault et
al.[19], where different objectives in robotic exploration are arbitrated in likewise
fashion. Grocholsky [20] uses mutual information in an optimal control setting
with moving sensors and static targets.

Multi-target tracking in general is a very active field of research [21,22,23,24].
A good overview of the mathematical prerequisites for multi camera tracking
can be found in Calderara et al.[25]. Recently, Fleuret et al.[26] have presented
a sophisticated tracking method using probabilistic occupancy grids. However,
these works are usually constrained to static cameras, whereas we focus on the
control of active ones.

3 Camera Parameter Selection

One goal of our system is to track objects and obtain images at a high resolution
to aid in processing steps, e.g. identification or classification. For this, we desire
minimal uncertainty in the location of the objects. This evokes the problems
of target assignment to each camera, and parameter selection for each camera.
The first summarises which camera is to be used to track a number of targets.
The second problem addresses the choice of zoom and other parameter for each
camera, which are bounded by the uncertainty of the object’s motion, as well as
its spatial extent.

We phrase these problems in a coherent information—theoretic manner. The
procedure is as follows: Before making an observation at time k, we choose the
best parameter a; for the observation. The parameter a; summarises the differ-
ent settings for the observation process, i.e. assignment of targets to cameras,
and the respective pan, tilt and zoom settings. Among all choices, this parameter
will maximally reduce the expected uncertainty in a given probability distribu-
tion of the true state x;. Applying the chosen parameter yields an observation
oy, which is finally used to update the distribution p(xy).
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A measure for uncertainty of the state is Shannon entropy, and since the
decision for an action has to be made before observing the target, the appropriate
value is the expected conditional entropy. This quantifies the average uncertainty
in state x when an observation o is made, and is independent of any actual
observation:

falxio) = [[ " pa(x,0) log(pa(x]0)) dx do (1)

When looking at a set of multiple targets X = x'...x", the currently known
information is of importance. In a surveillance context, following a target at
highest zoom may lead to other targets passing through the wider scene unno-
ticed. This evokes the use of expected mutual information gain, which measures
the information potentially gained by making an observation, and is simply the
difference between the expected uncertainty and the current uncertainty:

I(x;0) = H(x) — H(x|o) = —E {m} ?

If the random variables x and o are independent, the information about x po-
tentially gained from an observation is zero.

The resulting distributions pa(x, 0) and pa(x|o) depend on the chosen action
a. The optimal action — the best parameter settings for all sensors — is finally
obtained from maximising the expected mutual information gain

a* = argmax I(x;0) (3)
a

over all possible actions. This can be interpreted as choosing the action which
makes the distribution p(x|o) more peaked relative to p(x).

The parameter a hides the intricacies of the target assignment problem. Here,
a decision has to be made about which sensor is to observe a subset of targets.
For example, one camera can focus onto a single target, another one is directed
towards a group of targets. When assigning targets to sensors in such a way,
resulting measurements are expected. Maximising the expected gains from these
measurements by a full search quickly becomes prohibitive, since the number of
options scales with the factorial of the number of targets and cameras.

When instead maximising over all different parameter settings, the advantage
is that no such decision has to be made a priori. The benefit of looking at a set
of targets, and ignoring others is given by the objective function. For example,
directing a camera away from a target does not gain any information about this
particular one, and — as can be seen in equation 2 — an observation will never
be detrimental to the mutual information, no matter how unlikely the chance
of making it, we can therefore assign all targets to all cameras. When using
mutual information to weight the importance of a single target in the observation
process, the information already gathered about this target is incorporated. It
is less sensible to follow a target at highest zoom level when this also risks the
loss of another target.
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3.1 Tracking with multiple cameras

We represent the motion of a target in the scene in ground plane coordinates,
facilitating integration of measurements from different cameras. Furthermore,
we assume that these cameras are calibrated and have a negligible positional
error. Whereas this is a strong requirement compared to other methods [25] —
the camera calibration needs to be obtained for every parameter setting of the
camera — the benefit is the ease of data fusion in a common ground plane.

For tracking we use a sequential Kalman filter, which is a simple extension of
the standard Kalman filter. Its derivation and resulting equations can be found
in textbooks, e.g. [27], so that we can confine ourselves to the notation required.
The sequential Kalman filter makes a single prediction step, taking target state
xZ , and covariance matrix P +_q to a predicted position X, and Py 1 » taking into
account the uncertainty of the motion model. This prediction is updated once for
every observation made by each camera, which is valid if the measurement noise
of the cameras is uncorrelated. This is a common assumption [4,27]. For each
update, the observation matrix H is linearised anew at the estimate produced
by the incorporation of the previous observation.

The resulting covariance of a single target observed by a set C' = {c1,...,¢,}
of cameras, which can be a subset of all cameras C*, is thus the product of all
Kalman filter gains:

Pl = <H<I - KCHC)> P, (4)

ceC

Since the differential entropy of a Gaussian distributed state vector x € R™ with
covariance matrix P is

n 1
Hx) = + 5 log((2n)" [P)), (5)
the conditional entropy of the sequential Kalman filter with covariance given in
equation 4 and observations {o}, reduces to

Ha(x|{0}) = Z(1 + log(27) + > log [T - K H,| + log [P ]). (6)
ceC

The resulting covariance depends on the order of the updates, and the probability
of actually making an observation with each sensor. The former is resolved by
assuming a sufficiently stable linearisation point, and the latter is obtained from
the overall chance of making an observation within the field of view {2, a camera
can supervise for a given setting a:

w(a):/ﬂ pa(0) do (7)

c

Full evaluation of equation 6 for every possible combination of expected target
observability is of exponential complexity in the number of cameras. We therefore
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approximate (see [4]) a single covariance matrix f’gc resulting from a single
observation process of a single camera by:

Pl =we(a)(I - KH)Pj , + (1 — we(a))Pj .. (8)
The mutual information for all targets is then

I.(x;0) = H(x) — ﬁa(x\o) =-n/2 Z log |T — w.(a)K.H,|. (9)
ceC*

3.2 Examples

To highlight the influence of this objective function on the parameter selection,
we created some simple artificial scenes. Here, the target is simply moving on
the ground plane and has no spatial extent, i.e. the observation yields a point
in the image plane. The target moves on a predefined spline curve, which model
second order behaviour, whereas the motion model of the Kalman filter is linear.

In the first scene setup, a single moving target is observed by two fixed-
zoom cameras, both looking in the same direction. The first one is fixed, and
the second one can move along a part of the z-axis to follow the target, but
otherwise has the same observation parameters as the first. A top view of this
scene is shown in figure 1(a). Given that the cameras are sufficiently far away
from the target, the choice of the camera position will not have an influence
on the linearised observation model and in turn the target’s covariance matrix;
instead, it will have an impact on the visibility term in equation 7 only. Thus
the maximal mutual information for a single target will simply maximise the
probability of making an observation, which is given in equation 7. The contour
plot 1(b) shows this visibility term for varying positions at different time steps.
It forms a plateau, where the chance of making an observation is 1, which falls off
to 0 according to the predicted positional uncertainty and observation noise. The
selected camera position is anywhere on this plateau, which follows the expected
target movement.

In the second artificial scene, the second camera is now also allowed to change
its zoom factor between 1 and 12. This setup and the resulting camera positions
are shown in figure 2(a). The zoom setting influences the Jacobian of the observa-
tion model, and therefore the expected covariance of the target, as in equation 6.
The objective function for these parameters is shown as a contour plot for three
frames in figure 2(b). The initial zoom value is limited because of the high un-
certainty after initialisation of the Kalman filter. Later, the tracking is good
enough to guarantee successful tracking at highest zoom level. Finally, the tar-
get left the field of view of the first camera and the second one has to zoom out
to maintain successful tracking. This is also portrayed in figure 2(c), where the
maximum mutual information is shown for the given observation parameters.
For a single target, the resulting camera settings are the ones which allow for
maximum visibility at highest zoom.
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Figure 2. (a): Top view of the simple scene setup. The second camera follows the target
and zooms onto the target, trading expected visibility for decreased entropy. Lighter
tones correspond to earlier frames. (¢): The resulting entropy term for all positions and
zoom settings for three frames. (b): Maximum mutual information per frame, along
with resulting translation and zoom setting

As another example, showing collaborative tracking of cameras with this
formulation, we set up an artificial scene motivated by a real world data set
with multiple cameras and manually annotated ground truth®.

We model the state of the targets as a 3-dimensional bounding box mov-
ing on a ground plane with linear dynamics. The observation model yields the
two-dimensional bounding box of the projected vertices of the target. The only
parameters varied here are the zoom settings for both cameras. Figure 3 shows
the tracking of a pedestrian in said scenario. The rectangles mark the bounding
box of the actor, whose path is artificially occluded in the centre. At the start
of the sequence, the mutual information gain for the second camera is close to
zero, because the view to the target is occluded. As long as the other camera
observes the target, the position estimate is accurate enough to be sure that
the target is still blocked from view. Once the target is lost by the first camera,

L PETS 2001 data set: http://pets2001.visualsurveillance.org
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Figure 3. Trajectories of first actor of the PETS 2001 data set with superimposed
ground plane in left and right view. Only every 10th frame is shown. Plot 3(e) shows
the likelihood of making an observation for both cameras (left:red, green/light: right).
The resulting zoom setting for the two cameras is shown in plot 3(f). See text for
details.

the mutual information gain raises since the uncertainty of the target’s position
raises - hence an observation might be made in the area surrounding the blocked
view. This behaviour is shown in the close-up of the development of the mutual
information in 3 (c). This behaviour is sensible in that there is no other objective
for the first first camera. As soon as another target of interest is available, the
camera will focus on this. We will give an example for this in the next section.

3.3 Searching for unobserved targets

When zooming onto a single target or a subset of targets, a wider field of view
is sacrificed, which increases the risk of missing other, possibly more interesting
targets or events in the scene. We thus add the chance of the appearance of an-
other, yet undetected target to our scene model. New targets appear regularly,
but unpredictably. The absolute times of two appearances are independent ran-
dom variables — the number of appearances before an occurrence is independent
of the number of the following ones. Similar to [1], we assume that at a given
position y, the waiting time 7" until the next appearance of an object at location
has an exponential distribution with the appearance rate A(y). This yields the
prior p(e,y) on actual target existence at this position.

In many recent tracking systems, a tracking method is initiated after prior
detection. These detection methods can be relatively simple and computationally
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cheap, such as background subtraction, or harness the robustness of detectors
for specific object classes. Once an object is detected, a tracking method is
instantiated on this object, e.g. a Kalman filter. We assume that a detector can
potentially find an object if it is in the field of view (2. of a single camera. The
detection performance, i.e. the chance of making a detection d, can be described
by a likelihood p(d|e) for a prior target existence e.

We now discretise the ground plane into N locations y. The expected infor-
mation gain at each location is then

L, (ely; d) = H(ely) — H(eld,y) = H(e) + ) pa, (e, dly) log pa, (c|d,y) (10)
e,d

The joint probability pa, (e, d|y) is trivially obtained via Bayes from the detec-
tion performance and the chance that an object has appeared at this location.
Assuming that detections in all cameras and probabilities of appearance at all
locations y are independent, the expected information gain I N.,a, for given pa-
rameter settings is the sum of all information gains for all NV locations and all
cameras.

4 Experiments

To compare active vision algorithms in a fair manner, all methods should be
presented with the same input. When this video data portraits human actors,
such a live evaluation becomes difficult and straining due to continuous repetition
of the same tasks. We therefore use pre-recorded video for our evaluation. If the
resolution is high enough to support a “virtual zoom” approach, where the image
is down-sampled and cropped to a desired field of view, object detectors or blob
trackers can be run on the down-sampled image. Unfortunately, few of such
data sets exist — either the annotation is very limited, or the data is at a very
low resolution. One of these is the PETS 2001 data mentioned in section 3.1,
where only one sequence is annotated. To compare the tracking performance with
respect to ground truth, we use these data sets in the following manner. For every
annotated target in the scenes, we add Gaussian noise of 1 pixel to the labelled
bounding boxes. Detections are randomly generated upon the first entrance of
an object into the field of view of a camera. Each detection is assigned a Kalman
filter, which is used to obtain the uncertainty of the tracking as described in
section 3.1. The Kalman filter uses an observation noise of 1 pixel, and process
noise of 0.05 units (both for 1o). A track is lost if for more than 10 frames
no observation has been made, the target leaves the maximum field of view, or
the expected measurement does not overlap with the actual measurement. This
approach finally removes other sources of error in the evaluation, e.g. from data
association.

We measure the performance of the method with two metrics. The first is the
relative size increase of the observed targets, compared to the ground truth values
without zoom control. We justify this choice by reported increase of identification
capabilities of state of the art systems [28]. When evaluating the observed area
of multiple cameras, we only use the maximum area of the target in each of the
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recorded images. The second metric is the average delay of the initial acquisition
of a target.

The first experiment compares the performance of the proposed tracking
method for different target assignments and data fusion methods. Either all or a
single targets are assigned to each camera, and these targets are then tracked by
a common Kalman filter, or one for each camera. We furthermore compared this
control rule with one that favours zooming out when the mutual information
gain to be expected is very small (as described in section 3.1).

Here, the reward for zooming out was set to a constant value, to emphasise
the behaviour resulting from the Kalman filter control rule. The only parameter
which was optimised is the zoom setting of the cameras, which was allowed to
vary between 1 and 9. Figure 5 shows the results of an evaluation on the PETS
data set for a varying number of actors, approximating an increase in scene
complexity. Whereas the average increase in observation area of all targets is
similar, the approach of assigning a single target to a camera without sharing
the information among the cameras results in a delay in acquiring new targets.

5 Conclusion

In this paper we have introduced how mutual information can be used to control
multiple cameras to track multiple targets, and how entropy based measures can
be used to combine different objectives, such as exploration vs. tracking. Whereas
here only two objectives have been investigated and the numerical evaluation
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is far from complete, we would like to point out the unifying approach and
extensibility of this method.

Whereas the resulting evaluations of the work presented have been carried
out on synthetic data only, the setup has been motivated by publicly available
data sets depicting “real world” scenes. Nonetheless, we are currently working
on the integration of this method into an active vision system.

Our future work finally focusses on an integration of the data association
into the mutual information term, efficient ways to reduce the action space of
this optimisation problem, and a step away from the omniscient, or “super-
Bayesian”, approach of a state model in every camera, facilitating control of
widely distributed camera networks.
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