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Abstract. In this paper we report on our experiments on linking names
and faces as found in images and captions of online news websites.
Whereas previously, the focus has been mostly on assigning names to
the faces, we generalize this framework, exploiting the (a)symmetry be-
tween the visual and textual modalities. This leads to different schemes
for assigning names to faces, assigning faces to names, and establishing
name-face link pairs. On top of that, we investigate the use of textual and
visual structural information to predict the presence of the correspond-
ing entity in the other modality. This further improves the accuracy of
the cross-media linking results.

1 Introduction

In this paper, we address the challenge of linking data across different modalities.
In particular, we focus on the problem of linking names found in an image caption
with the faces found in the corresponding image and vice versa. Such cross-
media alignment brings a better understanding of the cross-media documents
as it couples the different sources of information together and allows to resolve
ambiguities that may arise from a single media document analysis (e.g. confusion
between senior and junior George Bush). At the same time, it builds a cross-
media model for each person in a fully unsupervised manner, which in turn
allows to name the faces appearing in new images (with or without caption) or
to visualize the people mentioned in new texts.

Because there are usually several names mentioned in the text and several
faces shown in the image (see figure 1), and not all of the names have a cor-
responding face and vice versa, there are many possible alignments to choose
from, making cross-media linking a non-trivial problem. However, analyzing a
large corpus of cross-media stories (images with captions) the re-occurrence over
and over again of particular face-name pairs provides evidence that they might
indeed be linked to the same person. This is based on the assumption that the
two modalities are correlated at least to some extent - a reasonable assumption
for news stories where both modalities give a description of the same event.
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This problem has been studied before (e.g. [1–3]). However, in earlier work
the stress has always been on assigning names to the faces in the images. Here,
our aim is to broaden this, exploiting the (a)symmetry between the two modali-
ties. In a first model, we assume that the names of the text generate the faces in
the image, in a second model we assume that the faces in the image generate the
names in the text, and in a third model we consider the joint probability of the
names and faces in order to compute the linking. We use here a standard Expec-
tation Maximization algorithm. Additionally, because not all names of the text
are equally important and the same is true for the faces in the image, the models
can be corrected and possibly improved based on this salience information.

The remainder of this paper is organized as follows. We first describe some
related work, followed by a description of the preprocessing steps. The next
sections discuss the different linking models. Then, we shortly present the dataset
used in the experiments and discuss some preliminary results.

2 Related work

Probably most similar to our work is the work of Berg et al. [1]. They were the
first to study the problem of linking faces appearing in an image with the names
mentioned in an associated text. They represent the faces in a face appearance
space based on kernelPCA and cluster them using a Gaussian mixture model,
where each component is assumed to correspond to a specific person. The param-
eters of the Gaussian mixture model are learnt together with the most probable
assignments between detected faces and detected names based on an expectation
maximization algorithm.

Our work is similar in spirit. However, we use a different face representation
based on a 3D morphable model that has been fit to the image and as such allows
to remove the effect of changes in pose and illumination. We avoid the restricting
assumption that all faces of a specific person are Gaussian distributed. Instead,
we vector quantize the feature space and use a piecewise linear approximation
of the face distribution over these vector cells. Working with vector quantized
features to represent the faces brings the additional advantage that now the
textual (names) and visual (faces, or actually face clusters) representations are
quite similar and both modalities can, to some extent, be interchanged. We do
not impose a one-to-one relation between these names and face clusters though.

We generalize the framework of [1], playing with this intrinsic (a)symmetry
between names and faces. Different models are proposed, depending on the task
and focus, to assign names to faces (as done in [1]), to assign faces to names, or
to identify pairs of names and faces.

Finally, we extend the framework by bringing in context information, which
we refer to as picturedness (the probability that a person is actually in the
corresponding picture, based purely on textual information) and namedness (the
probability that a person is actually named in a text, based purely on visual
information). Berg et al. also studied some simple text analysis cues, but not
the other way around.
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A related problem consists of finding faces of a single query person by exploit-
ing both images and captions. A graph-based approach, where nodes correspond
to faces and edges connect highly similar faces, has been studied by Ozkan et al.
[4]. This method has later been refined by Guillaumin et al. [2], who also extend
the method to deal with the multi-person naming problem. On their dataset,
they outperform [1], which, they claim, is mostly due to the fact that, like us,
they do not have the assumption of Gaussian distributions in feature space.

Finally, Jain et al. [3] proposed a scheme coined People-LDA. They incorpo-
rate context information from the text using a topic model inspired by Latent
Dirichlet Allocation [5]. Topics are anchored on a specific person, using the faces
as a guiding force. In fact, they do not use the person names at all, except for
the initialization. They do not assume a Gaussian distribution for the faces, but
instead use a generative model of the differences in appearance of two faces.
This model is learnt beforehand, and the distribution over face space for a spe-
cific person is not updated after initialization. By including text information
other than the person’s name, they are able to assign the correct name even
when it is not mentioned in the associated text, a limitation of all named entity
based methods, including ours. However, in our experience, recognition of person
names is relatively reliable - at least compared to the face detection/description
steps, and it seems unwise not to use them.

3 Preprocessing

We focus on the text and the image that co-occur together. We call such an
image-text pair a story x. The stories are part of a collection S.

3.1 Preprocessing of the texts

Detection of person names A first step is to recognize person names in the
text. We use a named entity recognizer which is based on a maximum entropy
classifier from the OpenNLP package3, which we augmented with a gazetteer of
names which were extracted from the Wikipedia4 website.

Clustering of the person names In one text several mentions (e.g., ”Al
Gore”, ”former vice president”, ”he”) might refer to the same person and form
a coreference chain. Within one text this noun phrase coreference resolution
follows the methods of the LingPipe5 package. To group mentions of the same
person across the stories, we use a dictionary of variant names in combination
with a clustering of the coreference chains of a name, where the latter allows
to resolve mentions of the single word ”Bush” to ”George W. Bush” and not
to ”Laura Bush”. Then coreference chains of each text are clustered with a

3 http://opennlp.sourceforge.net/
4 http://en.wikipedia.org/
5 http://www.alias-i.com/lingpipe/
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hierarchical single link algorithm constrained by a threshold cosine similarity for
cluster membership [6].

3.2 Preprocessing of the images

Detection and description of faces A parallel task regards the detection
and description of the faces in the images. This is a challenging task under
uncontrolled conditions, due to the wide variability in face appearance – espe-
cially because of changes in pose, illumination conditions, facial expressions, and
partial occlusions. First, faces are detected using the OpenCV implementation
of [7]. Next, we detect facial features [8] and use these as initial pose estima-
tion for a 3D morphable face model [9] that is fitted to the data. Using such a
3D morphable model allows to estimate the pose and illumination parameters
and to eliminate these irrelevant sources of variability. Also partial occlusions
can be overcome this way. The model returns 40 person-specific texture com-
ponents and 40 person-specific shape components, which together form the face
descriptors used in this work. Unfortunately, these components are still affected
by changes in facial expressions. As a result, assuming a Gaussian distribution
in face descriptor space seems inappropriate (albeit not more inappropriate as
for the face descriptors used in [1]).

Clustering of the faces To ease the later linking and to increase the symmetry
between both modalities, we also cluster the faces, similar to the name cluster-
ing described above. Ideally, this would yield a single face cluster per person
containing all the faces of that person and nothing else, so the problem could be
reduced to linking a small number of names to a small number of face clusters.
Unfortunately, in practice, after clustering several people are present within a
single cluster, and the faces of a specific person are spread over several clusters.

The clustering of the faces groups similar faces based on the obtained face
descriptors. Finding twice the face of the same person in an image is rare (al-
though this might happen when a photograph or mirror image of the face is also
present), so the clustering focuses on grouping faces across images and two faces
of the same image are not allowed in the same cluster. We use a hierarchical
agglomerative clustering algorithm and a cosine similarity metric, more specif-
ically Group Average Clustering (GAC) with a predefined threshold of cluster
membership similarity.

4 Overview of the different approaches

4.1 Assigning faces to names

One can think of the linking of names and faces as the problem of assigning
suitable faces to names. For instance, given a text, the task could be to find a
suitable illustration for it. In this case a text with names generates an image with
faces. So, the task is to find a face f for a given name n. In each image-text pair
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Fig. 1. An example of a story or image-text pair with its possible link schemes.

xi, given Ni names, there are many possible link schemes aj to assign Fi faces
and a null face to these names (see figure 1), from which we have to choose the
best one. The constraint for each link scheme is that a face must be assigned only
to one name while the null face can be assigned to any name. When estimating
the likelihood of a link scheme, the probability of a face given a name, P (f |n),
plays an important role.

4.2 Assigning names to faces

We can also inverse the above asymmetric assignment and assign names to faces.
For instance, given an image, the task could be to describe the image content
with text. In this case an image with faces generates a text with names. So, the
task is to assign a name n to a face f . This is the usual way of looking at this
problem, e.g. in the works of [1, 2]. In each image-text pair xi, given Fi faces,
there are again many possible link schemes aj to assign Ni names and a null
name to these faces (see figure 1). The constraint for each link scheme is that a
name must be assigned only to one face, while the null name can be assigned to
any face. When estimating the likelihood of a link scheme, the probability of a
name given a face, P (n|f), plays an important role.

4.3 Linking using the evidence of name-face co-occurrence

A stricter and more symmetric method is to use the joint probability, P (f, n),
instead of the conditional probabilities P (f |n) or P (n|f). P (f, n) represents the
probability that a certain name and a certain face co-occur. This can be obtained
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by either using P (n|f) or P (f |n):

P (f, n) = P (f |n)P (n) = P (n|f)P (f) (1)

It could be interpreted as follows. We no longer assume the names or faces to
be given. Instead, both are drawn from a random distribution in one of the
following ways. In a data set (e.g., todays news) a name occurs with a certain
prior probability and given this name, we pick a face with a certain probability;
or when a prior probability of the occurrence of a face is known, we pick a name
to describe it. The prior probability and how it is estimated has an important
influence on the result, compared to the likelihood function discussed in the
previous sections. This could be considered as a Bayesian approach, where the
two previous ones are more frequentist interpretations. In each image-text pair
xi, given Fi faces and Ni names, there are again many possible link schemes aj

to combine them. In this setting, a null name can be assigned to any face except
for the null face and a null face can be assigned to any name except for the null
name. An example of joint names and faces linking is shown in figure 1.

Discussion Obviously, the three link schemes described above are closely re-
lated. Each link configuration following one scheme can be transformed into an
alignment following a different scheme by adding or removing assignments to
the null name or null face. Nevertheless, it is important to clearly distinguish
between the different settings, as it results in different initializations and normal-
izations during the optimization and also affects the reported results (measuring
the accuracy relative to different entities).

5 Linking names and faces with an EM algorithm

For each story, we have to choose one link scheme among all possible schemes.
One way to solve this names and faces matching problem is by implementing
an expectation maximization (EM) algorithm. A hidden variable δi,j selects the
most likely link scheme aj for each story xi. In practice, the δi,j are continuous
variables allowing for soft decisions. Ci is the set of all possible links for image-
text pair xi. The EM iterates through two steps:

1. We estimate the likelihood of each link scheme aj for each story xi; and
2. We update the concerned probability distributions based on the estimated

links.

We design several likelihood functions according to the different approaches dis-
tinguished above, as explained in the following sections.

5.1 Using P (f |n) for the linking

We define the likelihood of the link scheme aj for story xi as follows:

L(n→f)
xi,aj

=
∏

α

P (fσ(α)|nα) (2)
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where α is the index to the not null names in story xi; σ(α) is the index to
the faces (including the null face) assigned to these names. The complete log-
likelihood of all stories S is:

∑

i∈S

∑

j∈Ci

δi,j log(L(n→f)
xi,aj

) (3)

The expectation-maximization (EM) algorithm updates during the E-step δi,j

as follows:

δi,j =
L

(n→f)
xi,aj∑

l∈Ci
L

(n→f)
xi,al

(4)

During the M-step the parameter P (f |n) is maximized using soft counts:

P (f |n) =

∑
i∈S

∑
j∈Ci

δi,jm(aj(n) = f)
∑

i∈S

∑
j∈Ci

δi,jm(n, aj)
(5)

where m(aj(n) = f) is 1, if face f is assigned to name n in the link scheme aj ,
otherwise it is 0; m(n, aj) is 1, if the name n appears in aj , otherwise it is 0.

5.2 Using P (n|f) for the linking

To design the linking model using the information of how names are assigned to
faces, we define the likelihood of the link scheme aj for story xi as follows:

L(f→n)
xi,aj

=
∏

β

P (nσ(β)|fβ) (6)

where β is the index to the not null faces in story xi; σ(β) is the index to
the names (including the null name) assigned to these faces. The complete log-
likelihood of all image-text pairs S is:

∑

i∈S

∑

j∈Ci

δi,j log(L(f→n)
xi,aj

) (7)

The expectation-maximization (EM) algorithm updates during the E-step δi,j

as follows:

δi,j =
L

(f→n)
xi,aj∑

l∈Ci
L

(f→n)
xi,al

(8)

During the M-step the parameter P (n|f) is again maximized using soft counts:

P (n|f) =

∑
i∈S

∑
j∈Ci

δi,jm(aj(f) = n)
∑

i∈S

∑
j∈Ci

δi,jm(f, aj)
(9)

where m(aj(f) = n) is 1, if name n is assigned to face f in the link scheme aj ,
otherwise it is 0; m(f, aj) is 1, if the face f appears in aj , otherwise it is 0.
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5.3 Using P (n, f) for the linking

In this approach, the information of how names and faces co-occur is used. The
probability that the name n corresponds to the face f , i.e. P (f, n) is defined
using either the knowledge of how faces are assigned to names (P (f |n)) or how
names are assigned to faces (P (n|f)) (See Equation 1). We define the likelihood
of the link scheme aj for story xi as follows:

L(n,f)
xi,aj

=
∏

P (f, n)

=
∏

α

(P (fσ(α)|nα)P (nα))

=
∏

β

(P (nσ(β)|fβ)P (fβ)) (10)

where α is the index to the not null names of story xi; σ(α) is the index to the
faces (including the null face) assigned to these names α; β is the index to the
not null faces of story xi; σ(β) is the index to the names (including the null
name) assigned to these faces β. The complete log-likelihood of all image-text
pairs S is: ∑

i∈S

∑

j∈Ci

δi,j log(L(n,f)
xi,aj

) (11)

The expectation-maximization (EM) algorithm updates during the E-step δi,j

as follows:

δi,j =
L

(n,f)
xi,aj∑

l∈Ci
L

(n,f)
xi,al

(12)

During the M-step: P (f |n) or P (n|f) used to estimate the likelihood L(n,f) is
updated according to equations (5) and (9) respectively.

5.4 Use of a picturedness score

In the case of a text that generates certain images, the text might mention several
distinct names, and, based on the structure of the text, not all of them have the
same probability to occur in the image. We rank the person names of a story
according to their probability of picturedness Ppictured [10]. In this model we
define the likelihood of the link scheme aj for the image-text pair xi as follows:

L(n∗→f)
xi,aj

=
∏

α,σ(α) 6=NULL

(P (picturedα|txi
)P (fσ(α)|nα))

∏

α,σ(α)=NULL

((1 − P (picturedα|txi
))P (fσ(α)|nα)) (13)

where α is the index over names of story xi; P (picturedα|txi
) is the probability

that the name α appears in the image, given the text txi
of story xi.
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We compute P (picturedα|txi
) based on the salience and visualness of the

name, where we assume that salient and visual names are more likely to occur
in the image. We compute the salience score (ranging from 0 to 1) of a noun
as a linear combination of the salience of the noun in the discourse and in the
syntactic dependency tree of the sentence [11], where we learn the interpolation
weights from a small training set. In [10] we computed a visualness score, which
for person names equals one. P (picturedα|txi

) is the product of the salience and
visualness of α, as we assume both scores to be independent, normalized by the
sum of picturedness scores of all nouns in txi

. An extra regularization term of
0.01 is added to avoid scores equal to zero.

We hypothesise that the incorporation of picturedness factors into the like-
lihood function increases the accuracy of the name-face linking, especially for
names and faces that rarely occur in the dataset, resulting in a relatively unre-
liable model for P (f |n) or P (n|f).

5.5 Use of a namedness score

Analogically, when an image generates a certain textual description, not all per-
sons seen in the image are even likely to trigger a textual annotation. The largest
faces in the image or the faces that appear in the center of the image are more
likely to be described by names than other faces. Similarly, faces for which the
3D morphable model fitting procedure [9] converged to a stable solution are typ-
ically more reliable, bigger, sharper and more frontal, while an uncertain output
of the fitting process often indicates errors in the face detection procedure or
faces that are too small to yield accurate descriptors. As a result, also the con-
fidence value returned by the fitting procedure can be used as a measure for
namedness. Hence, we apply this confidence score (which we call ”namedness”)
in our linking model in the hope that names are assigned more precisely to faces
using this evidence. We modify the likelihood function of the link scheme aj for
a story xi as follows:

L(f∗→n)
xi,aj

=
∏

β,σ(β) 6=NULL

(P (namedβ |pxi
)P (nσ(β)|fβ))

∏

β,σ(β)=NULL

((1 − P (namedβ |pxi
))P (nσ(β)|fβ)) (14)

where β is the index over the faces of story xi; σ(β) is the index over the names
assigned to the faces. P (namedβ |pxi

) is the confidence of the face β detected in
the picture pxi

of story xi. It is also considered as the probability that a face is
mentioned in the corresponding text.

5.6 Use of namedness and picturedness using the evidence of
name-face co-occurrence

As the extension of the likelihood function L(n,f) (10), we incorporate the pic-
turedness values of names or namedness value of faces with the wish to increase
the accuracy of the names and faces association process.
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We define the likelihood of the link scheme aj for story xi as follows (note
that α and β range over not null names and not null faces respectively):

L(n∗,f∗)
xi,aj

=
∏

α,σ(α)6=NULL
(P (picturedα|txi

)P (fσ(α)|nα))

∏
α,σ(α)=NULL

((1−P (picturedα|txi
))P (fσ(α)|nα))

∏
α

P (nα) (15)

L(n∗,f∗)
xi,aj

=
∏

β,σ(β)6=NULL
(P (namedβ |pxi

)P (nσ(β)|fβ))

∏
β,σ(β)=NULL

((1−P (namedβ |pxi
))P (nσ(β)|fβ))

∏
β

P (fβ) (16)

5.7 Initialization

To make EM converge to the true optimum, good initial values for the distribu-
tions P (f |n), P (n|f), P (f) and P (n) are essential. There are several initializa-
tion methods, of which we report one.

Initializing P (f |n) based on initial clustering We have already identified
in the stories clusters of similar names and clusters of similar faces that hopefully
each represent one person name and one person face respectively, although in
practice, they will be mixtures of different people, especially for the faces.

We adapt the method proposed by Mori et al. [12], where clustered segments
of an image inherit all the words of the text that co-occur with the image. In
our case the segments of the image are the detected faces, the words correspond
to the person names extracted from the text. More specifically, we proceed as
follows (see figure 2).

– Extract names and faces in every story xi as explained in section 3;
– In each text, each name inherits all faces from the corresponding image;
– Make name clusters from all texts as explained in section 3.1;
– The faces that are inherited by one name cluster are grouped when they

belong to one face cluster obtained in 3.2;
– The P (f |n) distributions are estimated by counting the relative frequencies

of the face clusters inherited by a given name.

Initializing P (n|f) based on initial clustering Estimating P (n|f) is simi-
lar to estimating P (f |n), except that references to names and faces and to their
clusters are switched in the above algorithm.

There is still the problem of estimating P (f |n) if f is the null face, and of
P (n|f) if n is the null name, for which the name and face clusters obtained by
considering all the stories give no information. We estimate these by considering
individual stories. P (f |n) is then computed as 1/(Fi + 1); P (n|f) as 1/(Ni +
1), where Fi is the number of faces in story xi, Ni is the number of names in xi,
and 1 refers to the null face or null name respectively. Alternative initialization
schemes are currently being studied.
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Fig. 2. Concept of the initialization method for estimating P (f |n).

Initializing P (n) and P (f) Given the name clusters obtained in section 3.1,
P (n) is computed by maximum likelihood estimation of the occurrence of a name
among all names in the collection. Given the face clusters obtained in section
3.2, P (f) is computed by maximum likelihood estimation of the occurrence of a
face among all faces in the collection.

5.8 Computing the most likely link scheme

The EM algorithm is iterated until the value of the complete log likelihood
function for all stories S no longer increases. Then, for each story xi, the link
scheme aj among the possible link schemes is chosen for which the corresponding
δi,j is maximum.

6 Test set and results

We evaluate on image-text pairs selected from a set of captioned news pho-
tographs collected from the Yahoo! News website6 of which the names and the
faces have been manually linked. This dataset consists of 11820 stories, each
contains on average 2.00 person names and 1.12 faces with a standard deviation
of 0.0097 and 0.0032 respectively. After preprocessing there are 13233 faces clus-
tered into 749 face clusters. The obtained face clusters are rather noisy. With
the threshold (set empirically based on a small validation set) of face similar-
ity measured with a cosine metric used for the reported results, the normalized
mutual information (NMI) between the obtained face clusters and the ground
truth face clusters is only 33%. NMI measures the mutual information between

6 We use the “Yahoo! News” dataset of [1], with ground truth annotations from the
“Labeled Faces in the Wild” dataset thanks to [13].
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Accuracy After 1 iteration full EM

Likelihood type L(n→f) 71.15% 71.24%

Likelihood type L(f→n) 58.71% 60.15%

Likelihood type L(n,f) using P (f |n) 69.51% 69.58%

Likelihood type L(n,f) using P (n|f) 60.98% 62.70%

Likelihood type L(n∗→f) 71.49% 71.61%

Likelihood type L(f→n) 57.83% 59.16%

Likelihood type L(n∗,f∗) using P (f |n) 69.58% 69.70%

Likelihood type L(n∗,f∗) using P (n|f) 60.49% 61.90%
Table 1. Accuracy of the name-face linking of the ”Labeled Faces in the Wild” dataset.

two cluster sets [14]. Optimizing this threshold in a separate experiment only
yielded a maximum of 48% NMI score. There are 23733 names clustered into
9793 name clusters. The person name recognition has an accuracy of 81% on a
validation set of 100 stories.

We measure the accuracy of the faces assigned to names (L(n→f), L(n∗→f))
as the number of correct assignments of faces to names divided by the number
of names, and the accuracy of the names assigned to faces (L(f→n), L(f∗→n))
as the number of correct assignments of names to faces divided by the number
of faces. In case of link schemes based on evidence of name-face co-occurrence
(L(n,f) using P (f |n), L(n,f) using P (n|f), L(n∗,f∗) using P (f |n), L(n∗,f∗) using
P (n|f)), the accuracy is the number of correct face-name pairs over all face-name
pairs. Correct or incorrect assignments of the null face or null name influence
the scores. In an alternative evaluation we exclude links with the null face or
null name in the accuracy computations.

The results of the name-face linking in the stories in terms of accuracy after
the first iteration and after convergence of the EM algorithm are presented in
table 1. For these results, we assume that in our dataset there is a minimum
correlation between names of the texts and faces of the image, i.e., not all faces
are assigned to null name and not all names are assigned to null face. Conse-
quently for all link models, we reduce the ambiguitiy by ignoring this special
assignment scheme where all names are assigned to null face and all faces are
assigned to null name. We still use the accuracy measures as described in the
previous paragraph as this heuristic does not affect the number of names or faces
that have to be assigned respectively a face or name. However, for datasets that
lack this correlation, our heuristic could harm the accuracy results.

It is clear that the initial linking (after just one iteration) already yields very
good results, which are only slightly improved by the application of the EM
algorithm. This is due to the fact that the initial result already incorporates a
linking based on the complete dataset.

It is easier to correctly assign faces to names (L(n→f) and L(n,f) using P (f |n))
than vice versa (L(f→n) and L(n,f) using P (n|f)). This might be explained by
the data set and the proposed initialization method. In the stories there are
usually more names than faces, so a name initially inherits few faces, while a
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face might inherit more names, making the initial linking more ambiguous for
the latter case.

Note that these results also include the assignments to null name and null
face. When only evaluating the linking between real names and faces, the per-
formance slightly decreases for the model based on L(n→f) and slightly increases
for the model based on L(f→n) (in the order of 1−2%). This is explained by the
acccuracy computations. For instance, if you have many names but few faces,
there is a good chance of correctly assigning the null face to the names that
have no real face, an advantage, which disappears when only considering real
names and real faces. When only evaluating the linking between real (not-null)
names and faces, the different evaluation schemes become equivalent, and so we
can conclude that systematically better results are obtained when using P (f |n)
instead of P (n|f). This also becomes evident when comparing the two different
schemes for computing L(n,f) and L(n∗,f∗).

From the results the positive influence of the picturedness value is present,
but is rather modest This might be due to the performance of the person name
recognition which was lower than expected in this dataset. The detection of
visual cues that signal a possible textual description might be improved. We
are currently performing tests based on centrality and location of a face in the
image.

Berg et al. [1] selected 1000 faces randomly from the ”Faces in the wild
dataset” and evaluatede the correctness of the linking with names in the text.
They report a 56% accuracy when no language information from the text was
used, and 72% accuracy when in each step of the EM iteration a better language
model was learned. We learn a language model (socalled ”picturedness”) once
prior to the alignment computations. Note, that these authors do not evaluate
all links in one story. Instead, they randomly select faces in the dataset and
evaluate the accuracy of the names assigned. We performed a similar experiment
and obtained an accuracy of 70%. In their language model Berg et al. [1] use
textual cue phrases such as ”left” or ”right” in the context of a name that signal
the presence of a face, which we have ignored in our models so far.

7 Conclusions and future work

We reported here on experiments in name-face links on real-world captioned news
photographs. Our preliminary results indicate that correctly detecting the links
is not a trivial task. In particular, we have studied the effect of the (a)symmetry
between the two modalities, text and image. Our methods achieve a 71% accu-
racy where we evaluate the links between all names and faces in the ”Labeled
Faces in the Wild” dataset.

Many other link or alignment algorithms - possibly inspired by methods
used in machine translation for aligning words and phrases in bilingual corpora -
can be implemented and tested. In addition, linking of faces and names in video
streams might be investigated. Current interest in content recognition in text and
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images promotes cross-media alignment of detected objects, actions, complete
scenes, scenarios or concepts, offering many challenging research questions.
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