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Abstract. The development of face recognition methods focomstrained
environments is a challenging problem. The aimhdaf tvork is to carry out a
comparative study of existing face recognition rodththat are suitable to work
properly in these environments. The analyzed methate selected by
considering their performance in former comparasiuglies, in addition to be
real-time, to require just one image per persor tnbe fully online (no
requirements of offline enroliment). The methods esmpared using the LFW
database, which was built to evaluate face recimgninethods in real-world
conditions. The results of this comparative studyiatended to be a guide for
developers of face recognition systems.

Keywords: Unconstrained Face Recognition, Face RecognitioRéal-Life
Images.

1 Introduction

Face information is by far the most used visual engloyed by humans. There is
evidence of specialized processing units for fagalysis in our visual system [1].
Face analysis allows localization and identificatiof other humans, as well as
interaction and visual communication with them. fHfere, computational face
analysis plays a key role in building these funwiities, and in allowing humans to
interact with computational systems in a naturay.w@urrently, computational face
analysis is a very lively and expanding researehdfi Face recognition, i.e. the
specific process for determining the identity ofiadividual contained in an image
area that has been already identified as contamifage (by a face detection system)
and already aligned (by a face alignment procesghwlusually includes eye
detection), is a key functionality. Many differefsice recognition approaches have
been developed in the last few years [2][3][4],giag from classical Eigenspace-
based methods (e.g. eigenfaces [5]), to sophisticaystems based on thermal
information, high-resolution images or 3D modelsariy of these methods are well
suited to specific requirements of applicationshsas biometry, surveillance, or
security. However, we are interested in demandipglieations such as search of
faces in non-annotated or partially annotated desad (i.e. news databases, the



Internet, etc) and HRI (Human-Robot Interactionpjck require real-time operation,
just one image per person, to be fully online (@eqguirements of offline enrollment),
and that consider unconstrained environmental tiomndi

In this general context, the aim of this papemwigarry out a comparative study of
face-recognition methods under these requirem&hts main motivation is the lack of
direct and detailed comparisons of these kind aho@s under the same conditions.
The results of this comparative study are a guide the developers of face
recognition systems. As mentioned, we concentratsetves on methods that fulfill
the following requirements: (ilrull online operation No offline enroliment stages.
All processes must be run online. The systemsdibe &ble to build the face database
from scratch incrementally; (iiReal-time operatiorfor achieving user interaction
with low delays. The whole face analysis proces$sclwincludes detection, alignment
and recognition, should run at least at 5fps; @he single image per person
problem One face image of an individual should be enotdigh his/her later
identification. Databases containing just one fae®ge per person should be
considered. The main reasons are savings in staradeomputational costs, and the
impossibility of obtaining more than one face imé&gan a given individual in certain
situations; and (ivlunconstrained environmentslo restrictions over environmental
conditions such as scale, pose, lighting, focusolution, facial expression,
accessories, makeup, occlusions, background artdgraphic quality are required.

This study analyzes four face recognition methdus &re based on different
representations of the image: (1) LBP Histograr@y,Gabor Jet Descriptors (GJD),
(3) SIFT Descriptors, and (4) ERCF (Extremely Randed Clustering Forest) of
SIFT Descriptors. These representations are usefiffarent ways by the analyzed
face recognition methods: (1) LBP Histograms amedfly used as feature vectors
together with distance metrics for comparing thastograms, (2) GJD are used
together with Borda count, (3) SIFT Descriptors ased together with local and
global matching methods, and (4) ERCF are usedthiegewith linear classifiers.
These methods were selected by considering théfiinfient of the requirements
mentioned above, and their performance in formemparative studies of face
recognition methods [6][7][13][15].

The comparative study is carried out using the L&&tabase [14] (the restricted
setting was considered, see below for details).edspsuch as scale, pose, lighting,
focus, resolution, facial expression, accessonegkeup, occlusions, background and
photographic quality are implicitly considered hist database. As part of this study
we also consider the effect of an alignment algarjtcalled funneling [12], which has
improved the results of recognition systems, andchvinas reported results in the
LFW database. In addition, for some of the beskingrmethods, we also analyze the
effect of variations in the size of the region @ning the face (i.e. the amount of the
background/context) on the recognition performance.

This paper is structured as follows. The method¥euranalysis are described in
section 2. In sections 3 and 4 the comparativeyaisabf these methods is presented.
Finally, conclusions of this work are given in seat4.



2 Methods Under Comparison

As mentioned above, the algorithms’ selection detere their fulfillment of the
defined requirements, and their performance in &rcomparative studies of face-
recognition methods [3][6][7][13][15]. The firstsge to be mentioned is that most of
the holistic methods, which are normally based merespace-decompositions, fail
when just one image per person is available, maielgause they have difficulties
building the required representation models. Altfilguthis difficulty can be overcome
if a generalized face representation is built, iftstance using a generalized PCA
model, for cases where the images are poorly aligmbere the face background is
highly inhomogeneous, or the faces present vefgrédifit expressions, as in the LFW
database, the performance can be quite low [15]tl#® reason holistic eigenspace-
based methods are not considered in this study.

In general terms, local-matching methods behave wieén just one image per
person is available, and some of them have presesstey good results in standard
databases such as FERET. Taking into account slitsef [7], and our requirements
of high-speed operation, we selected two methodset@nalyzed. The first one is
based on the use of histograms of LBP features ttadecond one is based on the
use of Gabor filters and Borda count classifiererébver, local interest points and
descriptors (e.g. SIFT) have been used succesdfullgolving some similar wide
baseline-matching problems as fingerprint verifmat[9], and as a first stage of a
complex face-recognition system [10]. Therefore,deeided to test the suitability of
a SIFT-based face recognition system. Finally, i8e aonsidered ERCF, a recently
presented method [13] that was designed to clapsifis of images as corresponding
to the same object or not. The results of this pibn the LFW database were quite
good [16], therefore we compare it with the pregigumentioned methods. Thus, the
methods under comparison are:

- LBP Histograms A local-appearance-based approach with a sirsglatially
enhanced feature histogram for global informatiepresentation is described in [8].
In that approach, three different levels of logakitre defined: pixel level, regional
level and holistic level. The first two levels othlity are realized by dividing the face
image into small regions from which LBP features axtracted for efficient texture
information representation. The holistic level otdlity, i.e. the global description of
the face, is obtained by concatenating the regidi3P extracted features. The
recognition is performed in the computed featuracsp using one of the three
following similarity measures: histogram intersenti log-likelihood statistic and Chi
square. We implemented that recognition systemouaititonsidering preprocessing
(cropping, using an elliptical mask and histograguadization are used in [8]). We
have chosen the following parameters: (i) imagesidd in 10 (2x5), 40 (4x10) or 80
(4x20) regions, instead of using the original domis which range from 16 (4x4) to
256 (16x16), and (ii) the Chi-square, and the megunare error as a similarity
measure, instead of the log-likelihood statisticus, considering the 3 different image
divisions and the 2 different similarity measureg get 6 flavors of this face-
recognition method. In addition, we have considesederal different windows sizes,
which consider different amounts of background.



- Gabor Jets Descriptors Different local-matching approaches for face
recognition are compared in [7]. The study analyzesseral local feature
representations, classification methods, and coatibins of classifier alternatives.
Taking into account the results of that study, dlaéhors implemented a system that
integrates the best choice in each processing Btegt.system uses Gabor jets as local
features, which are uniformly distributed over theages, one wave-length apart. In
each grid position of the test and gallery image aneach scale (multiscale analysis)
the Gabor jets are compared using normalized ipneducts, and these results are
combined using the Borda Count method. Given tatl W database only requires
comparing pairs of faces, and that an important gfathis method is the ranking done
using Borda count, we had to adapt it to be abl@drk on pairs of images. This was
done by means of a reference image set of facesariking one of the input faces
against these reference images plus the second fape using Borda count. The
relative ranking obtained by the second input fadth respect to the reference faces,
was considered as a measure of the similarity kestvike pair of input images. To
obtain a symmetric dissimilarity measure, we repeéathe same procedure by
switching the roles of the first and the secone: fewage, and then averaging the two
obtained rankings. The average value was takeheainal similarity measure of the
pair of images. The reference set of images wad byirandomly selecting from the
training set (e.g. 50 faces).We considered threessbf reference image sets: 10, 50
and 100 faces. To show the importance of using 8ardunt, results using the
Euclidean distance between the GJD descriptorglacegiven. In the Gabor feature
representation, only the magnitude component ofiltiees is used, and 5 scales and 8
orientations of the filters are adopted. We impleted this system using all
parameters described in [7] (filter frequencies aniéntations, grid positions, face
image size).

- SIFT descriptorsWide baseline-matching approaches based on iowakst
points and descriptors have become increasinglylpomnd have experienced an
impressive development in recent years. Typicddigal interest points are extracted
independently from both a test and a reference énagd then characterized by
invariant descriptors, and finally the descriptoase matched until a given
transformation between the two images is obtaihesve’s system [11] using SIFT
descriptors and a probabilistic hypothesis rejectitage is a popular choice for
implementing object-recognition systems, givenrésognition capabilities, and near
real-time operation. However, Lowe’s system’s ndiiawback is the large number of
false positive detections. This drawback can beramme by the use of several
hypothesis rejection stages, as for example inL& system [9]. This system has
already been used in the construction of robugefiprint verification systems [9].
Here, we have used the same method for buildirsg@-fecognition system, with two
different flavors. In the first ondsull, all verification stages defined in [9] are used,
while in a second on&imple just the probabilistic hypothesis rejection stgee
employed.

- ERCE In [13] it is proposed to learn a similarity mesesfor comparing pairs
of object images. The method is meant to be usedject recognition problems and
makes use of Extremely Randomized Clustering Fof(ERCF) and SIFT. The
authors propose to learn a similarity function iscdminate whether the pair of



images corresponds to the same object or not. 8draihg is done for specific object
classes, such as frontal faces or specific viewsaof. The method basically consists
of three stages. In the first stage, pairs of simgatches, measured in terms of a
normalized cross-correlation, are selected. Inseond stage each pair of patches is
coded (quantize) by means of ERCF. In the thirdestthe quantized pairs of patches
are used to build a feature vector, which is finaied to evaluate the similarity of the
image pair using a liner classifier.

We use the following notation to refer to the methand their variations: A-B-C,
where A describes the name of the face-recognélgarithm (H: Histogram of LBP
features, GJD: Gabor Jets Descriptors, SD: L&R esyswith SIFT descriptors,
ERCF: Extremely Randomized Clustering FojesB denotes the similarity
measure (MSE: Mean square error, XS: Chi square Hdeda Count, EU: Euclidian
Distance); and C describes additional parametersaoh algorithm (H: Number of
image divisions, GJD: number of reference imag€s:5D or 100; SD: verification
procedurefull or simplg.

In the first experiments images were cropped tox188 pixels, with the
bounding box centered in the image (the input image of 250x250 pixels). No
scaling was applied. In the following experimerits faces were also aligned. In the
last experiments, the faces were cropped consmidarger and smaller bounding
boxes, which include different amounts of backg(see Figure 1).

@ (b) (c) (d) (e) ®
Figure 1: Example faces. (a) and (d): 100x185,igneat; (b) and (e): 100x185, aligned; (c)
and (f): 81x150, aligned.

3 Comparative Study using the LFW Database

The LFW database [14] consist of 13,233 imagessfamfe 5,749 different
persons, obtained from news images by means afeadiatector. These images have a
very large degree of variability in the face exgies, age, race, background and
illumination conditions. Also, unlike other databasthe recognition is only to be
done comparing by pairs, instead of searching f&r most similar face in the
database. The idea is that the algorithm beingueted is given a pair of images and
it has to output whether the two images corresgorttie same person or not. There
are two evaluation settings already defined by ahbthors of the LFW: the image
restricted setting and the image unrestrictedrgetiihe image restricted setting is the



most difficult one, and it is the one consideredehdJnder this setting the only
information that the algorithm can use is the impgg, no information of the identity

of the faces in the images can be used, i.e., Ifeitom is restricted to work only

using the image pair at hand. The systems arestidifirequired) and evaluated using
a 10-fold validation procedure, where the folds symmetric in the sense that the
number of matching pairs and non-matching paitséssame. See [14] for details.

In the following sections different face region eszare considered. In the
experiments of sections 3.1 and 3.2 all methodewakiated using a face region size
of 100x185, which was selected taking into accatmet results of [15]. In these
experiments we analyze and compare two cases,goedliand aligned faces.
Afterwards, in section 3.3, the LBP based methodevaluated, and several
experiments are done considering different regiaass In the following, all results
referring to those of ERCF consider complete ima@&9x250) and correspond to
those presented in [16]. We repeated the expersmgmsented it [16] and similar
results were obtained.

3.1 Experimentsusing unaligned faces

Table 1 (second and third columns) shows the edolt all methods under
comparison in the unaligned LFW database. In aésdexcept for ERCF), regions of
100x185 pixels containing the centered face ir2b@x250 image were cropped. As it
can be observed, the results obtained with ouriovyahementation of the methods are
consistent with those of other studies resultst¢ims of the relative order of the
classification accuracy). However the accuraciesnanch lower, going form 60% to
72%, values that show the difficulty of the databas hand (e.g. in previous studies
[71[8] using the FERET database, the performance avar 95%).

In the case of LBP based methods, best result®lai@ned with H-x-80, i.e.
when using the largest number of divisions. Théediince between using the Chi-
Square and the Mean Square Error is not signifiatitough the Chi-Square measure
gives slightly better results in all cases. Forniethod based on the GJD, best results
are obtained when using the proposed Borda cournhanelogy (increases the
performance in circa 2% over the Euclidean distgraoed 100 reference images gives
slightly better results. Both methods based on &3qnt lower performance results
(about 60-62%). In the Table 1, results for ERGkeh from [16], are also included.
Its performance is quite good, being 4% larger th&second best method (GJD-BC-
100).

3.2 Experimentsusing aligned faces

Results for aligned faces are presented. As mesdidoefore, the faces were
aligned using the funneling algorithm [12]. Funnglis an unsupervised algorithm for
object alignment based on the concept of congealinggealing basically consists of
searching a sequence of transformations (in thise caffine transforms and
translations) that are applied to a set of imagesthier minimize an entropy measure
on the set of images. After having built the cofiggamodel, the transformations can
be applied to an unseen image (funneling it) taioban aligned image. The main



advantage of this method is that it can work in plem objects and that it does not
requires any labeling during training.

Table 1 (last two columns) shows the results fobmathods under comparison
using aligned faces. As in the case of unalignegda(except for ERCF), the face
region was cropped considering a region of 100xii&6ls centered in the 250x250
image. Compared to the case of unaligned facesetthods, but GJD, improved or
maintained their performance. The method presentiaggreater improvement is the
one based on LBP Histograms, which improves bet@éemnd 3% depending on the
variant being considered. Again, in the case of llBRBed methods, best results are
obtained with H-x-80, i.e. when using the largestber of divisions, and the Chi-
Square distance measure, with a performance sitoil&JD in the case of unaligned
faces. For the method based on the GJD, bestsesmaltobtained when Borda Count
is used (increases the performance in circa 3% tveEuclidean distance), and 100
reference images gives slightly better results. él@x, in this case, the results were
slightly worst than the ones obtained for the cafeinaligned faces. Again, best
results are obtained by ERCF, but this time beibgua 5% over the second best
method.

Table 1. Correct classification rates (LFW databesstricted setting). Experiments were
performed on cropped regions of size 100x185, exoeefERCF which considered the
full image. MCA:Mean classification accuracgME: Standard error of the mean.

Without alignment With alignment (funneling)
M ethod MCA SME MCA SME
H-MSE-10 0.6375 0.0049 0.6585 0.0046
H-XS-10 0.6500 0.0043 0.6668 0.0044
H-MSE-40 0.6217 0.0055 0.6527 0.0057
H-XS-40 0.6383 0.0064 0.6650 0.0059
H-MSE-80 0.6527 0.0047 0.6725 0.0032
H-XS-80 0.6532 0.0053 0.6785 0.0055
GJD-EU 0.6410 0.0084 0.6375 0.0071
GJD-BC-10 0.6777 0.0080 0.6753 0.0082
GJD-BC-50 0.6770 0.0075 0.6742 0.0061
GJD-BC-100 0.6798 0.0065 0.6762 0.0069
SD-SIMPLE 0.6015 0.0049 0.6215 0.0036
SD-FULL 0.6295 0.0071 0.6288 0.0051
ERCF [13] (results from [16])| 0.7245 0.0040 | 0.7333 0.0060

3.3 Experimentsusing different windows sizes

In this section we analyze the effect of using eti#ht region sizes in the
performance of the LBP based method, for the chséigned faces. We have chosen
this method for these experiments, because its pigitessing speed allows to
perform this kind of analysis and because it shothedbest performance on aligned
faces after ERCF. Note that increasing the sizbefegions corresponds to adding or



removing different amounts of background to theiamegbeing analyzed. The
experiment were performed considering squared imag®ns, ranging from 50x50
to 250x250, with a step of 25 pixels and considgregions of ratio 1:1.85 (as in the
previous section), ranging from 41x75 to 135x25@hwa step of 25 pixels. Results
are presented in figures 2 and 3.

By observing figures 2(a), 2(b) and 2(c), the fiteing we can see is the
importance of the size of the region on the perforee of the algorithm. The second
thing is that in all cases (independently of thstatice measure and the number of
divisions), small region sizes present the worstilts, followed by the largest region
sizes. Best results are obtained using mediumrsegiens. Figure 3 shows the results
for the region size that presented the best overalllts. This region size corresponds
to 81x150, which contains some background, butmoth (see figure 1 a for an
example). For this region size, best results ataidd with 40 divisions and worst
results with 80 divisions. As in previous experitgeffior a fixed number of divisions,
the Chi-Square measure works better than the npareserror.

ROC curves for H-10-XS for different Image region sizes ROC curves for H-40-XS for different Image region sizes

True positive rate
True positive rate

250x250 —a5— 4 250x250 —&—

0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1 o 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
False positive rate False positive rate

(a) (b)

ROC curves for H-80-XS for different Image region sizes

True positive rate

250%250 5

o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 2. Effect of the image region size on thégsemance of the method based on LBP
Histogram and the Chi square distance. ROCs werenalotaising (a) 10, (b) 40, and (c) 80
image divisions. Experiments were performed ondadigned using funneling.



ROC curves for H-x—x for region of size 81x150
1 T T T T T T T T T

True positive rate

H-MSE-1¢ 81x150 —+—

0.2 i H-X5-10 §1x150 —— |
| H-MSE-40 81x150 —%—
0.1 % H-X5-40 81x150 —&— |

| H-MSE-80 81x150
ol . . . . . H-X5-80 81x150 —s—
o] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
False positive rate
Figure 3. Comparison of the method based on LBP #fiato for a regions sizes of 81x150
when using different distance measures and imagsiatis. Experiments were performed on
faces aligned using funneling.

4 Discussion

If one compares the best LBP method, to the bebt @éthod and to ERCF only
based on their performance, ERCF is clearly bettih LBP being almost 4% below
ERCF (see Table 3 and Figure 4) and with LBP 1.¥#% &JD. If one now evaluates
the processing speed, the LBP method is at leasir@s faster that ERCF (see Table
2), and 10 times faster that GJD with Borda codat the case of 50 reference
images). The slow processing time of ERCF and Gable too restrictive for some
applications, in particular in the ones that regueal-time operation (e.g. HRI), as
well in applications where very large amounts dfadare being analyzed (e.g. search
operation in a very large multimedia database). dlbwest part of GJD is to perform
the Borda count ranking of each of the featureslenwthe slowest part of the method
based on ERCF is the selection of pairs using niareth cross correlations. Any
improvement in these methods, reducing these bettls, would be of great help.

We have also performed additional experiments, foutspace reasons we are not
reporting them in detail, thus we are just givinigreef overview. The first experiment
was to use, as [15], local grids for GJD, i.e. gitigat include less background. In [15]
this improved the results in some cases, but Imeadl cases the results were worst, by
2% to 5%. The second of these experiments conkegpmying ERCF using smaller



region sizes, not just the complete (250x250) im&geliminary results indicate that
the method’s performance does not change much,hwkits us that its processing
time could be partially reduced by considering jhstoptimal region size. In the third
experiment we used LBP histograms and ERCF methodscascade setting, using
LBP histogram in an operation point with high tdetection rate (90% detection rate
and 70% false positive rate) in order to use filter out “clearly” different faces. The
basic idea was that if the errors of ERCF and LBfograms were correlated, then,
by using both methods in cascade, a higher prowpsgieed could be achieved, in
particular if it is considered that most of thedinn a typical application, the faces to
be compared correspond to different persons. Nesfeds, this idea did not work
very well, because the cascade system presentatrates almost equal to the case of
the LBP histograms working alone at a operatiomfpuiith a lower false positive
rate.

ROC curves for selected methods

True positive rate

; H-XI-4¢,. Image region 81x150, aligned faces
GJD-BD-100, Image region 100x185, unaligned faces —<—

SD-Full, Image region 100x185, alighed faces —#— |

ERCT,. unaligned faces ———
ERQT, al%gned faces .

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

False positive rate

Figure 4. ROC curves of the best working varianieath method. Experiments
were performed on faces aligned using funnelingsuR for ERCF [13] were taken
from [16].

Table 2. Processing Time. Time measures are inisggthnds. An image size of
100x185 pixels is considered. The experiments weethout on a computer running
Linux with an AMD Athlon (tm) XP 2100+ cpu (MHz 183

Method H H |H |GJD | GID |GID | GID SD | ERCF
Parameters x-10 [x-40 [ x-80 | EU BC-10 | BC-50 | BC-100 X From [13]
Time 26 |30 |32 | 130 | 210 290 400 150 2000
(milliseconds)




Table 3. Correct classification rates (LFW databesstricted setting). MCAviean
classification accuracySME: standard error of the mean.

M ethod Region Size | MCA SME
H-XS-40, aligned faces 100x150 | 0.6905 0.0047
H-XS-40, aligned faces 81x150 0.6945 0.0048
H-XS-40, aligned faces 95x175 | 0.6913 0.0044
GJD-40, unaligned faces 100x185 | o.6798 0.0065
ERCF, aligned faces [13] (results traken from][)16| 250x250 0.7333 0.0060

5 Conclusions

In this article, a comparative study among faceged@ion methods was presented.
The analyzed methods were selected by considehigig $uitability for the defined
requirements - real-time operation, just one image person, fully online (no
training), and robust behavior in unconstrainediremvnents -, and their performance
in former studies. The comparative study was cdraet using the LFW database,
which includes aspects such as scale, pose, lghtiocus, resolution, facial
expression, accessories, makeup, occlusions, agkgrand photographic quality,
and the test protocol defined by this database.

The methods under comparison are LBP histogramispiGiets descriptors, SIFT
descriptors and ERCF (see descriptions in [7][g[[15). ERCF outperforms all
methods using aligned and non-aligned images. HexyeRCF is about 65 times
slower than a LBP variant (Chi square distance4dhdegions image partition), which
achieves a mean classification accuracy only ~4%llemthan ERCF (69.5% vs.
73%). The best GJD variant also shows a sligltiyel performance, with a 67.8 %
correct classification rate in the case of unaligfece, but it is more than 10 times
slower than then LBP method. Thus, in applicatitva require real-time operation
(e.g. HRI), as well in applications where very Rrgmounts of data are being
analyzed (e.g. search operation in very-large melia databases), LBP-based
methods can be a very interesting alternative.

As future work we would like to study the behavaifrthe Gabor Jet descriptors
method when using image regions of different size®w] to analyze in detail the
possibility of combining different methods for aehing, at the same time, high
classification accuracy and high processing speed.
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