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Abstract. The ability to segment or separate foreground from back-
ground in video images is useful to a number of applications including
video compression, human-computer interaction, and object tracking to
name a few. In order to generate such segmentation in both a reliable and
visually pleasing manner the fusion of both spatial and temporal informa-
tion is required. This fusion typically requires to process a large amount
of information thereby imposing a heavy computational cost and/or re-
quiring substantial manual interaction. This heavy computational cost
unfortunately limits its applicability. In this paper a generative model
to solve this problem is proposed. The model has been designed with a
particular emphasis on efficiency, but also provide visually pleasing re-
sults. The approach selects salient appearance poses of the foreground
shared across the entire sequence in an unsupervised way, and uses them
to better extract the foreground from the single frames. Results prove
the validity of the approach.

1 Introduction

Detection of foreground is an important precursor for many image and video
applications, such as tracking, identification, and surveillance. Although, there
is often no prior information available about the foreground object to be de-
tected, in many situations the background scene is available in all frames of the
video. In general, scene modeling must be robust enough to accommodate pixel
feature variation, pixel position uncertainty, and minimize or completely avoid
pixel registration, in order to be performed in real-time.

The problem of dynamic background has been recently addressed in [1], where
they propose an adaptive Kernel Density Estimation technique for modeling in-
dividual pixels, working well for a stationary camera but difficult to generalize
to a moving camera.

The concept of layered representation of a scene was first introduced by Adelson
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[2], making a very good case for modeling a video scene as a group of layers
instead of single pixels. Many other work followed this trend, for example [3].
Within this approach, others try to learn the appearances of objects in videos
[4] to better extract the foreground.

In this paper, we propose a general robust method to extract foreground ob-
jects from color video sequences with non-static background. The model is an
extension of the probabilistic maps model proposed in [5]. To cope with various
changes in the foreground pose and position, we cluster the frames into salient
poses, we infer priors dependent on these poses and we use them to extract the
foreground of the single frames. In practice, to extract foreground from a frame
we use the information carried by the neighboring frames. It is worth to note
that we think at the neighbor relation, not in terms of time, but in terms of
structure. In this way, although possible, we do not use any “temporal window”
to define this relation, but we define the neighboring frames through a clustering
operation. To improve the performances we smoothed the parameters of the gen-
erative model as proposed in [6]. Experimental results show that the proposed
algorithm works well while keeping really low computational requirements.

The rest of the paper is organized as follows. Section 2 describes the probabilis-
tic index map model and our extension to video modeling. Section 3 details the
inference algorithm. In Section 4 the smoothing operations are discussed and the
problems, and the related solutions, arising from such modelization are reported.
In Section 5, numerical and visual results are reported. Finally, in Section 6, the
obtained results are commented and some considerations are drawn.

2 Palette Indexing and probabilistic index maps

One efficient representation of an image is the palette-based representation. Each
f-th image is seen as a collection of indices sfj (or an index map), one index per
pixel per image, that points to a separate palette table containing the possible
intensities that a pixel can assume (see Figure 1)B. This representation is heavily
used in many images formats, as it drastically reduces the storage requirements.
If a set of images shares the structure, the index map s;; are dependent on
the pixel coordinates i, 7 and this information is shared across the collection of
images (Figure 1B). With this assumption we obtain a basic palette-invariant
model which assumes a fixed spatial arrangement of the features, but the features
themselves can arbitrarily change from one image to the next. In the following,
we will refer to each region pointed by an index, as image part. For the example
depicted in Figure 1 these are, the hairs (s=1), the skin (s=2), and so on.

The idea in [5] and [7] was to relax the hard assumption that indices that point
the same locations across the F' images composing a dataset should be equal
(ie., si; 7 = ...sf; = si), allowing that the same indices can vary but
following the same distribution (i.e., p(sgj =3) = p(sfj =35) = .. p(sf; =
s) = pi;(s)). The distributions p;;(s) represents priors over the index map and
they are multinomials of dimensionality equal to S, describing the variability in

different locations of the image; therefore p;;(s = k) represent the probability

=5
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Images

Fig. 1. A) The video-PIM Bayesian network B) An illustration of the index map as a
palette-invariant representation.

that the pixel (i,j) points to the k-th entry of the palette. To summarize the
model assume that each f-th image has its own value for slfj, but the prior on that
value p;;(s) is shared across the images. The immediate effect is that in this way
we obtain consistent indices. For example, in Figure 1 the index s = 1 models
in all the images the hair whose color can change due to the image palette. An
illustration of the probabilistic version of p;;(s) can be found in Figure 3, on the
top.

The overall distribution over the index maps S = {s{]} is

p(8) = [ »is(s])) (1)

©.5,f

and the joint probability distribution is

p(8.Z) = [] p(=fjls])) - pis(s])) (2)

0.3, f

where zf represents the f-th image.

For example, if a video shows a tree that moves slightly due to the wind, then
the added level of variability in the index map p;; helps to capture the flutter
of the leaves. If the palette is not shared across the training set (i.e., each image
has its own palette) the model can take into account for changes of illumination.
In the case of a generic video flow it is not possible to think that the structural
variability captured by the model, can be sufficient to model all the variability
present in the sequence. This can be sufficient locally, only between near frames.
To solve this problem, we propose the use of a mixture variable which cluster
the frames. The centroids obtained clustering the frames model salient /particular
configurations of a sequence, leaving the modeling of the transition frames to the
probabilistic index map. The situation is shown in Figure 2, where we highlighted
four salient configurations. It should be noted how the difference between the
temporal clustering and the structural clustering is here evident: eventually the
last frames have structure similar to the first frames and hence they are modeled
by the same component.
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Frame |0 Frame 30 Frame 50 Frama 70 Frame 100 Frame 110 Frame 120 Frame 130 Frame 150 Frame 170 Frame 190

Fig. 2. Mixture centroids models frames with similar structure.

3 Model inference and learning

Consider a video sequence composed by F' frames Z = {z/ }?:1, wherei =1...1
and j = 1...J indexes pixels, and f = 1...F index a frame. We associate an
intensity palette C/ to each image and an index map s;; with each pixel sharing
it across images (see Figure 3). Each palette C is a table composed by S colors,
indexed by s. For example, C(s) = us could be equal to a RGB vector [r, g, b]T.
At this point, the color of a pixel becomes zzfj = C(s{])

In many image formats, it is assumed that each image has its own color table. In
the case of a video sequence, if no relevant changes of illumination are present,
it is possible to share the palette between the frames since no one can expect a
large variation of the colors.

In general, we can think each color palette entry C(s) being modeled by an
unimodal distribution, also called observation model; in this way we assign a
probability to each pixel of having as specific intensity, the s-th color in the
palette, i.e. p(z|C(s)). For example in [5] a Gaussian distribution is used.

The problem with an unimodal distribution over the palette is that it can model
image parts composed by just one color. Since the purpose of this paper is to
extract the foreground from a video, we cannot assume that it is colored by a
single color. Therefore the unimodal choice is not suitable.

Fortunately there are other kind of models that represent different colors in the
same entry of the palette, like the histogram observation model, or the mixture
of gaussian observation model. For efficiency reasons, we chose to employ an
histogram-based model which have the following form:

p(z]; = KIC(s)) = wy(k) (3)

In these kinds of models, each s-th entry of the palette is a multinomial distribu-
tion or a normalized histogram. The k-th bin of the histogram represent a color
By — [r,g, b]T and this is achieved by discretizing the measurements through
a separate clustering of local measurements to create a codebook of colors. In
this way ws(k) represent the probability to find the k-th color in the s-th image
part. An illustration of the histogram palette can found in Figure 3. This palette
model was previously used in a related model, dubbed LOCUS [8], but only for
the case of two image segments (foreground/background) while here we have to
deal with multiple image parts.

The second additional solution to model a video stream is to introduce a mix-
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Fig. 3. Probabilistic index map. Top: the inferred priors p;; for a dataset composed by
50 boat images. Bottom: two examples, with their posterior and the histogram palettes.
The variables sfj are represented in a probabilistic way q(s{j) because of the particular
inference paradigm used (see Sec.3).

ture variable ¢, similar to what done in [5] for clustering purposes, to capture
the variability in the structure of the foreground along time. As expected, the
mixture variable affects the structure contained in the index variables S = {s;;}
and the joint probability distribution becomes

p(e. S, Z) = p(c!) - T p(fjls])) - pis(sL;le) (4)
05, f

Here with each component we want to model the variability present in the video
that can not accounted for by the probabilistic indices. For example in Figure 4
are shown the learnt priors for the test video stream. It is visible how the first
component models the first 70 frames, where the boy (FG) taken from the side,
while the second component models all the other poses. The higher the number
of components are used, the more salient poses are learnt. Since these p;;(s) are
used as prior for the segmentations of the single images, it is straightforward to
understand how this improves the segmentation accuracy.
The model described so far is not sufficient to solve the foreground extraction
problem since often a color present in the foreground appear also in the back-
ground. In this case, the probabilistic index map model would tend to merge
the parts of background and foreground that share the appearance (color). To
solve this problem we introduce in the model a second observation, the optical
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Fig. 4. The effect of the mixture variable: each cluster models a salient configura-
tion/pose.

flow Y = {yf}j;l (OF). Due to its discrete nature, we use again the discrete
histogram observation. With this novel observation plugged into the model, the
final joint probability distribution becomes

p(c,8,2,Y) = p(c!) - [ p(z1s];, Cootor(s)) - Py 155 Chrons(9)) - pis (s le) (5)
.5, f

Differently from the color, the OF palettes are not shared across the images; in
fact their meaning is just to keep separate the foreground and the background,
which intuitively would have different flow distributions.
The OF and the color are tied at level of the index map variable s;;, therefore
the model search for configurations in which the intra-image OF and the inter-
images color are consistent. The graphical model which describes equation 5 is
shown in Figure 1A.

3.1 Free energy of a graphical model

The aim of the inference algorithm is to learn a distribution over the latent vari-
able of the model, given the observed variables. In this case, the observed vari-

ables are the video frames and the optical flow v = { <z yf > }?:1, while the

hidden variables are the index map and the mixture variable h = { st cf }?:1
A standard way to solve this problem is maximize the (log) likelihood of the
observed data, obtained by integration of the hidden variables h for a given set
of parameters 6, i.e., log p(z,y|0) = fh log p(z,y, h|#). In our model, we treat the
index variable s and the mixture variable ¢/ as hidden variables, and color maps
pij(s) and the palettes Ceoor = W' (k1) and C;low = w?lgw (ko) as parameters.
When this optimization problem is intractable, approximate methods such as
variational inference must be used. The objective function to be optimized is
the free energy [9] a quantity which bounds the negative log likelihood of the
data, and is defined as

Fz/hq(h)-logq(h)—/hq(h) log p(v, h|6) (6)

where ¢(h) are arbitrary distributions on the hidden variables, thought as ap-
proximate posterior distributions that can be used to compute a lower bound
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of the log likelihood of the data. The variational inference consists in choosing
a particular form for the ¢ distribution as to make tractable the optimization
of F' using an iterative method. In this case, we can use both the fully factor-
ized posterior g(h) = ¢(s) - ¢(c) (known as mean-field form) or the full (correct)
posterior distribution g(h) = ¢(c) - ¢(s|c¢) (which often results intractable). For
efficiency reasons we choose the mean-field form.

At this point, we can derive the inference (E step) and the parameter update
rules (M step) for the model. In this model each observation has a separate index
szfj modeled in a probabilistic way (i.e., q(s;;)¢) due to the variational inference,
but the prior p;;(s|c) is shared for each location among the frames (see Figure
3).

To obtain the inference procedure, derivatives of F w.r.t the ¢ functions has to
be calculated, paying attention that |, » @(h) = 1. This normalization constraints
can be easily taken into account by using the Lagrange multipliers. The inference
update rules are reported below

g(c! = ¢) X Tome - Tis Taalsly=s)logpi;(siy=sle=e)

q(sw =) x Wgﬁjo:rs(zz.j) . W}cfgi}:s(yij) e >, a(ef =c)logpij(sij=s|c=c)

1
— f—
Te=e = 4 g q(c’ =¢)

L Ysalshi=s) e =)
CE S T

color () = 25 2ijlzii = K] ‘J(Sfj =5) wilow (k) = 25y = Kl "J(Sfcj = 3)
s I-J-F fis I-J

w

where [z = k] is the indicator function, equal to one, if z = k, and zero otherwise.

4 Smoothing, Generalized EM and model selection

The EM algorithm has a greedy nature and usually converge to a local min-
ima very fast [10]. In the case of video probabilistic index map, this problem
usually leads to the disalignment of the index map priors across the mixture
components. This means that a given probability map s = ¢ can be modeled by
s =7, i # jin another component (cluster). It is straightforward to understand
how this problem has to be avoided, otherwise it would be impossible to find a
mapping between S and F'G since this would depend on the mixture variable C'.
The essence of the problem stays in the ¢(c) distribution which becomes peaky
in the first iterations of the EM, when the prior over the index maps p;; is not
well defined; in practice for each mixture component, the prior is inferred inde-
pendently (see Figure 5A). To avoid this behavior, we propose the smoothing of
the mixture distributions ¢(c) for the first few iterations. The idea that yields
to this solution is that since the input data are time-ordered video frames, it
is not an hard assumption to think that the posterior distributions g(c) of near
frames would only slightly change between them [11,12]. We will refer to this
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as temporal-smoothing. In this way, we ensure that at least some frames have a
balanced ¢(c) distributions, that will contribute to all the priors. The immediate
effect is the creation of a (temporary) link between the C' mixture coefficients for
the first iterations; as soon as the priors begin to become defined, we can release
the smoothing and leave the posterior update normally, obtaining aligned index
maps (see Figure 5B). This heuristics has proved to work in every test, it is not
computationally expensive and is introduced and supported in [6], where the
authors showed how smoothing parameters of a Bayesian network lead to better
results.

Following the same intuition, we performed temporal-smoothing on ¢(s) to en-

A) Unaligned mixture components B) Aligned mixture components via g(c) - smoothing
Pi(s=1|c=1) Pis=2]|c=1) Pis=3|c=1) Pi(s=1]c=1) Pi(s=2[c=1) Pi(s=3|c=1)
m i;..\. I I -
Pi(s=2|c=2) Pij(s=3|c=2) Pi(s=1|c=2) Pj(s=2|c=2) Pis=3|c=2)

ko Lilw

Fig.5. A) Bad alignment of the index maps across the components. Frames whose
q(c’) points at ¢ = 1 have foreground modeled by S=2, while frames whose g(c’) point
to ¢ = 2 have foreground modeled by S = 2. B) Exact alignment of the index maps
obtained smoothing the mixture distributions.

sure that near frames has similar posterior index maps.

Following the ideas in [6], to improve the quality of the segmentation results, we
also performed spatial-smoothing on the pixels of q(sf]), to “prefer” that close
pixels belong to the same image part, and on p;;(s) to soften the strength of the
prior which, for its nature tend to be too peaky.

5 Experimental results and conclusions

The probabilistic index map technique has already been tested on video data in
[13] where a video-surveillance sequence with significative changes of illumination
(from daylight to night) and static background was used to show the invariance
of the model to illumination changes and how well the model captures the scene
structure.

Our goal here is to show how we can model a generic video using 1) histogram ob-
servation model, 2) the optical flow as second observation, 3) parameters smooth-
ing and 4) the mixture components. To achieve this goal we took 220 frames of a
video sequence used to test the hierarchical model selection idea of [13]. This se-
quence contains significant illumination changes, background clutter, significant
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(and confusable) foreground and background motion, as well as dramatic changes
in size and pose of the foreground object. The comparison was made based on a
manual pixel-based segmentation of every 10th frame?. Given the groundtruth
data, there is one out of possible labels for each pixel [;; € {0, 1}, where 0 refers
to background (BG) and 1 refers to foreground (FG). After the learning phase,
we have also S labels for each pixel based on the model s;; € {1,...,5}. These
labels are probabilistic, so we have ¢(s;; = s) rather than just a discrete s;;. To
create a correspondence between s and [, we need a mapping ¢ : s — [ to eval-
uate the segmentation (i.e., ¢(s = i) = 1). The overall segmentation accuracy
(OV) would be akin to the probability that this mapping returns the exact label
image, or the fraction of the pixels that are correctly labeled. In formulae:

OVie = 5 30 S lonlsig) = bl alsiy = 5) (7)

where the index k£ addresses a particular mapping function.

Since we used a small value for S (2, 3 or 4), it is reasonable to consider as result
OV = max; OV, that is to report results for the best mapping ¢. The problem
with this measure is that it is biased, since it depends on the relative size of the
foreground and background. For example, if the foreground object is very small
or very large, this value will be close to 100%. To overcome this problem we also
computed the individual true positive/true negative rates for each of the labels
l.

1
FE = m %:XS:W(SU) =1]-q(si; = s) (8)

1

To extract the optical flow we used the well-known Lucas-Kanade method [14],
the histogram size for the colors is set to B = 7, but higher values can be used
as well with no relevant effect on the results. The results are presented in Table
1 in terms of various choice of S and K, where we defined K as the number of
mixture component per frame (i.e., K =F / C ). In Figure 7 some visual results
are shown.

As expected, increasing the number of the mixture components we can model a
larger number of salient poses and performance increases. The results show how
the method is able to extract with good performances the background with low
computational requirements. It should be noted that [13] reports better perfor-
mances but is a much more complex hierarchical model composed by 7 hidden
variables, some of them constrained and with multiple components specialized
for video processing, including LOCUS model [8] which, on its own, significantly
underperformed the full mix. In Figure 6 the learned priors p;;(s) for C' = 2,3,4
and the frames with more similar structure are shown. It is easy to see how the

3 The groundtruth is available upon request to the corresponding author.
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Table 1. Accuracy of the proposed model foreground extraction. The results obtained
in [13] are reported in the last row. In this case the values of K have no meaning.

K =100 K =50 K=25
FF BB OV FF BB OV FF BB OV

S=2| 069 0.70 070  0.70 0.72 0.72 0.70 0.76 0.74
S=3| 0.88 0.87 0.87  0.89 0.88 0.88 0.90 0.90 0.90
S=4| 081 0.90 087 081 0.93 0.89 0.82 0.95 0.92
[13] 0.95 0.95 0.95

higher the C value, the more significant pose the detected poses. For example,
if C' = 2 the model learns the boy walking toward left and a mixture of all the
other poses. Increasing C to 4, the model learn also the boy walking from behind.

Frame 10 Frame 30 Frame 50 Frame 70 Frame 100 Frame 110 Frame 130 Frame 150 Frame 170 Frame 190

" _— E — — s | _ -
S r
Fig. 6. Probabilistic index maps for the image part which models foreground and their
position over the temporal axis.

6 Conclusions

This paper presents an application to foreground extraction using the mixture
of probabilistic index map technique. The model is able to cluster the frames in
salient poses calculating priors on the structure and using them to extract the
foreground. Despite the smoothing operations used to align components and to
improve the segmentations, the computational effort is really low. In particular,
in [5] is shown how the probabilistic index map model can be used in real time.
Taking the advantage of a new, more efficient, observation model it is straight-
forward to note how this method can also do it. Future effort will investigate
how to mix these priors since the frames far from the structure captured by the
prior, or with a unusual structure are penalized. This derives by the fact that
the mixture variable does not carry information about the degree of membership
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to a particular cluster as it is only a pointer to a discrete value. Actually, the
degree of membership, is lost in calculating the posterior (normalization). This
leads to the choice of a single component to calculate the segmentation and to
the problems discussed above.

Other research efforts will be devoted to substitute the clustering operation by
the splitting of the temporal axis in user-predefined slices taking advantage of
the fact that close frames in a video most likely share a common structure.
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Fig. 7. Top: some segmented frames and their ground truth. Bottom: the segmenta-
tions obtained in [13], the probabilistic maps obtained by our method (for C=2 and
C=4) and their correspondent postprocessed masks. Postprocessing operations include
deterministic operations such as thresholding, and hole filling.



