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Identification d’interactions op érationnelles dans des moeles bookens
asynchrones de eseaux gnétiques

Résune : Pour appehender la dynamique d’'un sgste complexe de grande dimension, il est souvent
utile, lorsque cela est possible, d'identifier un sysé eduit, comprenant un sous-ensemble de variables et
d’interactions, qui capture les principales préggs dynamiques du syshe initial. Dans la maglisation de
grands eseaux deagulation provenant de la biologie cellulaire, comme par exempleédesiux §rétiques,
I'utilisation de systmes dynamiques discrets, voire tmis, bass sur des graphes d'interactions entre les
difféerentes variables est @ressante. Ces sgsies ont notamment un ensemblétdts fini, et leurs dy-
namiques, synchrone ou asynchrone, e elle aussi repsenge par une structure finie, sous la forme
d’'un graphe de transition entatats. Dans ce contexte, nowsvdloppons ici une athode visana identifier,
dans un systme booken asynchrone, le sous-ensemble d’interactions actives, éatmmnelles, respons-
ables d’'un comportement dynamique dénria preméreétape de cette prédure consiste en I'application
de la cecomposition en composantes fortement connexes du graphe de transition asynchrone, permettant ainsi
d’obtenir un graphe de transition&duit” et hirarchi€. A partir de ce graphe, la secongape consiste en
l'identification d’une sous-famille deegles logiques qui restent @m@tionnelles dans unégion donge de
'espace détats. La praticabilé et 'utilité de cette rathode sont illuséres par un sy8tme de dimensiom2
mocklisant la mort programée de la cellule (apoptose). En particulier, l@thode permet d’identifier les
deux necanismes utiliss par la cellule pouepondrea une stimulation de certainsaepteurs, eté&tider entre

la survie ou la mort programee.

Mots-clés : Réseaux bo@ens, Graphe de transition asynchronegiction de moéles, Feseaux biologiques.



Asynchronous boolean models of gene regulatory networks 3

1 Introduction

Discrete and, in particular, Boolean models have been playing an increasingly important role in the study and
analysis of complex biological systems [3,6,7,12,25-27]. Based on the idea that each variable may take values
only on a finite set, discrete models offer a very attractive framework for the systematic study of the dynamics
of large systems, which may range from a few to hundreds of variables and their interactions.

The discrete modelling approach is highly relevant for many of the currently data acquisition techniques
for signalling and genetic regulatory networks (microarrays, fluorescence markers, electrophoretic mobility
shift assays, etc.) which involve more qualitative measurements. Messenger RNAs and proteins are frequently
described as weakly/strongly expressed, and concentrations are reported to increase/decrease by a factor of
N relative to a given reference value. Discrete ranges of values appropriately describe these type of data,
and a discrete system may be expected to give a good idea of the system’s dynamics from the available data
(for example, on multistationary, stability, or oscillatory behavior). At the same time, since this dynami-
cal information is essentially independent of the system’s parameters (such as kinetic rates, binding rates, or
degradation constants) and depends only on the interconnection structure, discrete networks provide a measure
of the robustness of a system [6]. For instance, the transition graph of the network indicates how much a given
trajectory may be affected by perturbations, or whether the system is capable of maintaining a given dynamical
behaviour despite fluctuations in the environment. Indeed, a major advantage of discrete and boolean mod-
elling is the possibility of fully characterizing atjualitative dynamical trajectories of a particular network,
based simply on the structure of links and interactions between nodes. This general characterization and “eas-
ier” handling of the state space, counterbalance the loss of detailed information on time evolution and (more
realistic) continuous concentration changes.

The study of complex systems with many variables frequently raises questions concerning the possibility of
simplifying or reducing the system in some way. To simplify the analysis and gain intuition, it is often useful to
identify a smaller, easier to analyze, family of variables and interactions that still faithfully describe the original
system and exhibit the same overall qualitative dynamics. Likewise, it is often of interest to find out whether
different groups of variables are associated with different dynamics [29]. Another related question is whether
all interactions operate at all times, or whether different groups of interactions become active or operational
at different times, in response to a precise context [19]. Similarly, finding interactions which prevent a given
target function is useful from the point of view of therapeutical interventions, for instance [20, 26]. These are
all challenging problems, and while some model reduction methods exist, they are generally aimed at special
classes of systems (a survey of methods used for control systems can be found in [1]; a method for identifying
the variables responsible for complex cell behavior was proposed in [29]). One of the objectives of this paper
is to show that, to some extent, answers to these questions may be obtained through the discrete systems
framework and some of its techniques.

The current work will focus on the analysis of the dynamics of asynchronous Boolean networks. In this
class of networks, the variables are assumed to take only two values (0/1, expressed/not expressed), and the
order of the variables’ updates is assumed to be asynchronous, allowing realistic context-sensitive updating
strategies. The whole state space of such networks is easily described and the asynchronous transitions’ graph
computationally feasible (for “medium” size systeragy, 8-20 variables).

In this context, a model reduction technique is proposed in this paper, which is suitable to deal with Boolean
networks motivated by biological (amely, signalling or genetic) regulatory networks of intermediate dimension.
The model reduction technique combines and adapts two methods: the classical decomposition of a graph into
its strongly connected components [8] and an identification algorithm described in [21, 36]. The first part of
the model reduction technique involves the simplification of the asynchronous transition graph into its strongly
connected components. These components are then organized into hierarchical levels, such that any given
trajectory can only move into the next level in the hierarchy, but never into the previous level. A new “reduced”
transition graph is then constructed which describes the transitions between the strongly connected components
(Section 3). The second part of the model reduction involves the identification of the “operational” network
(active interactions) that is responsible for the dynamics of the system from a given level in the hierarchy
(Section 4).
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4 Laurent Tournier , Madalena Chaves

Finally, in Section 5, we show that knowledge on reaction rates can also be incorporated into the discrete
model by means of probabilities, in order to obtain a more realistic description of the system that still retains
the simplicity of discrete networks. The system’s reaction rates can be used to stghasatesof updating
strategies (or updating orders) in the asynchronous transition graph. One possible class of updating strategies
consists of associating a (fixed) matrix of transition probabilities to the graph edges, a process which corre-
sponds to generating a Markov chain. Several relevant quantities can then be computed, such as the expected
times for convergence to a given attractor.

The methods proposed above are illustrated by an application to an apoptosis (or programmed cell death)
network [7, 28], withn = 12, as described in Section 2.3. The dynamics of the network in response to death-
receptor stimulation is studied, and two core groups of variables and pathways are identified: it is shown
that these correspond to two mechanisms responsible for the decision between programmed cell death or
cell survival. In addition, associating a transition probabilities’ matrix to the apoptosis network allows us to
estimate, among other quantities, the probability of cell survival or death upon stimulation of death receptors.

2 Asynchronous boolean models of gene regulatory networks

Discrete dynamical systems have been widely studied for decades, as they provide a good mathematical and
algorithmic framework to model systems where variables are known or assumed to take values only in a finite
set (as opposed to a continuum of values). In particular, the discrete framework has been often applied to model
biological regulatory networks, such as gene networks [18, 33]. The mathematical basis of discrete models
consists of a finite set of discrete variables (sometimes boolean) that interact with one another through discrete
activation functions Usually, these interactions are comprised in a (finite) directed graph, datézection
graph This graph, together with the family of activation functions, define the structure of a discrete system.
Each variable will evolve according to a given rule, constructed from the interaction graph. In order to describe
the dynamics of such a system, over a discrete time, one defirgseaating modgby giving astrategythat
determines the updating order of the variables over time.

There exist two main operating modes studied in the literature. The first onesgrnibBronoustrategy,
where all variables are simultaneously updated at each discrete instant (see [18] for an extensive study of this
synchronous strategy; see also [3, 30, 37]). The dynamics implied by the synchronous strategy presents some
nice mathematical properties (mainly, the transition graph is deterministic) that allow one to simulate high-
dimensional networks, randomly generated, in order to find statistically relevant types of dynamical behav-
ior [18]. However, if one wants to model a given biological system in a more realistic manner, the synchronous
updating strategy may be quite a strong assumption, poorly related to the reality. This is why other approaches
have been proposed, by developiagynchronoustrategies, where discrete variables are updated in a het-
erogeneous way over time. Discrete networks with asynchronous updating orders are often called Thomas’
networks [33-35], and are much better suited to model the dynamical behavior of biological regulatory net-
works. Before giving more details on the type of asynchronicity that will be used in this paper, we first recall
some basic definitions about the structure of discrete networks.

2.1 Structure of a boolean network

In this paper, we will considdrooleannetworks, where the variables (which represent, for instance, the level
of expression of genes, or the level of concentration of different species, such as proteins) can take only two
qualitative values. 0" represents a basal level (inhibition -or weak activation- of the transcription of a gene,
or absencé of a biochemical species) and™represents a high level (activation of the transcription of a gene,
or presencef a species). We note here that there exist more general frameworks, where the variables can take
more than two qualitative values (see for instance [5, 12, 14] or [31]). This choice is discussed below.

As most of the work on discrete or boolean gene networks is based on the same mathematical objects (with
slightly different definitions), the following part is only a brief summary of the main definitions and notations
that will be used in the rest of this paper (for a detailled explanation of these definitions, one can refer to the

generally, a given species is considered tabsentf its concentration is lower than a given threshgitesentotherwise
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Asynchronous boolean models of gene regulatory networks 5

extensive literature on discrete networks). Let us begin with the definition of the interaction graph, which is
the core of the structure of a discrete model.

Definition 1 (Interaction Graph) The interaction graph of a-dimensional boolean network is defined by

G =(V,€&), whereV = {vy,...,v,} is the set of nodes (each node may represent a biological species) and
£ C V x Visthe set of directed edges (representing the interactions between these species). Thg edge
exists if node; influences node; (e.g.v; activates or inhibits;).

Each node); € V has a set of inputs (possibly empty), which are the nodes that influence its evolution:
Z(’Ui) = {Uj S V’ (Uj,’l}i) S 5} cV.

For eachv; € V, the cardinality of the sef(v;) (the number of its inputs) is often called tbennectivityof
nodewv; and is generally denoted y. In order to give a complete definition of the structure of the network,
we now define the activation functions.

Definition 2 The structure of a-dimensional boolean network is defined by an interaction g@ph (V, &)

together with a collectiot = {f; : i = 1,...,n}, of boolean functions:
fi : {07 1}kL — {07 1}7
where, for eachi € {1,...,n}, f; designates the activation function of nageandk; its number of inputs.

Let z; denote the boolean variable associated with ngd&he updated value af;, denoted by, is therefore
given by:

/ .
x; = fi (a:il,...,xik) . Wwhere: {vil, . ,viki} = Z(v;).

To illustrate these definitions, let us consider a sinptimensional network, given by the following interac-
tion graph and set of rules:

@D/\ {f1(w2) = Ty,
\/@@O fo(xi,m2) = Xor(zy,x2) = (T1 A x2) V (21 AN T3).

The notations used in this example are classical in Boole algebraaiifdy denote two boolean variables,
T denotes the negation af andx A y, x V y denote, respectively, the product (logical functiond) and
summation (logical functiowr) of z andy. The symbol xor denotes the exclusiwe In this example, the
updated values af; andz- are thus:

% = 7,
zh = (T1Az2)V (21 AT2).

Remark 1 In the study of discrete models of biochemical networks, the arrows of the interaction graph are

usually signed, indicating whether the arrow representgativation(—> or —) or aninhibition (= or ). It

is to be noted that, for a general network given by Def. 2, it is not always possible to associate a sign to each
arrow in an unequivocal manner. In the previous example, for instance, the afrgws ) and(v2, v1) cannot

be signed as the interactions they represent are neither activations nor inhibitions. Nevertheless, boolean
networks constructed from the biological description of a particular biological system can often be signed
unequivocally. We will thus adopt this signing convention in the following.

Remark 2 In the above approach, connectivity is defined prior to the activation functions. This can lead to
inaccuracies if the real connectivity (as defined in [36]) of the function does not match its apparent connectivity.
Thus, the functiory (z1,x2) = (x1 A x2) V (z1 A T2) has an apparent connectivity @f whereas its real
connectivity isl (indeedf(x1,z2) = x1). In the terminology of [30]x- is called a fictitious (or non essential)
variable for functionf. This issue becomes particularly important if one wants to identify a network from
given data. It will be addressed in more detail in Section 4.

RR n° 0123456789



6 Laurent Tournier , Madalena Chaves

2.2 Synchronous vs asynchronous dynamics

Consider an-dimensional network given byv" = (V, &, F) (see Def. 2). The state space ®fis the set
2 = {0,1}™ whose cardinality i2". As the state space is finite, one can represent the discrete dynamical
behavior of the network with a finite directed graph, callezhsition graph In order to define it properly,
we need to assign an operating mode (or updating strategy) for the netWvdfkom a mathematical point of
view, an operating mode is defined as a sequétge) C V|t € N}, where, for each € N, ¥(¢) is a subset
of V indicating which nodes are updated at timél'herefore, if the state of the network at tirhis given by
the boolean vector:
X(t) = (z1(t), ..., za(t)) € Q,

then the next stat& (¢ + 1) (also called the successor) is computed as follows:
X(t+1)=(x1(t+1),...,zp(t+ 1)) € Q,

zit+1) = zi(t)  ifu g U+ 1),

Where{ zi(t+ 1) =al(t) ifveP(t+1).

In the synchronous approach, all nodes are simultaneously updated at eathwihiad can be written as:
VieN, ¥(t)=V.

In this case, the temporal evolution of the networlaigonomou in the sense that any vectar € 2 has

a (unique) successdr(X) = (f1(X),..., f.(X)), and that successor is independent of timeWe can

then construct a directed transition graph: its set of nod€sdad its set of directed edges is defined by the
“successor” function. The main property of the synchronous graph is thatétésministici.e. each state has

a unique successor (see [12]). In particular, this property implies that each connected component of the graph
contains a unique attractor, and this attractor is either a cycle or a fixed point (see illustrating example below).
More precisely, the connected components are in fact the basins of attraction of their attractor.

Remark 3 It can be shown that, in general, if the updating strategy is independent of the time (“context free”),
then the dynamics can be brought back to an autonomous dynamical system, with a deterministic transition
graph. For instance, this is the case when only one node is updated at each bot@lways in a predefined

fixed order (see [36]).

As previously said, the synchronous updating strategy is a very strong assumption, not very realistic if one
wants to model the dynamical behavior of a given biological system. Actually, as discrete interactions are
coarse-grained models of sometimes very complex biochemical processes (often implying several biochemical
reactions), it is preferable to consider context-sensitive, asynchronous updating strategies.

In order to give a precise definition of an asynchronous transition graph, we first introduce the following
notation:

» ForeachX € Q = {0,1}", F(X) € Q designates the synchronous successdf of
Vie{l,...,n}, Fi(X)=x.
« For eachX € Q and each € {1,...,n}, X’ designates the vector:

i o
X' = (:L‘l,... ,Iifl,xi,ﬂfi+1,...,$n) e Q.

» ForeachX € Q, letU(X) = {v; € V| x; # z;} C V. U(X) designates the (possibly empty) set of
nodes that can actually be updated when the system is in the’state

We also state the following assumptions, that we will suppose verified throughout this paper:

%this is directly linked with the concept of autonomous differential equations, in the framework of continuous dynamical systems
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Assumption 1 At each discrete timeé, at most one node is updated (no update means the network is in a
steady state).

Assumption 2 Each stateX € Q) such thatX # F(X) has exactlyU (X)| successors.

The first assumption forbids the simultaneous update of several nodes (which is reasonable from the biological
point of view), whereas the second one implies that every possible update is taken into aceouha(

state X the nodev; is liable to change, then that updateistbe present in the transition graph). With these
assumptions, we can now define the transition graph:

Definition 3 (Asynchronous Transition Graph) The asynchronous transition graph of the netwark =

(V,E,F) is the directed grapiG = (V, E') where the set of nodés is the state spac@ = {0,1}" and
the set of directed edgdsis defined by:

E:{(X—>)~(i) |XEQ,UZ~€U(X)}.

As an illustrating example, let us consider thdimensional network:

— fi(z) = 73,
: F _-
g @ { fa(z1) = 71
Its synchronous transition graph is:

with three attractors: two steady states and one cycle of length 2 (in this particular case, the basins of attraction
are reduced to the attractors themselves). According to Definition 3, its asynchronous transition graph is:

As we can see in this example, the asynchronous transition graph is non deterministic (th@0shaie$1
both have two successors), contrary to the synchronous case. The basins of attraction may contain several
attractors (here it is easy to see that the attractors of the system are the two equilibriundpaimid 0, but
the definition of attractors itself needs to be clarified in more complex networks, we will come back to this
point in the following part).

In the comparison between synchronous and asynchronous dynamics, a well-known result, illustrated in
this example, is that, provided Assumptions 1 and 2 are satisfied, the asynchronous and synchronous steady
states are the same. The proof is straightforward, and is not given here.

The non determinism of the asynchronous transition graph is a fundamental property. It allows to consider
any possible trajectory implied by the structure of the network. If one wants to study one particular trajectory,
then a particular path in the graph has to be chosen, which is equivalent to the choice of a particular updating
strategy. Considering biological applications, such a choice will be based on the information available on the
system. Unfortunately, the knowledge of the system is often incomplete. An advantage of this framework is
the possibility to test and analyze different plausi¢sof updating orders, as will be done later in this paper
(it corresponds to the notion gfiority classesdeveloped in [12]). The main advantage of the asynchronous
graph is that it comprises all the possible choices in a finite structure, which allows to find general dynamical
properties valid whatever the updating strategy. Obviously, although finite, the size of the transition graph
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8 Laurent Tournier , Madalena Chaves

grows exponentially with the dimension of the system (in the boolean case, its size is ekaciliis limits
the use of general graph algorithms to relatively low dimensional systems (on the ordet @f-20), with
respect to the synchronous case, where the dimension of the system under study can be higher [37].

Before presenting the general methodology, let us make a final remark about boolean and more general
discrete models of biological systems. In the literature on discrete systems, in general, discrete variables
may take more than two values (se@.[5, 12, 14, 31]). From a biological point of view, the use of discrete
variables allows representisgveral qualitative valuesf an intrinsically continuous biological variable, such
as the concentration of a species, or the transcription rate of a gene. As already evoked, the discrete modelling
process consists, roughly, in assigning a threshold value to each continuous variable, and then considering only
the relative position of the variable with respect to the threshold, instead of its exact, real, value. The principal
advantage of using qualitative values is that the interactions among variables will also be represented with
discrete functions, taking values over finite sets. However, when a vanidbfuences two different groups
of variables in different ways, then it is more appropriate to assign two different threshold values to the variable
x. If there are two different thresholds, sy < 6, then the qualitative valug of z is no longer boolean, but
belongs to{0, 1, 2}:

0 if 0<z<by
z=< 1 if O <z<0Oy
2 if x>0,

Such a generalized discrete framework is appealing from a modelling point of view, but can actually be inte-
grated into the boolean framework with the following observation (initially described in [35]). Defiaad

z2 by:
j}l_ 0 if 0§$<91 5:2_ 0 if .’,1:'<92
I O | I O | Y

By definition, these two variables are boolean and contain all the informatién pnovided the following
boolean constraints are imposed:

By “decoupling” each discrete variable in this way, that is substituting each discrete variabletinigsholds

by ¢ boolean variables with the corresponding boolean constraints, a new completely boolean network (with
boolean constraints) is obtained. As can be seen in this example, the dimension of the network increases, as
several boolean variables are needed to represent a single, multi-valued, discrete variable. From a mathematical
point of view, however, the boolean and the generalized discrete frameworks are therefore equivalent. To take
advantage of the tractability of the boolean framework, and of existing results on boolean systems (notably
the identification algorithm presented in Section 4), we choose from now on to restrict ourselves to boolean
networks, without considering generalized discrete systems.

2.3 Working example: an apoptosis signalling pathway

The model reduction method will be illustrated by application to an apoptosis network (Fig. 1). Apoptosis, or
programmed cell death, is a physiological process which allows an organism to remove damaged or unwanted
cells in a “clean” and natural way. The signalling pathways leading to apoptosis play fundamental roles in
embryonic development and in adult organisms, by maintaining normal cellular homeostasis in organs and
other cellular tissues [9]. Malfunctioning apoptotic pathways may lead to various diseases, such as cancer (in
this case cells do not die, there is insufficient apoptosis), or immunodeficiency and infertility (in this case too
many cells die, there is too much apoptosis) [9].

The apoptosis signalling pathway to be considered in this paper (Fig. 1) is based on the model presented
in [7], which is, in fact, a discrete version of a continuous model of apoptosis first developed in [28]. A brief
description of the network is provided next, and the reader is referred to [7, 28] and references therein for more
details.

The network is composed essentially of a pro-apoptotic and an anti-apoptotic pathway, which are activated
by the same signal: stimulation of death receptors by a factor such as Tumor NecrosisRdetarted TNF in

INRIA



Asynchronous boolean models of gene regulatory networks 9

)

( TNF

(FLIP

Figure 1: Interaction graph of the simplified model of regulation of apoptosis via ta@Bathway. As noted
in Remark 1, some edges do not have a fixed sign (influence of TNERYAAP and CARP).

Fig. 1). The pro-apoptotic pathway is based on the model developed in [10], and consists of a family of proteins
called caspases, represented by active caspases 3 and 8 (resp., C3a and C8a) in Fig. 1. The caspases play the
main role in apoptosis, as they cleave (or break into small pieces) the principal proteins in the cell, eventually
leading to a “clean disposal” of the cell in response to an apoptotic signal. The anti-apoptotic pathway is based
on the pioneering work of [17] and on the models developed in [17,22], and represents the NuclearB-actor
(NFxB) signalling pathway. It is well known that the NB signalling pathway is responsible for activating
transcription of both pro- and anti-apoptotic genes [13, 23], and thus plays an important role in regulating
apoptosis. The components of the dB-pathway are as follows (in biological terminology): Nuclear Factor

xB in the cytoplasm (NEB) and in the nucleus (NEBnu); inhibitor of NF<B (1xB); inhibitor of 1xB kinases

(IKKa); inhibitor of apoptosis proteins (IAP); caspase-8 and -10-associated RING proteins (CARP); a protein
associated with inhibition of complex T2 (FLIP); and a protein regulating IKK activity (A20a).

Binding of TNF to a death receptor activates the anti-apoptotic pathway and, after a certain delay (upon
formation of a second complex, denoted by T2), the pro-apoptotic pathway is also activated. The anti-apoptotic
pathway activates synthesis of various proteins (IAP, CARP, FLIP) that will contribute to inhibit and regulate
the caspases. Therefore, TNF stimulation triggers two opposite effects: activation and inhibition of caspases.
The dynamics of the pro- and anti-apoptotic pathways, as well as the interconnections between them, will
ultimately lead to a decision between cell death or cell survival. An abundance of active caspases (such as
C3a) together with a low concentration of IAP typically leads to cell death. In contrast, a high concentration of
IAP and a low level of active caspases typically characterizes a living cell (in this case, enough molecules IAP
are present to down-regulate the level of active caspases). In the network represented in Fig. 1, and in particular
in its corresponding boolean model (Table 1), steady states corresponding to cell death should satisty C3a
and IAP= 0, while steady states corresponding to cell survival should satisfy=C@and IAP= 1.

The boolean model in Table 1 has been slightly simplified from that in [7], namely the mRNAs have been
removed and only the corresponding proteins nodes are represented. This does not affect the overall dynamics,
but reduces the number of variables to facilitate the use of the asynchronous algorithms. The analysis of
the transition graph of the boolean network will allow us to study the dynamics of the system, in particular
the effect of the structure of the network in creating and/or maintaining a balance between the pro- and anti-
apoptotic pathways, and ultimately the decision between death or survival.

3 Hierarchical organization of the asynchronous transition graph

In this section, a general methodology to analyze the asynchronous transition graph of a boolean network is
presented. This methodology is based on different algorithms that are classical in the field of graph theory
(mainly the strongly connected components decomposition and the topological sort). One can refer to [8] for
a detailled analysis of these algorithms.
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10 Laurent Tournier , Madalena Chaves

Node Boolean rule

TNF TNF (input of the whole system)

T2 TNF A FLIP

IKKa TNF A A20an C3a

NFsB  1xB

NFxB,. NFxB AIxB

kB [TNF A (NF&B,. A IKK@)] V [TNF A (NF&B, V IKKa)]
A20a TNFA NF&B,.

IAP [TNF A (NFxB,. A C3a)]V [TNF A (NFxB,, vV C3a)]
FLIP NFxB,

C3a IAP A C8a

C8a CARPA (C3av T2)
CARP  [TNFA (NF&B, A C3a)]V [TNF A (NFxB,,. vV C3a)]

Table 1: Boolean rules for the apoptosis network depicted in Fig. 1. See explanation of variables in the text.
Note that the variable TNF can be considered an input of the system, as its activation functiori is TNF.

The current method has been specifically designed to handle boolean models of biological genetic reg-
ulatory networks, where the type of knowledge is qualitative (a gene is either expressed or not) rather than
guantitative. The method provides answers to many biological issues raised by this type of systems, such as
the existence and characterization of attractors, reachability or controllability of a given state, or more gen-
eral “robust” properties which depends strongly on the structure of the network. Some of the general results
presented here are related to results of [5,12, 14].

3.1 SCC decomposition and hierarchical organization

The notion of hierarchical organization of a directed graphdigraph) relies on the well known strongly
connected components (SCC) decompaosition algorithm.

Let us recall some basics about digraphs (see [8] for more details) Let(V, E') be a digraph. Two
verticesu, v € V aremutually reachablédenoted: ~ v) if and only if there exist two (directed) pathsand
p' such that joins u to v andp’ joins v to u. This relation is clearly an equivalence relation on thelsetf
vertices. Thestrongly connected componemwisthe digraphG are then defined as the elementd/gf~, that
is to say the equivalence classes of the relatiorin other words, a strongly connected componentio$ a
maximal set of vertice§’ C V' such that for every pait, v € C, v andwv are reachable from each other.

The SCCdecompositiorof a digraphG consists in computing the strongly connected componengs: of
C1,...,Cp and then to compute the digraphi“c = (v, E**°) defined as follows:

e Vsee = {Cy,...Cpl,

* givenl <4, j < p, the directed edge’;, C;) belongs ta**“ if and only if there are. € C; andv € C}
such thafu,v) € E.

It can be easily proved (see [8]) that the digrapft¢ contains no (oriented) cycles. It is calleddag (for
directed acyclic graph). This is a key property@f, because every dag can tmpologically sorted(see
[8], section 22.4). A topological sort of a dag can be viewed as a classification of its vertices in several
hierarchical leveldd,, H-, ... such that the vertices of the first levd} are vertices with no predecessors, and
the predecessors of vertices of levgl, « > 0, are contained in inferior leveld; with j < i (see Fig. 2). The
decomposition and hierarchical organization of a digraptan be computed in linear time with respect to the
number of vertices and edges@f8].

The main interest of this hierarchical organization, applied to the asynchronous transition graph of a
boolean network, is that, whatever path we choose in the gliamhwhatever updating order we choose
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®
L f

Figure 2: A dag (on the left) and its topological sort (on the right), with four hierarchical levels.

for the variables), once the path leaves a hierarchical IEygelit cannot return to this level. So, any path
will travel “down” the hierarchical levelsH;, — H;, — ... (withi; < is < ...). Due to this property,
we can now give a precise definition of the teattractor for a boolean network evolving according to an
asynchronous strategy.

Definition 4 (Attractor) Let\ be a boolean network. An SGC € V*° that has no successor i@°“ is
called an (asynchronous) attractor 4f.

In graph theory, such SCCs are often caliedninal SCCs. In other words, the asynchronous attractors of a
boolean network are the strongly connected components of the transition graph that cannot be escaped by the
system, whatever the updating strategy.

However, it should be noted that it is still possible to construct specific asynchronous updating strategies
such that the system gets “stuck” in a non terminal SCC. Indeed, for any SCC that contains at least two states, it
is obvious that we can find a particular strategy that allows the system to remain indefinitely in this component
(see Fig. 3 for an illustration). Nevertheless, such intermediate SCCs will not be considered as attractors in
this paper, as we seek general dynamical properties that are valid for all the choices of updating rules.

\
\
‘
i
|
,

Figure 3. Example of an intermediate SCC in the transition graph. It is possible to find an updating order of
the variables so that the system runs indefinitely through the ¢y¢cle> X — X3 — X,4. However, ag’

has successors (through and X3), there exist updating orders that allow the system to quithereforeC

will not be called an attractor.

The hierarchical organization of the transition graph allows the formulation of simple algorithmic defini-
tions of attraction and reachability sets. lcet V°°“ be a SCC of the transition graph. Algorithm 1 computes
both the attraction and the reachability sets:¢as V°“ hasp elements, SCCs are represented by integers
lyingin {1,...,p}).

These algorithms lead to the following definition.

Definition 5 Let ¢ be a SCC of the asynchronous transition graph. The gty and R(c) computed by
Algorithm 1 are, respectively, the attraction setwfi.e. the set of all SCCs that can lead ¢p and the
reachability set of: (i.e. the set of all SCCs that can be reached fi)mif ¢ is an attractor of the network (in
other words, ifR(c) = {c}), the setA(c) is its basin of attraction.

These definitions of attraction and reachability must be understood “in a broad sense”. Indeed, Definition 4 of
an attractor™* is strong in the sense that no trajectories are allowed to move otit.dh contrast, an attractor
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Algorithm 1 - Computation of attraction and reachability setg:it{.
Input: ce{l,...,p} (a SCC of the asynchronous transition graph).
Output: A(c), R(c): attraction and reachability sets af
1: A(c) := ATTR(c)
2: R(c) := REACH(c)

where ATTR and REACH are two simple recursive functions:

1: ATTR(c): 1: REACH(c):

2: A:={c} 2: R:={c}

3: P := predecesso(s) 3: S := successofg)

4. if P # @ then 4. if S # @ then

5. forall v € Pdo 5. forall v € Sdo

6: A:= AUATTR(y) 6: R := RUREACH(~)
7:  end for 7. end for

8: end if 8. end if

9: return A 9: return R

The functionspredecessors and successors return, respectively, the -possibly empty- sets of immediate
predecessors and successors of a node in thé/éfégAs explained in the text, if the nodec V¥« belongs

to a hierarchical level;, then its predecessors (resp. its successors) can only lie in hierarchicaHeweith

j < i(resp. withj > 7).

such asX; — Xs — X3 — X, in Fig. 3 would be aveakattractor, since some trajectories may move out of
the cycle. These notions sfrongandweakattractors are remniscent of those found in [4], in the context of
equilibria of differential inclusions. In [4] a set of equilibria is said to be weakly asymptotically stable if there
is at least one solutiowf the differential inclusion for which the set is asymptotically stable in the classical
sense. The strong notion holds if the set is asymptotically stable in the classicaf@eeagery solutiorof

the differential inclusion. In a discrete graphaif, . . . , a,- designate the attractors of the network, an element
¢ € A(ap) may lead to attractat; (i.e., there exists an updating strategy such thatds toa,). If one wants

the basin of attraction af; in a strict sense, that is, the set of SCCs thlatayslead toa; (whatever the
updating order), then one has to compute the set:

A*(ar) = A(ar)\ (U A(M) ,

1=2

which may in some cases be reduced to the singl&ioh.

3.2 Application to the apoptosis network

The SCC decomposition and hierarchical organization were applied to thB sl§nalling pathway described
in Section 2.3. The results presented here were obtained with codes implemeiizitbin . Following the
matlab _bgl 2 library specifications, the graphs are represented with sparse matrices, which allow a quite
efficient implementation.

We recall that the system under study is of dimensios 12, and that one particular variable, TNF, is
an input {.e. its activation function is TNF= TNF). The state space {3 = {0,1}", and the size of the
asynchronous transition graghis 2™ = 4096. The number of strongly connected componenis is 1472,
therefore the size of the grat“ is only 40% of the size ofG. After the hierarchical organization of this
graph, we found onlg8 hierarchical levels, andl attractors. Fig. 4 represents a scheme of this graph with its
main elements.

3seehttp://www.stanford.edu/ ~ dgleich/programs/matlab_bgl/
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TNF =0 TNF =1
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Figure 4: Scheme of the main elements of the hierarchical ge&fhfor the apoptosis network. The vertical

line separates the two connected components (generated by the input TNF), and the horizontal lines separates
the different hierarchical levels. The SCCs are designated by their integer index (bétaedp = 1472).

The only SCCs that are represented here are the roots (SCCs that belong to the first hierarchical level) and the
attractors (in bold characters).

The fact that TNF is an input implies that its value remains constant, whatever the path in the graph.
Mathematically, this means th@t“¢ has two connected componeht$hey will be denoted® (where TNF=
0) and7! (where TNF= 1). In other words, the componerifs’ and7! are two subsets of nodes 6
that are completely separated (there exist no directed edge going from a SCQdra SCC in7 !, and vice
versa).

Remark 4 The number of states contained in all the SCC%tris exactly2”~! = 2048 (the same is true for

TY). Actually, it is easy to generalize this: if the system hasputs, then the asynchronous transition graph
(and its SCC graph) will have exactly connected components. Each of these components, in the transition
graph, will contain2™~" states.

We found three terminal SCCs in our graph, which means that the system has three different attractors.
Using the SCC labels returned by the hierarchization, the SIC&sl 123 contain only one state (they are
therefore equilibrium points) whereas the third offeis a more complex SCC witht states. Table 2 indicates
the boolean values taken by the variables within each attractor. The two equilibria belGHg(TNF is
absent), the first one corresponds to survival of the cell (the caspases C3a and C8a are absent) and the second
one corresponds to the triggering of apoptosis (with activation of the caspases). The complex attractor (SCC
49) belongs to7! (TNF is present). As we can see in Table 2, within this attractor the caspases are activated
while NFxB, 1xB and other factors oscillate. At first, this might seem to indicate that apoptosis will be the final
outcome, but, as will be seen later, upon TNF removal, the cell may still choose either the survival or apoptotic
equilibria.

In the previous example, the computations of the asynchronous transition graph and of its hierarchical
organization take only a few seconds. The implementation of these graphs is based on sparse matrices (see
Fig. 5), which makes the storage of data and the run of the different algorithms rather efficient (including
the computation of attraction and reachability sets). However, as the size of the transition geapthes

“The notion of connected component is not to be confused with the notistnooiglyconnected component that we have used so
far. A connected component of a digraghis defined as a SCC (see the previous section) but replacing the directedgveitiha
non directed version af (i.e. where the direction of the edges is omitted).
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TNF T2 |IKKa NFsB NFxB,,. IxB

attractorl 0 0 0 0 0 1

attractor123 0 0 0 0 0 1

attractor49 1 * 0 * * *
A20a IAP FLIP C3a C8a CARP

attractorl 0 1 0 0 0 1

attractor123 0 0 0 1 1 0

attractor49 * 0 * 1 1 0

Table 2: Boolean patterns of the three attractors. The first line is thel§&gquilibrium point that corresponds

to cell survival), in the following it will be denoted,. The second line is the SCI23 (equilibrium point that
corresponds to the triggering of apoptosis), it will be denatedrhe third line is the SC@9, which contains

56 states: it will designated as “apoptotic oscillations”, and will be denateith the rest of the paper. The
symbol * means that the corresponding variable has no fixed value in the attractor and oscillates between
andl.
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Figure 5: Patterns of the (sparse) adjacency matrices of the asynchronous transition grajfl9¢skz¢096,

on the left) and of the SCC graph (sizé72 x 1472, on the right). The filling rates of these matrices are
respectively:0.13% and0.39%. We can visualize the fact th&t*“ has no cycle, as its adjacency matrix is
lower triangular.

time complexity of its construction grows exponentially. Moreover, the non determinism of the graph makes
its analysis more difficult than in the synchronous case (in particular in the search of attractors, or attraction
basins). At present, with not fully optimized codes, the computation time remains reasonable for dimensions
aroundl5. This is a major difference with the synchronous framework, where the determinism of the transition
graph makes it possible to analyze much higher dimensional systems [37].

The hierarchical organization has the advantage of characterizing the dyrfamidispossible updating
orders. It allows for instance to detect “spurious” behaviors, that may appear when the network get apparently
stuck in a non terminal SCC. It also comprises all the possible dynamical behaviors in a finite structure,
avoiding generation of large numbers of simulations.

4 |dentification of operational interactions

The family of SCC and their transition graph describe a new state space (reducef'ftom states), which
characterizes the dynamics of a new, reduced, system. A second stage in our model reduction procedure in-
volves the determination of a set of rules governing this new system. Starting from the simplified asynchronous
transition graphG*<¢, the goal of this part is to reconstruct, as far as possibleattiee or operationalinter-

actions along time (the definition of an operational interaction can be found in the following). Recall that the
SCCs are hierarchically organized, in such way that trajectories can go in one sense from one level to another.
Thus, theG*“ graph is particularly well suited for an identification process which consists, roughly, of finding

all the operational interactions from a levelown to the terminal level.€. down to the possible attractors).
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In general, this identification method can be applied to any, hierarchically organized, state space. It can be
used to uncover groups of variables (and interactions) that are mainly responsible for the dynamical behavior
of the system in a given region of the state space. More precisely, the method identifies groups of interactions
responsible for the system’s asymptotic behaviour, from a given level in the state space, or within a “self-
contained” subgraph.

4.1 Synchronous identification algorithm

The identification technique developed here has been adapted from [21], where an algorithm was proposed for
the identification of boolean networks in a synchronous framework. Thedemtificationmust be understood
in a precise sense, related to the boolean structure of the networks under study. Basically, given a family of
transition pairs{s; — s;, s;,s; € Q}, one wants taeconstructthe structure of a network, that is: its
interaction graplg and (possibly) its set of boolean rulgs In order to do that, a set of qualitative data is
used, that consists in a set of sequences of successive boolean patterns. The algorithm, named REVEAL (for
REVerse Engineering ALgorithns based on the concept of Shannon’s entropy (see Definition 6), which is
a classical notion in information theory. A detailed proof of its correctness, together with an analysis of its
complexity can be found in [36].

The main limitation of this algorithm is that data (typically, time series issued from DNA microarrays),
are supposed to b&ynchronous Indeed, in order to reconstruct the interaction graph, it is assumed that the
temporal successions of boolean vectors are sequeéﬁ(cﬁ;?:o’lw that satisfy:

v, X' = F(XY),

wherefF" designates the “synchronous successor” function. From a biological point of view, this is of course a
very strong assumption, and it is highly unlikely that all nodes of the network have indeed been updated once
and only once between two successive experiments. Therefore, it is unclear whether this algorithm identifies
truly the structure of a biological network from experimental data. Nevertheless, as we will show in the next
section, it is relevant to adapt this algorithm to the asynchronous case, as useful results that provide biological
intuition can still be obtained. Indeed, we will not seek to infer a network from experimental measures, but we
will use this algorithm to identify, in an already known network, the sub-network that is operational in a given
region of the state space.

In the rest of this section, a brief description of this algorithm is given (the reader is referred to [21, 36] for
more details). In the following, we recall that theccessofunction F must be understood in the synchronous
sense. In order to lighten the notations and ease the description, we will consider that data are arranged in
boolean truth tables. The inputs of the algorithm are thus two boolean matricasd Out, with ¢ rows (the
size of the sample) and columns (the size of the network). If, fgre {1,...,q}, L1.(j) (resp. Low:(j))
designates thg-th rows of In (resp. Out), then vectorLo,..(j) € {0,1}" is the (synchronous) successor of
vector L, (7). In other wordsLo.:(j) = F(Lrn(j)). Moreover, we assume that all rows bf are distinct.

A simplified statement of REVEAL is given in Alg. 2.

The notion of Shannon entropy used below is quite classical in the field of information theory, we just

recall here a simple definition, adapted to our needs:

Definition 6 (Entropy) Let M be aq x r boolean matrix, and led/, ..., M, designate its column vectors.
The entropy of\/ is the quantityH (1) defined by:

z€{0,1}"

wherelog designates the logarithm to the bageand P}, < [0, 1] is the proportion of rows of\/ that are
equal to the boolean vectat.

The principle of REVEAL consists in analysing the columnd afandOut (respectively denote€,, (7)
andCp..(7), for eachi € {1,...,n}) to find the set of inputg(v;) of each node;. More precisely, the set
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Algorithm 2 - REVEAL.: identification of synchronous boolean networks.

Input: In, Out: boolean matrices of sizgx n.
Output: set of boolean networkgj(and.F) consistent with inputs.
1: mark all nodegwvy,...,v,} asuntreated

2. fork=0,1,...,ndo

3:  [*testing connectivityk */
4:  for all untreatednodev; do
5: forall (i1,...,ix) ordered k-tuple of{1,...,n} do
6: if H (Cout(i),C[n(ﬁ), . ,C[n(lk)) =H (C[n(il), R ,C[n(lk)) then
7: — (viy, ..., v;,) are inputs of node;
8: — find corresponding rulg;
o: — mark nodev; astreated

10: end if

11: end for

12:  end for

13: end for

of (ordered)k-tuples(iy, ..., i) of {1,...,n} is computed, fok growing to0 to n (k is the connectivity).

When the following condition is satisfied:

H (COut(i)vch’L(il)? s aCIn(Zk’)) =H (Cln<i1)7 s 7CIn(Zk)) ’

then the nodes;,, ..., v;, are a possible set of inputs for nodg(see [36] for a proof of this statement).
The corresponding boolean rufecan be (partially) reconstructed by analysing the submatri«cdnd Out
formed by the column€o..; (i) andCr,(i1), . . ., Crn(ig).

Remark 5 Note that, if a node; admits the couplév;,v2) to be a set of inputs, it is clear that any tuple

(viy, - - -, v;,) that containg(vy, v2) will be a set of inputs of; as well. Therefore, the loop dn(increasing

from0 to n) ensures that the sets of inputs computed are of minimal size. Moreover, the connectivity of function
fi is arealconnectivity (see Remark 2), which means that it has no fictitious variable.

To conclude this brief description, let us make several comments about the identification Algorithm 2 (these
comments -and their proofs- can be found with more details in [36]). First, if theyozéhe sample is equal

to 2" (it is the maximal value of), then the underlying structure of the network is identified unequivocally
and is unique. If, on the other hand, we hgve 2", then obviously the identified structure is not garanteed

to be unique. Moreover, the identified boolean rule may be only partially reconstructed. This algorithm finds
all minimal structures (wiring and rules) that are consistent with the data (see [36] for precise definitions of
minimality and consistency).

Finally, the complexity of this algorithm is i@ (¢gn?2"), asn — oc. It is therefore exponential in.
Nevertheless, it can be brought back to a polynomial algorithm if one imposes the maximal connectivity to be
a constanf (which seems reasonable form a biological point of view). This leads the time complexity of the
algorithm to be (at worst) i) (¢K?nf*1) [36].

4.2 Algorithmic search for operational interactions

As already said, the identification power of Algorithm 2, using biological experimental data, is questionable,
as one is not sure that, between two successive patterns, each node has been updated once and only once. Th
same problem exists in the asynchronous framework, as we haaeriori information about the updating
strategy. However, we will not use this algorithm to identify a network from experimental data, but to identify
temporal operational interactions, in a well defined network.

In order to properly define and describe the algorithmic search for operational interactions, let us first state
the following definitions, that are classical in graph theory.
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Definition 7 LetG = (V, E) be a directed graph, with set of verticksand set of directed edgéds.

« If V' is a subset of/, thesubgraptof G (induced byl”’) is the directed grapt&z (V') = (V', E(V")),
where E(V") is the subset off containing only the directed edges whose head and tail both belong to
%8

* If E’ is a subset of, the graphG’ = (V, E’) is called apartial graphof G. In that case, graplty’ is
said to beincludedin graphG.

Let N = (G, F) be a (given)n-dimensional boolean network, and I8t = (V, E), G5¢¢ = (V3¢ E5<)
denote, respectively, its asynchronous transition graph and its (hierarchically organized) SCC decomposition.
If ¢ € V*¢“ denotes a SCC dF, Algorithm 1 computes the s&(c), which is the reachability set af This set
contains all SCCs (and thus all states) that are reachable by the system startirg\Vitoatever the updating
order of the variables. Therefore, it is possible to reconstruct, fRqr), the subgraph of:*““ (respectively,
the subgraph ofy) that contains all possible SCC trajectories starting frofresp., all possible state trajec-
tories starting from any state if). Let G°““(¢) (resp.,G(c)) denote this subgraph. It is straightforward that,
by Definition 3 of the asynchronous transition graph, we are able, from the graph to reconstruct the
corresponding part of the synchronous successor funétionhis construction is described in Algorithm 3 -
step 1, and strongly relies on Assumptions 1 and 2. Using Algorithm 2 on those synchronous data will allow
us to identify all interactions which are effectively activeRric). This process is described in the second step
of Algorithm 3.

We now introduce our concept operational interactionsthose that are essential to describe the logical
rules associated with the subgra@tic). Roughly, an operational interaction is defined as an edge in the
diagram of interactions which, if removed, induces chang&s(it).

Definition 8 Consider ann-dimensional boolean syste/ = F(X), with a diagram of interactiong =
(V,€). LetG = (92, E) be the corresponding asynchronous state transition graph.clet2 and letR(c)
denote the set of states reachable from any staie i@onsider the subgraph generated Byc): G(c) =
(R(c). E(R(c))).

* An edgee € &, is anon-operational interaction associated witti the asynchronous subgrapii(c),
generated by = (V, &\ {e}) (starting fromc), satisfies:G(c) = G(c).

» An edgee € £, is anoperational interaction associated withi e is not non-operational.

» A family of interaction€,. C & is said to be aninimal family of operational interactions associated with
the setcif, for all e € &, e is an operational interaction, and for alf € £\ &, ¢ is a non-operational
interaction associated with

The diagram representing the gragh = (V, &) will be calledoperational graph

In other words, a minimal family of operational interactions (for the transition graph generated by a set of states
¢) contains as small a set as possible of the original interactions that still generates the originél @japh
minimal family of operational interactions is obtained after “removing” all the interactions that do not affect
the original graph(c). A related notion is that ofninimal cut set{MCS) for logical interaction graphs,
suggested and used in [20]. A MCS has been defined with respect to a certain target function or response,
and by analogy with the analysis of (continuous, stoichiometric) metabolic networks. A MCS is a minimal
set of reactions whose removal will prevent the target response. The notion of operational interaction defined
here differs from that of MCS. Mainly, the operational graph identifies a subnetwork responsible for a certain
dynamical behaviour, that is comprised in a certain region of the transition graph. The reduction of the whole
state space to this particular region allows to ensure all non-operational interactions to be removed. In contrast,
MCS are not defined in terms of transition graphs.

The result of Algorithm 3 will be returned as an interaction graph (see Def. 1), comprising interactions that
remain operational after the system has reached thecSE€the seRR (¢) is only a subset of *°, matrices/n
andOut are only a partial truth table of the synchronous successor function. As a consequence, the interaction
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Algorithm 3 - Identification of (asynchronous) operational interactions.

Step 1 Construction of synchronous data from a subgrBpuif the asynchronous transition gragh

Input: I'=(V(I'), E(I")): subgraph of5.
Output: In, Out: boolean matrices of sizex n (partial truth tables).
1. q:=1

2: for all stateX € V(T") do

3 In(q,:):=X [*fillin the g-th row of In */

4. S:= X [*will contain the synchronous successorXf*/
5. for all asynchronous successaff X (in I") do

6: find i such tha’ = X*

7 S(i) == not(X(i))

8. end for

90 Out(g,:) =9
10: qg:=q+1
11: end for

12: return In andOut
Step 2 Identification of operational interactions from a SCC.

Input: G, G*°“: (asynchronous) transition graph and SCC decomposition.
c € V¢ a strongly connected component@f
Output: interaction graphs comprising operational interactions.
: compute reachability s&(c) /* use Algorithm 1 */
compute subgrap&*““(c) of G**“ induced byR(c)
compute corresponding subgra@fic) of G
compute synchronous data (matridesandOut) of subgraphz(c) /* use step 1 */
call REVEAL on matricedn andOut to compute operational graphs

a Rk wnR

graph returned is not guaranteed to be unique. Nevertheless, as explained in previous part, REVEAL captures
all minimalinteraction graphs, that is, interaction graphs with minimal connectivities (the term connectivity
must be understood in the sensaax| connectivity, as noted in Remark 2) which are consistent Witkand
Ouwt. If the initial interaction graply is already in a minimal form, then it is easy to see that among all graphs
returned by Alg. 3, there exists one that is included (in the sense of Def.&.) irhis particular graph will
be denotedj.. More preciselyG. = (V,&.), where&. C £, which means that any operational interaction
identified is actually an interaction comprised in the initial network. In the major part of our preliminary tests,
the operational graph returned by Alg. 3 is actually unique, and is equal ttt is notably the case for the
apoptosis network (see next section).

Moreover, as the reachability s&(c) captures all possible asynchronous successors ibfis easy to
see that, if we successively compute the operational graphs along a particular SCC trajectesy: . ., ¢;)
(wherec; is an attractor of the system), then we have the following inclusions:

ngcl DgCQD"'DgCl'

(Symbol C designates the graph inclusion defined in Def. 7). In other words, this means that it is possible to
visualize, along a trajectory, at which step an interaction (represented by a directed €jgaeaf become
non-operational. Ultimately, the final gragh, comprises interactions that remain always operational through
the whole trajectory (up to the attractor).

4.3 Application to the apoptosis network

In this section, Algorithm 3 is applied to the apoptosisHBFsignalling pathway. This system is interesting
because it exhibits two global dynamical properties that are often studied in systems biology. The first one is
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themultistationarity i.e. the coexistence of several attractors. According to Fig. 4, this happens when TNF is
absent (the two attractors are steady states). The second one is the pressnitiattbns which appear when

TNF is activated. These two general properties are often related to the interaction graph, and in particular
to the presence of positive and negative feedback loops. Two famous conjectures, stated in the eighties by
R. Thomas [33], have been proved in different mathematical frameworks (see for instance [15, 24, 32]). The
first one states that the presence of positive feedback loops is a necessary condition for multistationarity. The
second one states that the presence of negative feedback loops is a necessary condition for the presence of
oscillations (in continuous frameworks, oscillations may be damped, and can then be related to the biological
concept ohomeostasjs In the following, Alg. 3 is used to identify which feedback loops of Fig. 1 are effec-

tively responsible for the presence of oscillations and for multistationarity.

According to the analysis presented in Section 3.2, the state space of the apoptBisystem can be
separated in two regiong,? and7 ', according to the value of the input TNF. Within regi@i (TNF = 1),
we found a unique attractor, which is the S@€(see Fig. 4). Let us denote this attractgr It containsb6
states, and the variables that can oscillate withiare indicated in Table 2. As it is the only attractor present
in 71, we know that all trajectories starting from any stat@dfwill eventually reach it and remain in it for all
subsequent times. When applying Algorithm 310 we obtain the operational graph, depicted in Figure 6.

( TNF )
= FLIP
+
(A20a)
* CARP)

IAP

Figure 6: Operational graph of the NB pathway in apoptotic oscillations (attractey, TNF = 1). The
isolated variables have a fixed value, that can be found in Table 2. Interactions have been signed with respect
to boolean rules (Table 1).

This interaction graph is included in the initial one (Fig. 1), and comprises all interactions that remain
active ina;. As we can see in Fig. 6, six of the twelve variables are isolated, that is, they keep a constant
value over time. Their values can be found in Table 2 (in particular, the caspases C3a and C8a are activated).
Among the six remaining variables, only three are involved in feedback loajs:NF«<B and NF:B,,. (the
three other variables are affected by those three, but do not affect them). Using Table 1, one can associate with
each interaction a signH or — depending whether it is an activation or an inhibition). One can see that both

feedback loops:
+

/\ _
NF&B,.. IxkB and |xB—— NFxB
e +\ l

NFB, .

are negative, as they contain an odd number of inhibitions. Thomas’ conjectures [15, 24, 32] lead to the
following conclusions:

(i) there cannot be more than one steady state because the graph has no positive loop,

(i) oscillations are possible because the graph has negative loops.
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This is indeed what is observed in the system. As these loops are the only ones that are active inattractor
it can be infered that they are the ones responsible for the presence of oscillations in the system.

Let us now consider the regidh®, where TNF= 0. As we can see in Figure 4, this region contains two
attractors, corresponding to two equilibrium points. The first equilibrium ($Cd&noted:s) corresponds to
the “survival” of the cell, with the inhibition of the caspases, whereas the second onel@8C@enoted:s)
corresponds to the triggering of apoptosis, with activation of the caspases. In order to find the feedback loop
that is responsible for the coexistence of these two equilibria, we have to find &'3G&t can lead to both
as andas, i.e.
c* € Aaz) N A(as)

(whereA(az2) and.A(a3) are the attraction sets af andas). There are several possible choicesdarAs we
only want to identify the loop responsible for the coexistence of the two equilibria, we chbtsbe the one
with the highest hierarchical level. The operational gréphobtained is depicted in Figure 7.

( TNF )
Csa
+ , [care

(c3a

NFkB,,. (1P

Figure 7: Operational graph of the NB pathway just before the choice between attractgr&urvival) and
as (apoptosis)i(e. in the region where TNE 0). Interactions have been signed with respect to boolean rules
(Table 1).

Note that this graph contains only one feedback loop:

"
C3a C8a
+\_,/

which is a classical double activation system, involving the caspases. From Thomas’ conjectures, there can
be no oscillations, only multistationarity. This is indeed the case, as there are exactly two steady states:
C3a= C8a= 1 (apoptosis) and C3a C8a= 0 (survival).

As already evoked, various proofs of Thomas’ conjectures have already been given in different frameworks,
including the boolean case [24]. These two examples allow to go a little further in the study of feedback loops.
Indeed, the existing theorems are very general, and give necessary conditions for the existence of oscillations
or multistationarity. What is shown here is that it is algorithmically possible, in the boolean framework, to
identify, in a complex interaction graph such as the one in Fig. 1 (comprising multiple positive and negative
loops), subsets of loops which are effectively responsible for those two dynamical behaviors.

Each of the two operational graphs represents the main (and ultimately active) interactions in two different
biological scenarios. The first operational graph (Fig. 6), represents the interactions that remain active after
a sufficiently long time interval of TNF stimulation has elapsé@tiat is, immediately upon TNF stimulation,
the system responds and evolves towards a certain configuration; once this has been reached, most interactions
have been “stabilized” or achieved a natural balance. At this stage only remain active the cycle corresponding
to NFxB-activated transcription of«B, and the subsequent inhibition of NB. In this case, oscillations in
these two variables may be observed [17], but all the other variables are constant. In particular, the model
predicts that inhibitor of apoptosis proteins (IAP) is present at a low concentration, but the caspases at high
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concentration so, from the biological point of view, it may be expected that a very long stimulation with TNF
will eventually lead to apoptosis. However, at this stage, the system may still “reverse” its apoptotic decision if
TNF is shut down: the system will then leave the configuration shown in Fig. 6, and postpone the survival/death
decision. In the absence of TNF, the system will evolve towards the configuration shown in Fig. 7, where only
the positive feedback cycle representing the caspase cascase [10] remains functional. From the biological point
of view this means that, depending on the state of the system when TNF was shut down (or its initial state), the
cell may decide between survival (represented by attracoor initiating apoptosis (represented by attractor

as). Once the trajectory of the system enters one of these two attractors, the survival/death decision is final,
and no reversal is possible.

5 Probabilistic analysis of asynchronous dynamics

In this section, we expand the analysis of the asynchronous transition graph to a quantitative level, by intro-
ducing transition probabilities. The asynchronous transition graph of a given network is a very general object,
in the sense that it contains information on all the possible trajectories of the system: that is, for each state
the graph indicates all the next possible states, or successors. Roughly, each successor results from the update
of one different variable, but the graph does not contain any indication on which of the successors is more
probable at a given time. By associating a probability of transition with each graph edge, more quantitative
biological knowledge can be straigthforwardly incorporated into discrete dynamics’ models. Our methodology
uses the SCC decomposition and the hierarchical organization of the transition graph, and is related to the work
in[11,12, 30, 31], where slightly different types of discrete models are discussed.

Application of our method to the apoptosis/ME network leads to estimation, among other guantities,
of the probability of cell survival or apoptosis upon stimulation of death receptors. Such quantities can be
compared with experimental data (see also numerical results in [7] and references therein).

5.1 Construction of a probabilistic transition graph

In order to confront the general discrete asynchronous dynamics, given by the transitiortzgfsgxdh Defi-
nition 3) with biological experiments, one has to be a little bit more specific on the updating strategies. As
said before, the principle of asynchronous analysis is to conalbpossible strategies, and to find dynamical
properties that are valid whatever the strategy, and thus robust with respect to the structure of the network under
study. Previous algorithms and results are essentilyfitative as they are mainly attached to the structure,
without considering updating strategies at all. If one wants to represent the different choices of updating strate-
gies, in a moregguantitativemanner, one way is to introduce probabilities in the transition gi@phand to
consider a choice of the updating order of the variables (that is, the choice of a particular trajectdsin
the choice of a trajectory in a stochastic process.

We recall thatG is implemented by means of its adjacency matrix, that will be dendt€d). Recall that
each state of the system is a boolean vedioe 2 = {0,1}". Such a vectoX is unequivocally associated
with a unique integes(X) € {1,...,2"} by the following relation:

n
X =(z1,...,2,) €{0,1}" +— s(X)= Z%’Qi_l +1e{1,...,2"},
=1

so that in the following, “states’l.e. elements of2) will be represented by integers lying{a, ...,2"}. The
adjacency matrid(G) is defined as follows:

o , a;; =1 if “state j” is a successor of “staté,
AG) = (@)1 jcon » WIth { a;;j =0 otherwise.
The size ofA(G) is 2™ x 2™ and, in generalA(G) is implemented as a sparse matrix (for instance, we saw
earlier that for the NEB pathway, its filling rate is around.13%, see Fig. 5 on the left for an illustration).
As a first example, we proposenaiveconstruction of the transition probabilitipg;, where all asynchronous
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successors of a state have the same probability. The uniform distribution of probabilities of asynchronous suc-
cessors means that we makeanpriori assumption about the updating rules (beyond of course Assumptions 1
and 2). We will later consider “biologically educated” distributions. Define the m@(ix) as the2™ x 2"
real matrix:
= (ps ; ith: V1<i,j<2" pyj=—id . %
P(G) = (Pij)i<ijcon » With: Sh)s e, Pig = 2 o NT(D)

whereN* (i) = Zi; a;, designates the number of directed edge§ tiiat leave (in other words N *(4) is

the number of asynchronous successors of gfagadp;; € [0, 1] is the probability for the system to go from
states to statej. By construction, matriceB(G) and A(G) share the same sparsity pattern. Furthermore, it is
easy to see th&(G) is astochastianatrix, i.e. it satisfies the two following conditions:

« allits elementg;; are nonnegative,
+ the sum of the elements of each row;_, p;; is equal tol.

From the construction oP(G), we can now consider the (asynchronous) dynamic&/@s a discrete time
Markov chain, over the state spafg ...,2"}. In particular, if P(Xy = i) designates the probability for
the system to be initially in the staig € {1,...,2"}, then the probability that a trajectory follows the path

p = (ig, i1, ...,1iq) (Where thei; are elements of1, ..., 2"}) is equal to:
q—1
P(p) = P(Xo = ip) Hpij,ijﬂ-
§=0

Using this probabilistic approach, the analysis of the asynchronous dynamics of a boolean network is hence
brought back into the classical framework of discrete Markov chains. The use of Markov chains to describe the
dynamics of gene regulatory networks is not new (see, for instance, [6,11,30] in slightly different frameworks).
Indeed, the rich theory of Markov chains (strongly linked with the theory of nonnegative matrices) provides
powerful mathematical tools to help the analysis of such networks. Following the methodology described
in previous sections, this approach is used here on the simplified SCC @gr&ishjnstead of the original
transition graphG. In order to define the Markov chain ovér<c, we first recall some classical results about
nonnegative matrices, mainly taken from [2].

As A(G) is a nonnegative matrix, it can be permuted into a triangular block form, that is, there exist a
permutation matrix?;, of size2™ x 2", such that:

AH 0 0
A A 0

PAGP = | "2 T T (1)
Ay Ay ... Ay

where the diagonal block4;; are square, and either irreducible,lox 1 and null. The notion of irreducibility,

a definition of which can be found in [2], is the equivalent of the notion of strong connectivity in graph theory.
As a matter of fact, asl(G) is the adjacency matrix of grapgh, each diagonal blockl;; corresponds to a
strongly connected component@f When performing the SCC decomposition, each SCC is “summarized”
as a node of the SCC grapiec. In Equation (1), this corresponds to the construction pfap triangular
matrix:

ase 0 0
scc scc
e _ a3’ asy ... 0
- . . )
scc scc scc
apy” Qpy - Gy

where a diagonal elemeaf = 1 if it corresponds to an irreducible block;;, andaj;“ = 0 if it corresponds
to al x 1 null block A;;, and non diagonal elemenig € {0, 1} are computed according to the et of
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directed edges af*«c. Thep x p matrix A** is actually the adjacency matrix of the gra@ffc. The fact that
Ascc s triangular implies, as we already knew, that the gr&ptf is acyclic. Moreover, the non zero diagonal
elements of4*« can be easily identified, as they correspond either to final SC&€aftractors, according to
Def. 4), or to transient SCCs that contain at least two states. Following the constructiéff éfom matrix
A(G), we can now construct the matrix*, containing the probabilities of the transitions between SCCs,
from matrix P(G).

As p € {1,...,2"} denotes the number of SCCs, each SCC will be unequivocally represented by an
integer lying in{1,...,p}. As explained in Section 3.1, a SGCe {1,...,p} is, by definition, a subset of
the state spacg. In the following, S(c) denotes the subset §1, ..., 2"} of the states belonging t@ The
number of these statesd the sizeof the SCC) will then be denotdd(c)|. The matrixP*“ is a square real
matrix of sizep x p, and its elements are computed as follows: given two S€€s {1,...,p},

iccc = ’ Z Z Dij- (2)

1€85(c) jeS(¢

In words, this definition means that to compute the probability of the transition from ac3€& SCC, we

sum all transitions from any staten S(c) to any statej in S(¢’), and we divide this sum by the number of
states irc, in order to obtain an average transition probability fromo ¢'. It is easy to see that, as fa{G)
andP(G), matricesA* andP*“ share the same sparsity pattern (see Fig. 5, on the right, for an illustration
in the case of the apoptosis network). Matix“c is therefore a lower triangular matrix. Moreover, we prove
the following:

Proposition 1 The matrixP*“¢ is stochastic.

Proof.
The nonnegativity o elements is obvious. We prove here that the sum of the elements of its rows is equal
tol. Letc e {1,...,p}. We have:

2 2 P

I
=1 i€5(c) jeS(c
1 P (0771
= SeiX 2 X N

As the SCCs of a directed graph form a partition of its set of vertices, the quanfity, > jes(er) @i is equal
to the number of edges that leavén graphG). By definition, it is equal taV* (z). This leads to:

me: |ZN+2 S~

O

Therefore, the dynamics on the grapti® is reduced to the dynamics of the discrete time Markov chain of
the triangular matrixP*«“. The main advantage of considering matix* instead of matrixP(G) is that it
satisfies some useful properties. For instance, eegbdicclass ofP*« (roughly, an ergodic class is a set of

non transient SCCs, see [2] for a precise definition) contains only one element. The corresponding Markov
chain is then calledbsorbingand its absorbing elements are in fact the attractors of the system. For absorbing
chains, we can use the following well known result (seg,[16]): there exists @ x p permutation matrix>

such that
scc pt [7‘ 0
PQP P2 - ( R Q 9 (3)
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wherer € {1,...,p} is the number of attractors of the systefndenotes the x r identity matrix, and? is
a(p—r) x (p—r) lower triangular matrix that satisfies:

lim Q" = 0. 4)

n—oo
The form (3) is often called theanonical formof P*<¢. From (4), we can define thge — r) x (p — ) matrix
N = (I — Q)~! (often calledfundamentamatrix). Its entryn.., gives the expected number of times that the
process is in the transient SCQOf it started somewhere in the transient SGQn particular, it can be used to
compute the vectot = N1 (wherel designates the column vector of whose entrieslar&iven a transient
SCCc, the entryt, of t gives the expected number of steps before the chain reaches an attractor, given that it
started somewhere in transient SEEinally, we define th¢p — ) x r matrix B = N R, whose entry, . is
the probability that the chain reach attractbif it starts somewhere in the transient SEC

As a consequence, Markov chains provide an efficient mathematical framework, in which useful global

parameters can be computed. These parameters provide important biological knowledge about the system,
as they contribute to further characterize qualitative dynamical properties, that are robust with respect to the
topology of the network. An example of such properties, in the case of the apoptosis network, is proposed
in Section 5.3. Let us recall that, for the moment, we made poiori assumption for the computation of
transition probabilities. We show in the next section that, within this probabilistic framework, even incomplete
biological knowledge about the system can be easily added, in order to provide more realistic probability
distributions.

5.2 Towards a biological probabilistic graph

For models of biological genetic networks, partial knowledge of the parameters is often available. For example,
the relative rates of two reactions are knowry( the rate of formation of protein A is larger than that of protein

B). This biological knowledge can be straigthforwardly incorporated into the transition graph, by stipulating an
updating strategy such as an updating order among all variables. The matrix of transition probabilitigs,
associated with the asynchronous graph in Section 5.1 was based on a uniform probability distribution. The
probabilities of transition can instead be computed according to biological data, by using the netionityf
classeq12, 14]. Roughly, the idea is to group the variables into several groups, called priority classes, and
assign a weight to each of these groups: higher weights denote a more probable transition. A similar idea was
used in [6], where two classes were considered, one for proteins and another for mRNAs. The updating order
stipulated that proteins were always updated first and mRNAs next. More generally, to implement the notion
of priority classes, considerclasse€’y, . . ., C, and their respective weights,

Wi>Wy > > W,
and associate with each edge- j the value:
wij =Wy, if X!#YJ and s€C,

that is, if the variables updated in the transitioh — j belongs to clas€§,.. If no transition from: to j is
possible, then set;; = 0. Then define a new transition matrix, where eaglrepresents a weighted average:
Prio(G) = (pi; ith: V1 <i,j<2", p; = ——u%i 5
bio( ) - (pz,j)lgi’jgzn , WITN: %] > y Dij = —amn — - ( )
D k=1 Wik

As before, a corresponding matriR;c, can be constructed for the grapti®“. The probability of transition

between two SCCs and ¢’ is given by Eq. (2), where thg;; are replaced by the transition probabilities
computed in (5). Again, it is easy to check tlig’c represents an absorbing Markov chain process.

5.3 Application to the apoptosis network

In order to illustrate the probabilistic approach, and the type of results it provides, an application to the apop-
tosis network is next described. In particular, the results show how Tumor Necrosis Factor (TNF) influences
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the choice of the system between the two possible steady states: the “survival” of the cell (adtraafithn
inhibition of the caspases) and the triggering of apoptosis (attragiawith activation of the caspases). Ex-
perimentally, it is observed that a cell irreversibly enters the apoptotic pathway once a certain threshold in
caspase activation has been reached (see [10] and references therein). In turn, caspase activation is observed
to depend on the duration of TNF stimulation, as well as on TNF concentration (typically, the caspase activa-
tion threshold is reached faster for higher TNF concentrations). In [7], this property was statistically observed
by computing many different trajectories (of a continuous, piecewise linear system), with different updating
strategies. Within the framework presented in this paper, the probability that the cell follows the “survival”
or “apoptosis” pathway can be computed directly from the matriR¥€S (or P;<), without performing large
numbers of simulations. Recall that a trajectory of the system will converge towanmsas in the absence

of TNF. Technically, the shutdown of death receptor stimulation is represented in our system by switching the
input variable TNF from 1 to 0. For each stafein 7' (where TNF is equal td), a successak, is computed

in 79 (where the variable TNF i8, and all other variables stay unchanged). Then, using the n¥atfix

and its canonical form (3), the probabilities to reach attracigrandas from initial state X, are computed.

Figure 8 presents the result of this numerical experiment.

0.9 f

08 h

0.7- \

0.6-

L L L L L
5 10 15 20 25 30 35 38
Hierarchical level where TNF is inhibited

Figure 8: These two curves represent the system’s response to TNF switch off, after the system has reached
a certain hierarchical levell; (z-axis). The dashed line represents the average probability for the system to
reach attractons (i.e., for the cell to reach the “survival” equilibrium), starting from a state in hierarchical

level H;. The straight line represents the probability to reach attragidr.e., the “apoptosis” equilibrium),

starting fromH;. Thesein silico experiments were carried on with the “naive” stochastic mawi¥.

Contrary to [7], where time is represented by a continuous variable, in the asynchronous graphs there is
no direct measure of time. However, the hierarchical levels of the gi&fthdo give an indication of time
progression. Indeed, consider two states along any given trajecferys € 7' where X; belongs to a
hierarchical leveH; and X, belongs taf;, with j > i. Then we can say that TNF stimulation has been longer
for X» than for X, . Thez-axis of Figure 8, which represents the hierarchical levels, is thus a relative measure
of the duration of TNF.

Following the procedure developed in Section 5.2, a more realistic mgjfffxcan be constructed. Based
on the parameters reported in [10, 28] (and references therein), four priority classes were established for the
apoptosis network depicted in Figure 1. These classes are based essentially on the relative magnitudes of the
degradation rates. The “faster” class of proteirss,(those with higher degradation rates) consists okB/F
NFxB,.c, I1xB, and the inhibitor CARP; the second class contains the complexasd IKKa; the third class
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contains the caspases C3a and C8a; finally, the fourth class contains the remainder of the variables. The classes
and their assigned weights are summarized in Table 3.

Class Weights Variables

Cy w; =7 NF&B, NFkB,,,., 1B, CARP
CQ wo = T5, IKKa

Cs wy = 3 C3a, C8a

Cy wy =1 A20a, IAP, FLIP

Table 3: Priority classes and respective weights.

The same numerical experiment described above was carried out, now using@jgtrizomputation of
the probability of convergence to attractgror ag in response to TNF stimulation shutdown at le¥gl The
results are presented in Fig. 9.

| | | | | | | |
5 10 15 20 25 30 35 38
Hierarchical level where TNF 1s inhibited

Figure 9: The two curves represent the same experiment carried out in Figure 8, with “more realistic” transition
matrix Pcc.

Examination and comparison of Figures 8 and 9 shows that, as might be expected, the apoptotic pathway
becomes more likely as TNF stimulation time increases. More specifically, we observe that, for both the
uniform and the biologically informed probability distributions, the apoptotic pathway becomes more probable
than the survival pathway only when the last hierarchical level has been reached. It is striking that this property
appears in both curves, suggesting the existence of a threshold state configuration which is independent of the
updating strategy, and constitutes a robust feature of the system (further numerical experiments not shown
here, with randomly chosen priority classes, also exhibited similar curves). In other words, if one wants to
promote apoptosis, TNF should be sustained long enough for the system to reach attraaorlpoptotic
oscillations.

On the other hand, there are quantitative differences between the two figures which give an indication
of the (kinetic) variability of the system. Thus, the survival pathway is always more probable for iévels
to Hsy, but the average survival probability is higher in Fig. 8 (aro86éh), than in Fig. 9 (around5%).
Similarly, the apoptosis pathway is always more probable for I&g| but with a much lower probability
in Fig. 8 66%), than in Fig. 9 (around0%). Also, in Fig. 8, an apoptosis intermediate peak is observed at
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hierarchical levelH,. This peak is smoothed out in Fig. 9, which indicates that it might be an artefact due to
the uniform distribution of probabilities i®*<.

The contribution of this Markov chain approach to the analysis of biological networks is thus two-fold: first,
the common traits of the curves obtained with different matrie&§ suggest global qualitative dynamical
properties, which are robust with respect to the structure of the system, that is to say, independent of the
choice of the updating order of the variables. Second, the quantitative aspects capture the variability and
possible operating range of the network. Further applications of this technique include hypothesis testing
and validation. For instance, one can easily analyze the effect of new interactions in the system’s structure;
similarly, the relative impact of two proteins can be studied by comparing the response of the system with
different priority classes and updating strategies.

6 Conclusion

A method for model reduction of boolean networks has been developed, based on the hierarchical decom-
position of asynchronous graphs. The first aspect to be analyzed is the decomposition of the state space of
the n-dimensional boolean network into strongly connected components (SCCs), and the construction of the
graph of transitions among them. The SCCs can be viewed as the “new states” of a “new” reduced system,
since very often the number of SCC is less than or equal to the number of states of the original system. The
second aspect in the model reduction method is the reconstruction of the boolean rules that represent the graph
of transitions among the SCCs. An identification algorithm (known as REVEAL) was adapted and used to
determine a family of boolean rules that describe the dynamics represented by a (sub-)graph of transitions.

More generally, the model reduction method uses the structure of interactions to isolate and identify smaller
subsystems (or groups of variables and interactions) responsible for a given qualitative dynamical behaviour.
This is a particularly relevant characterization for biological systems where experimental data consists (mostly)
of qualitative measurements. The techniques described here are based on the fact that, for a boolean system,
the whole state space can be easily enumerated; this introduces one other limitation to the method, on the size
n of the network that can be computationally managed. Networks of intermediate sizefug- td5) are
easily computed. For larger networks, one may still use this method, by first isolating more basic modules.
Each module would then be separately reduced and treated as one “node” with its boolean rule.

As illustrated with the apoptosis example, model reduction using the asynchronous boolean graph de-
composition is a powerful potential source of valuable knowledge on a system. All the possible qualitative
trajectories of the system are characterized, as well as their robustness to environmental perturbations. It is
possible to identify the mechanism (in the form of smaller groups of variables and interactions) which is re-
sponsible for a given asymptotic behaviour of the system, for instance, the existence of oscillatory dynamics or
(multi-)stability. Finally, the asynchronous transition graph can be naturally associated with a matrix of tran-
sition probabilities. Biological knowledge on the system'’s kinetics can thus be incorporated to obtain a more
gquantitative description of the system. These are also useful tools to test hypothesis and generate predictions
concerning the structure of interconnections and the importance of each variable to the overall dynamics.
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