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Abstract

In this paper we consider the problem of tracking mul-

tiple targets. Following a mean field approach, we obtain

a cost function that depends on the means and covariances

of each object. A simplification of this cost function leads

to self consistent equations for the means, while the covari-

ances are obtained using a normal Kalman filter. The it-

eration of the self consistent equations allows refining the

solution and including the effect of occlusions. An implicit

assumption of our model is that we can deduce the depth

order from the joint state and that we can approximate the

posterior of each object by a Gaussian. We show how this

simple approach reduces the number of tracking failures in

two sequences. The first one is a synthetic sequence of ten-

nis balls moving on a background. The second one is a

sequence of a football match taken from the VS-PETS data

base.

1. Introduction

Tracking is an important task of Computer Vision with

many applications in surveillance, analysis in sport environ-

ments etc. In particular, tracking similar objects is a chal-

lenging problem that has been managed typically with two

kinds of algorithms. In the first kind we include JPDAF

(Joint Probabilistic Data Association) and MHT (Multiple

Hypothesis Tracker) [2]. A key point is that multiple mea-

surements are assumed to be available and the proposed

methods deal with the problems of data association, data

fusion or multiple hypothesis generation. A second kind of

algorithms includes an MRF (Markov Random Field). This

MRF introduces pairwise potentials that prevent two track-

ers from latching onto the same target. The resulting model

is not exactly solvable so that methods such as MCMC

(Monte Carlo Markov Chain) [6] or SMFMC (Sequential

Mean Field Monte Carlo) [16] have been used. MCMC

samples the joint state space efficiently, while SMFMC per-

forms an approximate inference over the associated graph-

ical model. SMFMC needs an initial solution, for instance

that obtained by independent trackers. Then, the solution is

refined iteratively. Pairwise potentials play the main role in

this iteration.

There also some other approaches that manage the prob-

lem of sampling in high dimensional state spaces and that

cope with the systematic derivation of the observation den-

sity. For instance, MacCormick and Blake [8] incorporate

an exclusion principle by which any edge feature can cor-

respond to at most one target boundary. In addition an effi-

cient sampling, partitioned sampling, is proposed for a par-

ticle filter algorithm.

However, in the present paper we argue that some of

the problems associated with multi-target tracking can be

solved if an occlusion reasoning is possible. Lanz [7] also

argued in favour of an appearance likelihood that imple-

ments a physically-based model of the occlusion process.

Several papers deal with the occlusion challenge. Ras-

mussen and Hager [12] considered a joint image likelihood

given an object depth order, where occluded portions of ob-

jects are masked. Pixels predicted to be obstructed are ig-

nored and those predicted to be visible are matched nor-

mally. Only the most likely depth order is considered in

their data association filter. In [15] a variable is associated

to the order of the objects. This hidden variable is also in-

ferred at each time step after the execution of a particle filter

algorithm. Sigal [13] introduced binary hidden variables to

deal with occlusions between limbs in a pose estimation al-

gorithm. These hidden variables represent the visibility of

a given body part at a given pixel. The occlusions can be

modelled as constraints and included in a non parametric

belief propagation algorithm (PAMPAS) to perform infer-

ence in the graphical model of the human body. An ana-

lytical approximation is needed in order to manage the ex-

ponentially large number of occlusion masks [13, 14]. The

Hybrid Joint Separable filter (HJS) [7] includes interaction

and an explicit occlusion reasoning. In this filter the state

must include information to deduce which object is respon-

sible for the rendering function at a given pixel. Such a state

could be a point in the 3D world or a state containing depth



information through a target scale. An approximate solu-

tion to obtain the posterior for each object can be embedded

into a particle filter. McKenna et al. [9] use colour informa-

tion to disam- biguate occlusion and to provide qualitative

estimates of depth ordering and position for tracking groups

of people.

Our goal is to incorporate an occlusion reasoning in a

mean field approach to cope with the problem of tracking

multiple targets. We assume that the object depth order can

be deduced from the joint state and we approximate the pos-

teriors by Gaussians. The philosophy is in some way simi-

lar to [7], but we work with Gaussian posteriors so that only

means and covariances have to be updated at each time step.

In our approach, we first assume independent and Gaussian

measurement generation process for each object to obtain

an approximate solution. Then, we refine the solution us-

ing mean field equations where occlusions are taken into

account. These steps have a high parallelism with SMFMC

algorithm as explained above [16, 10].

The contributions of this paper are three. Firstly, the de-

velopment of a mean field cost function that includes com-

plex likelihood function. Secondly, an approximation of it

that allows obtaining a simple equation for the mean state of

the objects. Finally, the third contribution is the experimen-

tal work based on a self-generated synthetic sequence and a

sequence of a public data base. The experiments show that

the proposed algorithm helps reduce the number of tracking

failures. In the future we plan to deal with multimodality by

means of a mixture of Gaussians.

The rest of the paper is organized as follows. In section

2 we briefly review the basis of mean field tracking and we

show how it can be used with occlusions. In section 3 we

show the experimental results. Finally, we sum up our con-

tributions in section 4.

2. Theoretical background

We consider the usual assumption of a first order Markov

Process in a Bayesian tracking:

p(Xt, Zt) = φ(Zt|Xt)

∫

p(Xt|Xt−1)p(Xt−1|Zt−1) (1)

where Xt is the joint state at time t, Xt = {xi,t, i =
1..M}, Zt the measurement at time t. M is the number of

targets.

The joint likelihood is denoted as φ(Zt|Xt).
In addition, we consider that the propagation equation is:

p(Xt|Xt−1) =
∏

i

p(xi,t|xi,t−1) (2)

and that the dynamics is linear:

xi,t = Dxi,t−1 + vi,t (3)

where vi,t is a Gaussian state noise with zero mean and

covariance matrix Vi,t. The matrix D relates the state at

time t-1 to the state at time t.

As we explain below, we approximate the posterior by

the product of independent probabilities. Then, the propa-

gated density is the product of individual propagated densi-

ties:

pt|t−1(Xt) =

∫

p(Xt|Xt−1)p(Xt−1|Zt−1)

=
∏

i

pi,t|t−1(xi,t) (4)

where pi,t|t−1 =
∫

p(xi,t|xi,t−1)p(xi,t−1).
In tracking, the goal is to find the posterior p(Xt|Zt),

which is usually an intractable function. Therefore, we look

for another function Q(Xt) to approximate it. Q(Xt) is

found by minimizing a cost function defined as [16, 4]:

Jt(Q) = KL (Q(Xt) ‖ p(Xt|Zt)) − log p(Zt) (5)

where KL is the Kullback-Leibler divergence.

In a mean field framework the posterior is approximated

by a product of independent probability densities [16, 4]:

p(Xt|Zt) ≈ Qt(Xt) =
∏

i

Qi,t(xi,t) (6)

so that the cost function is rewritten as:

Jt(Q) = KL

(

∏

i

Qi,t(xi,t) ‖ p(Xt|Zt)

)

− log p(Zt)

=

∫

∏

i

Qi,t(xi,t)log

∏

i Qi,t(xi,t)

p(Xt|Zt)
dXt − log p(Zt) (7)

Taking into account that p(Xt|Zt) = p(Xt, Zt)/p(Zt)
and substituting p(Xt, Zt) using equations 1 and 4, we ar-

rive to:

Jt(Q) =
∑

i

∫

i

Qi,t(xi,t)log Qi,t(xi,t) +

∑

i

∫

i

Qi,t(xi,t)log pi,t|t−1(xi,t) +

+

∫

Qt(Xt)log φ(Zt|Xt) (8)

So far we have presented standard material. In the next

section we present our contribution for managing joint like-

lihoods.



2.1. Complex likelihoods in mean field

An important point of our development is the likelihood

function. We assume that we can obtain two different like-

lihoods:

• Firstly, a Gaussian approximation of the likelihood for

each object, φ(z̃i,t|xi,t), which assumes independent

targets. Each one has a measurement vector z̃i,t related

to the state by a linear relation:

z̃i,t = Hxi,t + wi,t (9)

where wi,t is a Gaussian measurement noise with zero

mean and covariance matrix denoted as Wi,t, and H is

the matrix that relates state to measurement.

• Secondly, the ’true’ likelihood, φ(Zt|Xt), which con-

siders a joint state and takes into account occlusions.

Thus, we can set the following equation:

φ(Zt|Xt) = φ
′

(Zt|Xt)
∏

i

φ(z̃i,t|xi,t) (10)

where φ
′

(Zt|Xt) measures the deviation of the likeli-

hood from the Gaussian and independent case. In fact,

equation 10 is a definition of φ
′

(Zt|Xt) from two known

quantities. It will also allow us to write the final equations

in a more elegant way. If we approximate φ
′

(Zt|Xt) ≈ 1,

all the probability densities are Gaussians and therefore a

Kalman solution for each object can be obtained. Let us re-

fer to the mean of the Kalman solution as µK,i,t and to the

covariance matrix as ΣK,i,t.

Taking into account equation 10 in equation 8 we easily

arrive to:

Jt(Q) =
∑

i

∫

i

Qi,t(xi,t)log Qi,t(xi,t) +

∑

i

∫

i

Qi,t(xi,t)log(φ(z̃i,t|xi,t)pi,t|t−1(xi,t)) +

+

∫

Qt(Xt)log φ
′

(Zt|Xt) (11)

We go one step further by assuming that Qi,t(xi,t) is

Gaussian, in short Ni,t, with mean µi,t and covariance Σi,t.

In addition, the product φ(z̃i,t|xi,t)pi,t|t−1(xi,t) is propor-

tional to the Kalman posterior. In this case, some of the

integrals can be done analytically [11], since the first one is

minus the entropy and the second is, up to a constant, the

integral of a Gaussian times the product of a quadratic form:

log(φ(z̃i,t|xi,t)pi,t|t−1(xi,t)) = constant +

−
1

2
(xi,t − µK,i,t)

T Σ−1

K,i,t(xi,t − µK,i,t) (12)

A very similar calculation can be found in [10] for inter-

actions modeled as Markov Random Fields. The result is

easily adapted to the present case:

Jt(Q) = constant −
1

2

∑

i

log|Σi,t| +

+
1

2

∑

i

Tr(Σ−1

K,i,tΣi,t) +

+
1

2

∑

i,t

(µi,t − µK,i,t)
T Σ−1

K,i,t(µi,t − µK,i,t) +

−

∫

log φ
′

(Zt|Xt)
∏

i

Ni,t (13)

Finding the means and the covariances by minimizing

equation 13 is also very similar to the calculation done in

[10]. Here we focus on an approximation of log φ
′

(Zt|Xt)
by a linear term around the value at the mean state:

log φ
′

(Zt|Xt) ≈ log φ
′

(Zt|µt) +

+
∑

i

∂log φ
′

(Zt|Xt)

∂xi,t

(xi,t − µi,t) (14)

where µt = {µi,t, i = 1..M}. Under this approximation

the integral in equation 13 is :

∫

log φ
′

(Zt|Xt)
∏

i

Ni,t ≈ log φ
′

(Zt|µt) (15)

because the integral of the linear term times the Gaus-

sian is zero. Since equation 15 does not depend on Σi,t,

the solution for the covariance is the same as in the Kalman

case, which could also be verified by taking the derivative

of equation 13 with respect to Σi,t. Therefore, the only rel-

evant terms in equation 13 are:

1

2

∑

i

(µi,t − µK,i,t)
T Σ−1

K,i,t(µi,t − µK,i,t) +

−logφ
′

(Zt|µt) (16)

The minimization of 16 with respect to µi,t leads to [11]:

µi,t = µK,i,t + ΣK,i,t

∂log φ
′

(Zt|µt)

∂µi,t

(17)



The gradient is in fact found from equation 10 as [11]:

∂log φ
′

(Zt|Xt)

∂xi,t

=
∂log φ(Zt|Xt)

∂xi,t

−HT Wi,t(z̃i,t−Hxi,t)

(18)

Equation 17 can be easily interpreted as a correction of

the Kalman solution that comes from a likelihood that is not

the product of independent Gaussians. Since the gradient is

taken at µi,t, this mean enters in both the left and the right

side of equation 17. Thus equations 17 for i = 1..M form

a set of nonlinear equations that can be solved by any stan-

dard method. The simplest is using equation 17 as a fixed

point equation, but this approach did not converge in our

experiments. The convergence probably depends on each

particular case. Thus, we transformed equation 17 using an

analog of the ’chord method’ [3] to get the equivalent equa-

tion:

µi,t = µi,t − β(µi,t − (µK,i,t + ΣK,i,t

∂log φ
′

(Zt|µt)

∂µi,t

)) (19)

where β is a constant. Setting it between 0.2 and 0.5 we

obtained convergence when iterating the fixed point equa-

tion 19.

We refer to the resulting algorithm as Approximated

Gaussian Sequential Mean Field (AGSMF), figure 1. We

experimentally found that three of five iterations were

enough to get convergence in agreement with [16].

Obtain mean and covariance matrix at time t, µi,t, Σi,t from mean

and covariance at time t-1, µi,t−1, Σi,t−1 i = 1..M , M=number

of targets.

(1). Run a Kalman filter for each target to obtain µK,i,t and ΣK,i,t,

i = 1..M . Accept the covariances.

(2). Initialize p ← 1, µi,t,p = µK,i,t

(3). Iteration:

3.a. Obtain numerically the gradient
∂log φ(Zt|Xt)

∂xi,t
, and then use

equation 18 to obtain
∂log φ

′

(Zt|Xt)
∂xi,t

. The gradients have to be

calculated at the point Xt = µt,p = (µ1,t,p, µ2,t,p, ..., µM,t,p).

3.b. Use equations 17 or 19 to obtain µi,t,p+1

3.c. Repeat 3.a and 3.b for i = 1..M

3.d. Iteration: p ← p + 1, iterate until convergence

(4) Result: µi,t ← µi,t,p, Σi,t ← ΣK,i,t

Figure 1. AGSMF Approximated Gaussian Se-

quential Mean Field.

Figure 2. Synthetic sequence. Left: input im-
age; Right: segmented image.

3. Experiments

3.1. Synthetic sequence

We made a synthetic sequence of 1000 images where five

tennis balls are bouncing on the limits of a background im-

age of 352x288 pixels. The speed was limited to an absolute

value of 10 pixels per frame and a noise was added to the

velocity at each frame. The radius of the ball was 14 pixels.

The ball colour has been modeled in RGB space by a

Gaussian, which allows obtaining a binary image using a

threshold of the Mahalanobis distance in the input image,

see figure 2. Therefore we have an experimental classifi-

cation of whether a pixel belongs to a tennis ball or to the

background.

The state of each tennis ball is a four dimensional vector

(y, x, ẏ, ẋ) and we used a constant velocity motion model

with diagonal noise covariance. In this experiment, we as-

sumed a given depth order of the balls since we had no other

cues. When a ball occludes another one, there is no colour

model change in the occluded pixels since all the objects

have a single colour model and the same form. However,

the proposed algorithm can still improve tracking by means

of a joint measurement process. It corrects the computa-

tionally faster independent measurement processes that we

show below.

3.1.1 Independent object likelihood

To obtain a vector measurement z̃i,t we first calculate the

predicted position of the ball, µi,t|t−1. Then, we set a grid

around it. We can associate a weight w(y, x) with each

point (y, x) of the grid:

log w(y, x) = α
∑

u∈ball

pu (20)

where the sum extends over the pixels u inside a ball

centered at (y, x), and pu is +1 if the pixel is experimentally

classified as a ball or −1 otherwise.

Afterwards, the weights of all the grid points are normal-

ized. α is a constant that is set to have a suitable covariance



Table 1. Results on the synthetic sequence

Algorithm Tracker Label Total Time per

coalescence interchange frame (s)

IKF 9 1 10 0.101

AGSMF 1 0 1 0.104

of the weights. Once the weights are normalized, we can

find the mean position and a covariance matrix. We use the

mean as the measurement z̃i,t, and the covariance matrix as

the covariance of the measurement noise, Wi,t in equation

9.

3.1.2 Joint likelihood

For φ(Zt|Xt) we adopt this definition that is also based in

the segmentation of the image:

log φ(Zt|Xt) = α
∑

u

qu (21)

where qu is +1 if the expected classification of a pixel

agrees with the measured classification and −1 otherwise.

A pixel is expected to belong to a ball if it is inside of

any of the circles centered at the tennis ball positions. The

reader should be aware that equation 21 depends on the joint

state Xt while equation 20 depends on only one object state

xi,t. We also point out that, in fact, we need the gradient

of log φ(Zt|Xt) with respect to an object state xi,t and that

this is evaluated through a difference log φ(Zt|Xt+δxi,t)−
log φ(Zt|Xt). Thus, for practical purposes the sum only

needs to extend over those pixels that have changed their

expected classification when comparing two nearby states.

3.1.3 Results

We run our algorithm with this synthetic sequence. When-

ever a ball was more than 40 pixels away from its ground

truth position, an error was raised and the tracking of all the

objects resumed. We also run our algorithm without correc-

tion, using only the Kalman solution. The algorithms were

coded combining Scipy [5] and C. We used C for the most

time consuming operations that are related to the measure-

ment process. The results are shown in table 1, where IKF

means Independent Kalman Filters.

It is clear from that table that the mean field correction

allows decreasing the number of errors. The increase of

the computation time corresponds to the correction of the

Kalman solution, which needs a few ms in C. With an op-

timized code in C we could easily achieve a higher rate of

frames per second.

Figure 3. Mask attached to a ’Fullham’ player.
Each gray level is one of three colour models:
background, t-shirt or shorts.

3.2. Football sequence

This second experiment was performed on 700 frames

of a football sequence of the VS-PETS2003 data base [1].

Specifically we used 300 frames from the directory TRAIN-

ING/CAMERA3 and 400 from TESTING/CAMERA3.

When a new player entered (exited) the scene, we artifi-

cially added (removed) an object to our tracker since we

have not implemented a detection algorithm. This exper-

iment is more complex because a single Gaussian is not

enough to model the colour. In addition, there are two types

of objects, ’Fullham’ and ’Liverpool’ players.

The state of each player is given by a four dimensional

vector (y, x, ẏ, ẋ), where the images coordinates are the co-

ordinates of the player’s feet. The y-axis points downwards.

In the view of the pitch we used, it is reasonable to assume

that object A occludes object B if yA > yB and if some

pixels of the two objects overlap. The physical height of the

player is assumed to be the same for all the players and the

height in the image is adjusted depending on the y coordi-

nate using an experimental fitted function.

We fitted a Gaussian in RGB space to four colours in the

image: black (b), white (w), red (r) and green (g). Attached

to each player position there is a mask in a bounding box

that encodes the colour model of each pixel, which we al-

lowed to be one of the following options: background (-1),

’Fullham’ player t-shirt (0) , ’Fullham’ player shorts (1),

and ’Liverpool’ player(2). Background is supposed to be

also outside the bounding box. The size of the mask is pro-

portional to the player height in the image. There is no one

to one mapping between colour Gaussians and colour mod-

els. For instance, a ’Fullham’ player t-shirt is mainly white,

bus has black numbers in the back. A representation of the

’Fullham’ player mask is shown in figure 3. This is a rather

crude approximation of the player shape.

We adopt a likelihood similar to that used in [15], adapt-

ing it to colour appearance and to mixtures of colours. Thus,

we used the following pixel likelihood logφu(c|m) depend-

ing on the colour model of the pixel (c is the colour of pixel
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Figure 4. Weights around the true ground po-
sition of a red player.

u and m the model):

−logφu(c|m) = γm,gd
2

g(c) + γm,wd2

w(c) +

+γm,rd
2

r(c) + γm,bd
2

b(c) (22)

where u is a pixel, dn(c) is the Mahalanobis dis-

tance of pixel colour value c from colour Gaussian n =
red(r), white(w), black(b) or green(g), and γm,n are pos-

itive multiplicative constants for model m = −1, 0, 1, 2 and

Gaussian n = red(r), white(w), black(b) or green(g).
For instance, ’Fullham’ player shorts are mainly black, so

γ1,n = 0 except for n = black(b), while the other models

include some mixture. The proportionality constants γm,n

were estimated subjectively. With the selected values, the

above equation works reasonably well and allow any track-

ing algorithm to focus on the players, giving also a reason-

ably spread of the likelihood. In figure 4 we show the nor-

malized likelihood obtained by scanning in the y and x axis

from the position of a ’Liverpool’ player. The height of the

player is about 50 pixels.

3.2.1 Independent object likelihood

Given the above colour pixel likelihoods, we can ob-

tain a measurement vector z̃i,t as follows. We first set

a grid around the predicted position of a given player,

(yi,t|t−1, xi,t|t−1). Then we loop over the grid points,

(y, x), place the player mask at that point and then compute

a weight as:

log w(y, x) =
∑

u

log φu (23)

where in principle the sum extends over all the image

pixels. φu is given by equation 22. Weights are then nor-

malized. After this step, we can calculate a mean position

and a covariance, which we take as the measurement z̃i,t

and measurement noise Wi,t respectively. Please note that

in this process a single object is assumed in the image.

3.2.2 Joint likelihood

We need also the joint likelihood φ(Zt|Xt). To calculate

it we first obtain the colour model of each pixel by de-

composing the joint state vector Xt into object components

xi,t, ordering them according to camera distance, and com-

puting the colour model of all the pixels from the mask

associated with each player. In this case occlusions are

taken into account, that is, if object B can occlude object

A, i.e. yB > yA, then non-background colour models of

the mask(B) override colour models of mask(A) for a given

pixel. In this way, we can use an equation similar to 23.

logφ(Zt|Xt) =
∑

u

log φu (24)

where φu is given by equation 22.

For practical purposes, the sum in equations 22 or 23

does not have to extend over all the image pixels. The

reason is the following. In equation 23 we intend to ob-

tain weights by comparing nearby positions in a grid. The

weights are then normalized. In addition, what we need is

not exactly log φ(Zt|Xt), but its gradient, see equation 18,

which is computed numerically as a difference. In any case,

we have to compare the likelihood for a state Xt and for

a nearby state Xt + δXt. Therefore the pixels that have

the same colour model for Xt and for Xt + δXt does not

contribute to the difference.

3.2.3 Results

Table 2 shows the results in terms of tracking failures. After

a failure was observed, we manually set the player at the

right position and resume the algorithm. Figure 5 shows

a failure with IKF when a ’Liverpool’ player jumps and is

occluded by a ’Fullham’ player. This failure is avoided if

we run AGSMF algorithm as shown in figure 6. Figures 7



Figure 5. Key frames of the football sequence
with IKF algorithm.

Table 2. Results on the football sequence

Algorithm Tracker Tracker Total

coalescence Lost

IKF 4 1 5

AGSMF 1 0 1

and 8 show also a failure that is avoided by AGSMF, in this

case for an occlusion of two ’Liverpool’ players.

The failure of AGSMF reported in table 2 is caused by

a player who is completely occluded for some frames and

has a nearby team mate, who ’attracts’ the tracker of the oc-

cluded player. In this case, dynamical information is not

enough to split the two trackers. This could be avoided

by including some interaction between the players with an

MRF.

In this sequence, the object independent trackers do not

give many errors. However, we have also checked the accu-

racy of both methods, IKF and AGSMF. We have compared

tracked position with ground truth position for a player that

is occluded for about 70 frames. Even though player labels

are correct in these frames, AGSMF gives better accuracy

as shown in table 3.

Figure 6. Key frames of the football sequence
with AGSMF algorithm.

Table 3. Pixel distance between ground truth
position and tracked position for an occluded
player

Tracker Mean Stdev Max

IKF 5.9 4.1 14.8

AGSMF 3.6 2.0 8.0

4. Conclusions

In this paper we have proposed a multi-target tracking

algorithm with a principled occlusion reasoning in a mean

field approach. Assuming that the object posteriors can be

approximated by Gaussians, we have obtained an algorithm

that corrects iteratively an initial solution based on indepen-

dent Kalman filters. The algorithm has been tested on a syn-

thetic sequence and on a standard benchmark sequence of a

football match. The results show that it reduces the number

of tracking failures even though the approach is formally

simple.

In future, we plan to add multimodality to the model and

to include interaction with pairwise potentials (MRFs).



Figure 7. Key frames of the football sequence
with IKF algorithm.

Figure 8. Key frames of the football sequence
with AGSMF algorithm.
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