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Fast Human Detection from Videos Using Covariance Features

Jian Yao Jean-Marc Odobez

IDIAP Research Institute
Centre du Parc, Rue Marconi 19, CH-1920 Martigny, Switzetla
{Ji an. Yao, Jean- Mar c. Cdobez}@ di ap. ch

Abstract eling the human by body parts whose locations are con-
strained by a geometric model [7, 9]. In [9], body parts were
represented by combinations of joint orientation and posi-
tion histograms. Separate Adaboost detectors were trained
for several body parts. Localization was then obtained by

In this paper, we present a fast method to detect hu-
mans from videos captured in surveillance applications. It
is based on a cascade of LogitBoost classifiers relying on

features mapped from the Riemanian manifold of region co- timizing the likelihood of part | ith th
variance matrices computed from input image features. TheOPUMIZING the TIkENood of part occurrénce along wi €
geometric relation. However, while these techniques usu-

method was extended in several ways. First, as the map- v att ‘1 id | obiect ition f
ping process is slow for high dimensional feature space, ally attempt to provide a general object recognition frame-

we propose to select weak classifiers based on subsets o\t‘f'(t).rk [8]’| the(;j/d(i.o notthlentil Lhemts,elves to ﬁﬁt |mglel21etn-
the complete image feature space. In addition, we pro- ations. In addition, they take into account the arlicuiate

pose to combine these sub-matrix covariance features withnature of the human body, wh|ch_m|ght not pe SO appropri-
the means of the image features computed within the samé&® when dealing with lOW. resolutl_on humgn images such as
subwindow, which are readily available from the covari- those often encountered in surveillance videos.

ance extraction process. Finally, in the context of video ac ~ The second approaches are based on applying a hu-
quired with stationary cameras, we propose to fuse image man detector for all possible subwindows in a given im-
features from the spatial and temporal domains in order to @9€ [5, 11, 16]. For instance, in [11], a SVM classifier was
jointly learn the correlation between appearance and fore- learned using Haar wavelets as descriptors. In [16], an ef-
ground information based on background subtraction. Our ficient detector applicable to videos was built using a cas-
method evaluated on a large set of videos coming from sev-cade of Adaboost classifiers relying also on Haar wavelet
eral databases (CAVIAR, PETS, ...), and can process fromdescriptors but extracted from spatio-temporal diffeeznc

5 to 20 frames/sec (for a 384x288 video) while achieving Recently, [1] proposed a very good detector that relied on

similar or better performance than existing methods. a linear SVM classifier applied to densely sampled his-
tograms of orientation gradient (HOG). It was extended in

[2] to videos using histograms of differential optical flow

1 Introduction features in addition to HOG. Finally, very recently, [15]
proposed a method that outperformed previous methods [1].
Detecting humans in images and videos is one of the im- It is based on a cascade of LogitBoost classifiers that uses

portant challenges in computer vision. This is due to fac- covariance features as human descriptors. More precisely,
tors such as the large variation of appearance and pose th&tubwindows of the detection windows are represented by
human forms can take due to their clothing, the nature of the covariance matrix of image features, such as spatial lo-
articulations of the body, the changes in camera view pointcation, intensity, gradient magnitude and orientatione Th
or illumination variations. In this paper, we address thet fa LogitBoost classifier was modified by mapping the covari-
detection of humans in videos recorded by a stationary cam-2nce matrix features in an appropriate space to account for
era. This is an essential step in many applications related t the fact that covariance matrices do not lie in a vector space
surveillance and smart spaces such as meeting rooms or ofoutin a Riemannian manifold. This resulted in superior per-
fices. Indeed, improving human modeling and detection is formance.
crucial for tracking algorithms, especially when scenes be  In the present paper, out goal is to detect humans in
come more crowded. videos captured from stationary cameras. We extend the
In general, there are two main approaches to tackle themethod of Tuzel et al. [15] in several ways to speed up the
detection of humans in images. The first consists of mod- computation and take into account the temporal informa-



tion. First, as the covariance mapping step performed forsponses. Accordingly, we can definélax H x d feature
each weak classifier is slow for high dimensional input fea- imageH.

ture space, we propose to build weak classifiers based on

subsets of the complete image feature space. This correSelected FeaturesiVe propose to use the following 8-
sponds to using sub-matrices of the full covariance matrix dimensional seH (x):

and allows us to explore the covariance between features IL,| T

in small groups rather than altogether for each weak clas- H= {X To| [Ly| \/IZ+15 arCtanm G/ G§+G§}

sifier. As the number of subsets to explore increases expo- ’ o gl)
nentia”y, we propose a tractable method to select with h|gh WhereII andIy are the first-order intensity derivative y and

probability the subset that provides the best performamce i arctanl‘i—z} represents the edge orientatio denotes a
the logit-boost training stage. foreground probability value (a real number between 0 and

Secondly, we propose to combine these sub-matrix co-1 indicating the probability that the pixel belongs to the
variance features with the image feature means computedoreground), ands, and G, are the corresponding first-
within the same subwindow, which are available at no addi- order derivatives. With respect to [15], the main differenc
tional cost. The use of these means allows faster rejectionis in using the two foreground related measures instead of
and leads to similar or better results at a reduced cost. second-order intensity derivativés, andI,, of the orig-

Thirdly, in the context of videos acquired with stationary inal images. In the context of human detection in videos,
cameras, we propose to fuse image features from the spatiafioreground measures should be much more informative. To
and temporal domains in order to take advantage of bothextract the foreground features, we rely on the robust back-
appearance and foreground information. While in the pastground subtraction technique described in [17]. Examples
background subtraction results have commonly be used agre shown in Fig. 2.

a region of interest (ROI) selection process, e.g. [6] (an ex

ception is [16]), we propose here to use them directly as fea-Covariance computatiorGiven a rectangular windowr,
tures in the classifiers. This has several advantages, Firstve can compute the covariance mat@ of the features
due to the cascade approach, the temporal features sjill pla inside that window according to:

implicitly a ROI role allowing for faster processing. This 1 T
Wil?be a)cl:hieved in a more informative way, by exploring the Cr = -1 Z (H(x) —mp)(H(x) - mg) @)

|R|
. . xER
correlation between these temporal features and the Bpat'awheremR is the mean vector in the regioR, i.e. mp =

ones. Second, we propose to use object foreground prob-; > H(x), and| - | denotes the set size operator. The
abilities rather than background subtraction binary masks 5l <“x€R P : . op -
This is interesting as these probabilities can exhibitasari covariance matrix is a very informative descriptor which en

tions related to the human body pose (to the contrary of Castcodes information about the variance of the features, their

shadow for instance), as illustrated by some examples incorrelations V.Vif[h each pthgr, and ;patial layout. It can be
Fig. 2. In addition, this choice alleviates the need for set- computed efficiently using integral images [14].

ting the background detection threshold; a sensitive issue Covariance normalizatiorthe covariance features are ro-

pract|((j:e. When to(;) low ? thrgihold IS used, lzhevrver?ultlng bust towards constant illumination changes. To allow ro-
over-detection produces less informative masxs. en 00y siness against local linear variations of the illumiorti

high a threshold is used, there will be missed detections.We apply the following normalization. Let be a possi-

Our choice should thus be more robust against variation iNple subwindow inside the test windoi We first compute

the (ilontrasl':betv;/]een hulmans and the Iba_ckgLound. q the covariance of the subwindd@,. using the integral rep-
All together, the result is a near real-time human detec- resentation. Then, all entries of the covariafiteare nor-

tor that performs accurately on challenging datasets. They,,ji;eq . t. the standard deviations of their corresjiogd

rest of the paper is organized as follows. Section 2 intro- features inside the detection windd which can be ob-

duces the covariance features. In Section 3 we presents &ined from the diagonal terms of the covariagg [15].
brief description of the LogitBoost classification algbnit The resulting covariance is denotet]

for Riemanian manifolds. Section 4 presents our approach.
Experimental results are presented in Section 5.

3 LogitBoost L earning on Riemannian Space

2 Region Covariance Descriptors

LogitBoost algorithm:We first briefly introduce the stan-
LetI be an inputimage of dimensidof x H. From this dard LogitBoost algorithm on vector spaces [4], which is
image we can extract at each pixel location= (z,y)" a variant of the popular Adaboost algorithm. In this sec-
a set ofd features such as intensity, gradient, and filter re- tion, let {x;,y;)}.=1.. n be the set of training examples,




with y; € {0,1} andx; € R™. The goal is to find a de- [15] (details are given in the next Section). At each itera-
cision functionF" which divides the input space into the 2 tion [, a collection of weak classifiers are learned and the
classes. In LogitBoost, this function is defined as a sum of one that minimizes the negative binomial log-likelihoodl (4
weak classifiers, and the probability of an examypleeing is actually added a# to form the decision functiofi’. The
in class 1 (positive) is represented by collection of classifiers is made out of all the covariance
oF(x) 1 Ny features that can be extracted from the subwindoafsthe
p(X)Zm, F(X)=§ 21—1 filx). () detection windowR. However, to keep the computation
tractable, only a subset is tested. At each boosting iterati
I, we randomly seleav,, = 200 subwindows whose size is
atleast 1/10 of the width and height of the detection window
[15].

The LogitBoost algorithm iteratively learns the set of weak
classifiers{ f;};=1...~, by minimizing the negative bino-
mial log-likelihood of the training data:

=37 [y log(p(x)) + (1~ i) log(1 — p(xi))], (4)

through Newton iterations. At each iteratidh this

is achieved by solving a weighted least-square regres-

sion problem: Zij\il wi| fi(xs) — z]|?, where z; = In this section, we describe the impr_ovemen_ts we made
vi—p(%) _ denotes the response values, and the weightsto the approach as well as more technical details about the

are given byw; = p(x;)(1 — p(x;)). cascade training.

4 Proposed Algorithm

LogitBoost for Riemannian manifoldsiowever, since co- 4.1 Using Feature Subsets
variance matrices do not lie in a vector space but in the Rie-
mannian manifold of symmetric positive definite matrices ~ The cascade of LogitBoost classifiers is quite fast. How-
M, Tuzel et al. [15] proposed modifications to the original €ver, at runtime, most of the computation is spent on the
LogitBoost algorithm to specifically account for the Rie- eigenvalue decomposition requested to compute the loga-
mannian geometry. This was done by introducing a map- fithm of a matrix in the mapping step (cf (5) and formulas
pingh : M — R™ projecting the input covariance features that follow). The load depends on the feature dimension, as
into the Euclidian tangent space at a pqitof the mani- illustrated in Fig. 1(a), which shows the relative computa-
fold M: tion time of a LogitBoost classifier composed of 10 weak
) _ _ classifiers. One option to speed-up the process could be to
hoi X x = h(X) = veep, (IOg“L (X)) ©®) decrease the overall feature size. However, this could be at
where thevec andlog operators are defined bycz(y) the cost of performance. We propose instead to use weak
uppe(Z*%yZ*%) with upperdenoting the vector form classifiers relying on subsets of the full feature set. I8 thi
of the upper triangular martix part, anidg,(Y) way, all the features are kept and the more consistent corre-
Z2log(Z~:YZ 2)Zz and log(¥) = Ulog(D)UT lation between them can be exploited.
whereX = UDU' is the eigenvalue decomposition of the )
symmetric matrix, andlog(D) is a diagonal matrixwhose ~ Selecting the feature subsetéssume that we have a-
entries are the logarithm of the diagonal term®dfL2, 15]. d|m§n5|onal feature_ vector, and that we are interestedin se
One question that arises is: for a weak classjfighow can ~ lecting subsets of sizew(< d). LetSy" = {Su.iti—1..cy,
we select the projection poipt,? Tuzel et al. [15] proposed ~denote the set of all subsets of size where S, ; is the:-
to use the weighted mean of all training examples, which is th suchm-subset, and’;;, = m denotes the num-
defined by:p;, = argminy ¢ \ vazl w;d?(X;,Y) where ber of un-orderedn—subsets. At each LogitBoost itera-
the functiond?(X,Y) measures the distance between two tion, we would like to find the best subwindow-subset cou-
pointsX andY in the Riemannian spac#!. This min-  ple (r*,:*) that provides the minimum negative binomial
imization is achieved using a gradient descent procedurelog-likelihood, i.e.:(r*,i*) = argmin, ; L.(Sn ), Where
described in [12]. Since the weights are adjusted throughZ+(Sm,:) denotes the negative binomial log-likelihood de-
boosting' ata given iteratianthe mean will move towards fined in (4) after the training of the weak classifier on sub-
the examples which have not been well classified during Window r with the feature subset,s;. Such an exhaustive
previous iterations, allowing to build more accurate dlass Search involve the training a¥,, x Cg, weak classifiers,
fiers for these points. Ultimately, a weak classifier is define Which becomes quickly intractable when is large (the
as: f;(X) = ¢(h(X)) whereg, can be any function from  classifier is more costly to train), aigf, is large.
R™ — R. In this paper, we used linear functions. Rather than using random selection of feature subsets,
we adopted the following approach. First we fully test all
Learning with a cascadeThe above method was imple- the 2-subsets, whose weak classifiers can be trained very
mented within a cascade of LogitBoost rejection classifiers fast, and obtain the sdtL,.(S;,i) }i=1...cy Where smaller
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value means that the pair of features is a better choice forg;(h(C..), m!.) whereh is the mapping function defined in
classification. Then, for each subsef Sof sizem > 2, (5) that projects the normalized covariar@gfeatures into
we compute asubstitute valueof negative binomial log-  the tangent space at the weighted-mean matrix, as explained
likelihood ET(S,M-) = ng €S L,(S;,s) and then select  in Section 3. In other words, we use the concatenation of the
the ¢ best subsets according to these values to be actuallymapped covariance features with the normalized mean fea-
tested. The principle that we use is that good pairs of fea-tures in the linear functiop; to be used in the LogitBoost
tures, which exhibit high correlation feature discriminaf classifiert
should produce good feature subsets of higher dimension.

lllustration of this pr.ir.1ciple is shoygn in Fig. 1(b), which 4 g Training the cascade
compares weak classifier ranks usihgrs usingL when
building a human detector. The curves plot the probability
that within the firsty values ofL (horizontal axis), we find
at least one of thé best subsetk=1,3,5, or 10) according
to the ground truthl.. As can be seen, by selectigg= 8
subsets (out of 56) usinfj, the chances that one of them
is actually one of the top best are higher than 94%. Thus
our approach provides a better way of selecting goed
subset features than uniform random selection, and saves
significant amount of time in training.

The human detector is trained using a rejection cascade
of LogitBoost classifiers framework. We us&d= 30 cas-
cade levels. The numbé¥;* of weak classifiers compos-
ing thek-th cascade level is selected by optimizing the Log-
itBoost classifier to correctly detect at least 99.8% of the
positive examples, while rejecting at least 30% of the neg-
gtive examples. In addition, we enforce a margin constraint

etween the positive examples and the decision boundary.
Let pi.(x) be the probability of an examplebeing positive
at the cascade levél as defined in (3). Let, be the pos-
itive example that has th®.098N,)-th largest probability
among all the positive examples arg be the negative ex-
ample that has the)(3V,,)-th smallest probability among
all the negative examples wherg, and V,, are the num-
bers of positive and negative examples used for training at
the cascade levél. Weak classifiers are added to the cas-
cade levelk until py(x,) — pr(x,) > thy, where we set
thy, = 0.2. At test time, an example will be rejected if
pr(x) < pr(xy). In order to train a cascade levie] we
'usedN,, = 4000 and N,, = 8000 positive and negative
examples. These examples were obtained by applying the

4.2 Using Mean Features

The covariance matri&,. of a subwindow- can be effi-
ciently computed using integral images [14]. During com-
putation, the mean featuras, are also computed, and
we propose to use them as additional features for train-
ing and detection. Since these features directly lie i a
dimensional Euclidean space (i.ean, € R?), we don't
need any form of mapping like in the covariance case. How-
ever, in order to be robust against illumination changes
the subwindow mean vector entriesof. are normalized
w.r.t. the corresponding entries of the mean veeatgyf in
the detection windowR, which results inm/. The weak
classifiers that we propose are thus defined a&X,.) =

INote that when a feature subset is used for the covariands thom
means of that subset are used in the weak classifier.



detector up to thé — 1*" level to a set of around 10000 pos-
itive examples and those with the least probability of being
positive are kept for training. In a similar way, the negativ
examples were selected as the false positive examples of the
k — 1*" detector applied to training data.

5 Experimental Results

o s . - = Fg—Cov-Avg-8 w o
5.1 Training and Testing Datasets - Fg—Cov—8 ’ W
0.02F Cov-Avg-8 + Prefilter \\
. Tuzel et al (Cov-8) + Prefilt
We collected a total of 15 video sequences captured T ol ooy et v
from stationary cameras. There are 10 indoor and 5 out- 001 ‘ N
door video sequences selected from the shopping center 10° 10 10° 10°

CAVIAR data, from the PETS data, and from several metro
station cameras. A total of around 10000 positive exam-
ples were extracted from these 15 video sequences. Some

typical examples are shown in Figure 2. Note that in these o9 . ‘\,\
examples, there exist the large variations of appearances, 08¢ W
pose, camera view-points, the presence of luggage or trol- 0.7r ‘\'\\
leys, occlusions, and the variability in the foreground ex- 5 4| S
traction. Negative examples were obtained by: (i) coltegti g b
1000 still images without people and coupling them with in- o 051 7\’.
consistent foreground detection results; (ii) croppinglab 04 Fg—Cov—Avg—8 ]
1000 regions from the collected video data which don’t con- 0.3] = = =~ Fg-Cov-8 _

tain humans (jii) bootstrapping, i.e. by collecting morgne o Tl ot (Cov-) + Prefter

ative ‘look like' people by applying the current detector on Tuzel et al (Cov-8)

training data without people. %2 o5 06 07 08 09 1

For testing, we set apart 523 images from video clips be-
longing to 10 of the above sequences and not used for train-

ing, and added data from 2 new video sequences. A total ofFig. 3: The performance of different approaches for our
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1927 humans was annotated, comprising 327 humans withmethod with 8-dimensional features.

significant partial occlusion and around 200 humans with a
resolution of less than 700 pixels.

Positives Per tested Window or FPPW) on a log-log scale.
To produce this curve, the 1927 positive examples of the
testing data were used to evaluate the miss-rate, while the
FPPW was obtained by testing all searching windows of

The detectors were evaluated on the testing data by apye testing data which do not overlap or overlap by less than
plying them on image subwindows with different locations, ggo with any positive example. The overlap is measured

5.2 Evaluation Methodology

scales, and aspect ratios, according to the following: theaS the F-measur, ., — pg%’ wherep — |cT£;|C\ and

width ranged from 25 to 100 pixels; the aspect ratio (height GTC| o
divided by width) ranged from 1.8 to 3.0. The positive de- ™ = 57— are the area recall and precision, witfi" de-
tections were then filtered out by keeping local maxima of noting the ground truth region, ari@dthe tested window.

these detection outputs according to the probabilities de-

fined in (3) as the final detected persons. Two types of per-Recall-Precision (RP) curve®P curves are more appro-
formance measure curves were used. In both cases, curve@iate to measure the accuracy of the object detection and

were generated by adding cascade levels one by one. localisation from a user point of view [3, 13]. RP curves
integrates the post-processing steps (e.g. how to com-
Detection Error Tradeoff (DET) curvesn the recent liter-  bine several raw detector positive output into one or sev-
ature[1, 10, 15], DET curves have been used to quantify theeral detected humans). Recall and precision are defined
raw binary classifier performance at the window level. DET &S zihoitraseneg 2N 7rienost 7 seres» F€SPeC-
curves measure the proportion of true detections againstively. A detected output is said to match the ground truth if
the proportion of false positives. They plot the miss rate, their F,,,.., measure is abow&5. Only one-to-one matches

7T ueﬁggfﬁﬁf’se,\bg, versus false positives (here the False are allowed between detected and ground truth regions.




Fig. 2: Positive examples with corresponding foregrourabpbility maps (light - high probability, dark - low probdiby).

5.3 Results In the second experiment, we trained three new detec-
tors relying on 2, 3 and 4-subset featurég{Cov-Avg-2

to Fg-Cov-Avg-4 respectively). In addition, we trained a
combined detector based on 2-subset features in the first 15
cascade levels, 3-subset features in the subsequent 10 lev-
els, and 4-subset features in the final 5 leveilg-Cov-Avg-
r}2,3,4]). Fig. 4(a) shows the RP curve that we obtain. We

| detect ith thout th di st observe that the use of subset features results in simitar de
eral detectors with or without th€ proposed Improvementsto o ., , performance than the use of the full 8-dimensional

evaluate their impact on the detection performance. Thesereature set, withFg-Cov-Avg-[2,3,4jproviding the best re-
?ettla:cto(r:s af naE;ned a(lfﬁorglr;gly. Fc_)r e>iample_, the det?%ults overall. However, the main interest of our approach
or g-f O,:/' vg(—j ;J_sez_ el- |Lr!etr115_;lotna ctovgrtlanc_e an dis the computation time. Fig. 4(b) shows the average num-
mean teatures detined in (1) which integrate intensity an bers of tested windows per second that a detector processes
foreground information. When foreground features are notWhen applied on the test data. The same computer was
useq: we used the 8_-d|men5|<_)nal featur_es dfefmed n [15.’]' Inused in all the cases. The first observation is that while the
anmon, o allow fair comparing, a preflltgr is also aplie mean features only slightly improve the performance, they
with [15] to or_llytest windows which contain enough (20%) offer a speed gain of nearly 30% (e.g. compare Tuzel et
foregroun_d pixels. _ o al [15] with Cov-Avg-8). Secondly, as could be expected,
In the first experiment, whose results are shown in Fig. 3, the use of the foreground features also helps in increasing
we trained four detectors with/without the use of foregmbun - the speed by rejecting false hypothesis more quickly. Fi-
information and mean features. We can observe that the inyy5)ly, the main computational gain is obtained by using fea-
tegration of the foreground information in the learning-pro e subsets. For instance, the dete@grCov-Avg-2runs
cess rather than as a preprocessing step provides much befyoungd 13 times faster thafg-Cov-Avg-8(and more than
ter detection performance. For instance, the RP curve show$ times faster than [15]). The combined detedigrCov-
that for a recall of 0.9, only around 1 out of 5 detections ayg.12, 3 4]achieves a similar speed while slightly improv-
is correct with [15] even with the prefilter, while with the i the performance (see Fig. 4). We can apply these two
foreground features, around 3 out of 5 detections are Cor-getectors to videos of size 384x288 (e.g. CAVIAR data)

rect. Besides, we can see that the use of the mean featuregng process 5-20 frames/sec when including the adaptive
improves the results almost systematically, but usually no background subtraction process.

significantly.

We consider the method of Tuzel et al [15] as our base-
line. Three main improvements to this method were made
to handle video data: integration of foreground probabil-
ity features, selection of feature subsets, and use of mea
(average) features in addition to covariance. We trained se
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Fig. 4: (a) Performance of different approaches with/withground-plane geometrical constraint; (b) Average nusmbé
tested windows (per second)

Finally, to further speed up the process and improve de-age feature space to build the weak classifiers of the Log-
tection performance, we propose to exploit rough ground itBoost classifiers. In addition, we exploited the means of
plane geometrical constraints to limit the human heights the image features with the covariance features, producing
from 150cm to 220cm. When applying the detectors again similar or better results at a reduced detection computatio
on the test data using this constraint, we obtain a gain duecost. Finally, we propose to integrate foreground informa-
to the removal of some of the false positives (see Fig. 4(a)).tion with appearance information to extract image features

Fig. 5 shows some detection examples obtained with for detecting humans in videos. These extensions resultin a
the Fg-Cov-Avg2* detector with geometrical constraints. near real-time human detection that performs accurately on
Green dots show the positive window detection, while red challenging datasets.
bounding boxes with red center dots are the final detected
results after the local maximum post-processing step. De-7 Acknowledgement
spite the large variability of appearance, pose and view
points, the partial occlusions, and the overall small peopl This work was supported by the European Union
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