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Abstract

We address the problem of view independent object clas-
sification. Our aim is to classify moving objects of traf-
fic scene surveillance videos into pedestrians, bicycles and
vehicles. However, this problem is very challenging due
to large object appearance variance, low resolution videos
and limited object size. Especially, perspective distortion
of surveillance cameras makes most 2D object features like
size and speed related to view angles and not suitable for
object classification. In this paper, we adopt the common
constraint that most objects of interest in traffic scenes are
moving on the ground plane. Firstly, we realize the ground
plane rectification based on appearance and motion infor-
mation of moving objects, which can be applied for normal-
ization of 2D object features. An online learning framework
is then described to achieve automatic object classification
based on rectified 2D object features. Experimental results
demonstrate the effectiveness, efficiency and robustness of
the proposed method.

1. Introduction

Automatic object classification in videos is an important

issue in computer vision and visual surveillance with great

potential for real applications. With objects type informa-

tion known, more specific and accurate methods can be de-

veloped to monitor high level actions of moving objects.

Especially for traffic scene surveillance, classification of

moving objects into predefined categories allows the opera-

tor to program the monitoring system by specifying events

of interest for different objects types like ’alarming when

a pedestrian is coming into a forbidden area’ or ’alarming

when a vehicle is running in a reverse direction’, which is

very common in intelligent visual surveillance.

Due to its importance, much work has been done on au-

tomatic object classification. In [2, 5, 7, 17], shape features

like area, compactness, bounding box aspect ratio and mo-

tion features like speed and motion directions are extracted

for training and classification. However, these shape and

motion features are based on image plane so that they can-

not avoid perspective distortion, which is much more sig-

nificant in far-field traffic scene surveillance videos. For

example, nearby objects in images appear to be larger and

move faster than those far away. Therefore, simply using

these 2D object features for classification is not suitable and

limits the accuracy of object classification. In [15], video

scenes are divided into subregions to be treated respectively

to decrease the effect of perspective distortion. In [6], a

series of algorithms are described to demonstrate the effec-

tiveness of local features for object detection and classifica-

tion. However, most of the algorithms are time-consuming

and not applicable to low resolution videos. In [8], SVM

is applied with Histogram of Orientated Gradient features

for classification. Viola et al [14] give us a good framework

for automatic feature selection and object classification by

Boosting. However, this framework needs to collect large

samples of training data in all kinds of conditions and label

all of them manually.

As we have described above, 2D object features suffer

from perspective distortion, which make original 2D fea-

ture not applicable to object classification. How to con-

quer the effect of perspective distortion is the key to use

2D features for efficient object classification. The common

solution to perspective distortion is to use a pre-calibrated

camera. However, manual calibration always need a wide

site survey of surveillance scenes [12] and limits the practi-

cality of classification algorithms to different scenes. Vari-

ous approaches [3, 9, 11] are proposed for auto-calibration

from inherent scene structures or accurate pedestrian detec-

tion. However, inherent structures are related to surveil-

lance scenes and precise pedestrian detection is very chal-

lenging in low resolution surveillance videos.

In fact, there is a common constraint that most objects of

interest in traffic scene surveillance videos are moving on or

near the ground plane. We can deal with perspective distor-



tion of cameras based on homography between the ground

plane and image plane. Stauffer et al [13] achieved normal-

ization of tracking data on an inaccurate linear assumption.

Bose et al [1] achieved metric rectification of the ground

plane by extracting a series of moving objects along linear

path with constant speed. However, the conditions are rigor

to be satisfied.

In this paper, we solve perspective distortion of surveil-

lance cameras based on a robust automated ground plane

rectification which has already been proposed in detail in

[16]. Firstly, both affine rectification and metric rectifica-

tion are achieved based on appearance and motion informa-

tion of moving objects. These rectifications can be effec-

tively used for normalization of 2D object features. A novel

online learning framework is then applied to make use of

rectified 2D object features for classification. Experimental

results demonstrate the effectiveness, efficiency and robust-

ness of our approach.

The remainder of the paper is organized as follows. In

Section 2, we briefly introduce the principle of the ground

plane rectification. In Section 3, we introduce the method

of affine rectification. Details of this method in the case of

straight roadways was proposed in [16]. Here we extend

the method to the cases of non-straight roadways. Then the

principle of metric rectification is introduced in Section 4.

In Section 5, we propose our online learning framework for

classification. Experimental results and analysis are pre-

sented in Section 6. Finally, we draw our conclusions in

Section 7.

2. Ground Plane Rectification

Under perspective projection, the ground plane is

mapped to image plane by homography. Points on image

plane, x, are related to points on the world plane, x′, as

x′ = Hx. As has been described in [12], the homogra-

phy matrix H can be decomposed uniquely into three ma-

trices, S, A, P, representing the similarity, affine and pure-

projective components of homography respectively:

H = SAP (1)

The similarity component S is a similarity transforma-

tion which has no relation to the affine and metric rectifica-

tion.

The pure-projective component is characterized by a

vanishing line l∞ = (l1, l2, l3)T of the ground plane, which

has the as:

P =

⎛
⎝

1 0 0
0 1 0
l1 l2 l3

⎞
⎠ (2)

Recovery of the pure-projective component P achieves

affine rectification of the ground plane.

Extending affine rectification to metric rectification in-

volves estimation of the affine component A with the form:

A =

⎛
⎝

1
β −α

β 0
0 1 0
0 0 1

⎞
⎠ (3)

This matrix has two degrees of freedom represented by

α and β, which specify the image of the circular points

[12]. The circular points are invariant under similarity trans-

formations, but are transformed from metric coordinates

(1,±i, 0)T to affine coordinate (α± iβ, 1, 0)T by the affine

transformation A.

The above part in this section is referenced to [16] and

the approach to realize affine and metric rectification re-

spectively from moving objects in traffic scene surveillance

videos are described as follows.

3. Affine Rectification

Affine rectification of the ground plane requires identifi-

cation of the vanishing line l∞ of the ground plane, which

can be determined by two horizonal vanishing points. In

this section, we propose our approach to recover two van-

ishing points of the ground plane based on moving vehicles

in traffic scene surveillance videos.

3.1 Coarse Moving Vehicle Detection

Moving objects in traffic scenes can be detected accu-

rately with shadows removed by improved GMM [10], but

we need to distinguish vehicles from pedestrians further

more. The difference of the following two directions are

taken as a distinctive feature for coarse vehicle detection.

The first direction is the velocity direction of objects in

videos, which can be calculated due to position change of

unit time. The second one is the main axis direction θ,

which can be estimated from moment analysis of silhouette:

θ = arctan(
2μ11

μ20 − μ02
) (4)

Here, μpq is the central moment of order (p, q). It is evident

that the angle difference is very small for moving vehicles

while it is significant for pedestrians and bicycles as illus-

trated in Figure 1. Instead of K-Mean clustering, we adopt

a more reliable strategy that only those objects with angle

difference less than θT = 5◦ are labeled as vehicles with

all of the rest discarded. The latter estimation of vanishing

points benefits from this strict detection strategy.

3.2 Linear Equation Estimation

In most view angles of surveillance scenes, vehicles in

videos are rich in line segments along two orientations cor-



(a) Illustration of pedestrians (b) Illustration of bicycles

(c) Illustration of vehicles

Figure 1. Direction difference (Red arrowhead
stands for velocity direction; blue arrowhead
stands for main axis direction)

responding to the symmetrical axis direction and its per-

pendicular direction. We make use of image gradient to

extract these two accurate line equations for every vehicle

detected from videos. As shown in Figure 2, these two ori-

entations are extracted by two stages of Histogram of Ori-

entation Gradient (HOG) and the respective line equations

are determined by correlation to image data. Motion di-

rection can help us to distinguish these two lines. The one

with orientation close to motion direction corresponds to the

symmetrical axis direction while the other one corresponds

to its perpendicular direction.

HOG

HOG HOG

Figure 2. Estimation of line equations from
vehicles (cited from [16])

3.3 Intersection Estimation

It is common that most vehicles in traffic scenes are mov-

ing along roadways which are mostly straight or contain a

series of approximately straight line segments in the view

field. Here, we assume that there is only one straight road-

way in the view field. So, symmetrical axis of most vehi-

cles should be parallel to each other in 3D world. Due to

image projection, they are no longer parallel but intersect

to the same point called horizonal vanishing point on image

plane. The perpendicular direction is of the same case. We

make use of voting strategy to estimate these two horizonal

vanishing points. For every line l extracted from vehicles,

each point s(x, y) lying on l generates a Gaussian impulse

in voting space with (x, y) as its center. With time accu-

mulated, a voting surface is generated and the position of

its global extreme corresponds to the estimated intersection

point. One example of voting space corresponding to the

roadway direction is shown in Fig. 6.

(a) Traffic scene (b) Voting surface

Figure 3. Illustration of estimating vanishing
points (cited from [16])

3.4 Special Cases of Roadway Layout

The above part in this section is referenced to [16]. How-

ever, the solutions have only discussed to the assumption of

only one straight roadway in view field. However, this as-

sumption is not always true in reality. There may be more

than one roadway in the view filed, like a crossroad. The

roadway may be not straight at all, like a bend. In these

cases, the method described above cannot applied to esti-

mate the two horizonal vanishing points. Fortunately, the

variance of roadway layouts in reality can be seen as com-

binations of several primitive layouts which can be solved

for horizonal vanishing points estimation and are discussed

respectively as follows.

3.4.1 Straight Segments

In reality, it is very common that the whole roadway is not

straight, but is contains series of straight segments. Fig. 4(a)

shows the case of one inflexion which divides the whole

roadway into two straight segments. Fig. 4(b) shows a road-

way which is consist a straight segment and a bend. The

roadway in these cases contains at least one straight seg-

ment, which can be applied for horizonal vanishing points

estimation.

The detection of straight segments can be simply real-

ized by motion information. With objects extracted by mo-



(a) Case 1 (b) Case 2

Figure 4. Straight segment cases

tion detection and classified as vehicles, conventional track-

ing can help us to monitor the change trend of velocity di-

rections. As we know, the velocity direction of a vehicle

changes little in a straight segment but bound at the inflex-

ion or bend part. In this way, we can detect all straight seg-

ments from scenes and each straight segment can estimate

two orthogonal horizonal vanishing points.

1 2

3

4

(a) The case of crossroad (b) The case of bend

Figure 5. Crossroad and bend

3.4.2 Crossroad

The case of crossroad is more complicated as illustrated in

Fig. 5(a). The activities of vehicles in the crossroad con-

tains: running ahead, turning left, turning right and turning

around. A trusty strategy is similar to the straight segment

case. For the crossroad shown in Fig. 5(a), we can detect

four straight segments by motion direction information. For

every straight segment, we can estimate a couple of two or-

thogonal horizonal vanishing points with the strategy of the

conventional case. Evidently, the couples estimated from

Segment 1 and Segment 2 should be approximate to each

other while those of Segment 3 and Segment 4 should be

approximate to each other.

In fact, we can still use the strategy of conventional case

for vanishing points estimation for crossroad. In this case,

there will be two evident peaks in the voting spaces for hori-

zonal vanishing points estimation. One peak corresponds to

the direction of Segment 1 and 2 while the other peak cor-

responds to the direction of Segment 3 and 4. Traffic flow

in crossroad are always attempered regularly to avoid ac-

cidents. As a result, the two peaks should be of different

height so that they can be distinguished from each other.

This strategy can also recover two groups of orthogonal

horizonal vanishing points.

3.4.3 Bend

Now we discuss the case of a bend as shown in Fig. 5(b). It

is the most complicated case because we cannot detect even

one straight segment from this roadway. Instead, we can

detect the roadway region by vehicle motion information

and divide the whole roadway randomly into many small

pieces as shown in Fig. 6(a). If the vehicle with its cen-

troid within the piece, we confirm that the vehicle is pass-

ing by the piece. We assume that most vehicles passing

by one pieces should move in the same direction. As a re-

sult, we can estimate a couple of two horizonal orthogonal

vanishing points for every piece by the strategy of the con-

ventional case based on motion and appearance information

of vehicles passing by the very piece. Since we divide the

whole roadway into so many small pieces, those pieces with

enough vehicles passing by can supply us a large number of

couples of horizonal vanishing points. Since the assumption

of vehicles moving in the same direction in one piece is not

very accurate, we should select the most accurate couples

from the large set.

(a) Division of pieces

���������	
���

(b) Estimation of horizonal vanish-

ing line

Figure 6. Illustration of roadway division and
estimation of vanishing line

As we know, all horizonal vanishing points should lie on

the horizonal vanishing line. For all the horizonal vanish-

ing points estimated from every pieces, Hough Transform

can be applied to estimate this vanishing line, which is il-

lustrated in Fig. 6(b). Those couples with the smallest sum

of distances to the estimated vanishing line are taken as ef-

fective horizonal orthogonal vanishing points.

For one straight roadway, we can estimate exclusive cou-

ple of orthogonal horizonal vanishing points from appear-

ance and motion information of moving objects in videos.

Since other cases of roadway layouts can be seen as combi-

nations of the above three primitive layouts, we can estimate



several couples of horizonal vanishing points and select the

most accurate couple from them. The two horizonal van-

ishing points determine the horizonal vanishing line, which

achieves the affine rectification of the ground plane.

4. Metric Rectification

As described in [4], each known angle θ on the world

plane between line la and line lb on image plane gives a

constraint of (α, β) to lie on a circle with center (cα, cβ)
and radius r:

(cα, cβ) = (
(a + b)

2
,
(a − b)

2
cotθ), r = | (a − b)

2sin(θ)
| (5)

where a = −la2/la1 and b = −lb2/lb1 are the line direc-

tions.

As described above, each detected vehicle gives two per-

pendicular directions on the world plane to determine a cir-

cle about (α, β). Since there are redundant detected vehi-

cles from videos, we can determine (α, β) as the intersec-

tion of a large set of estimated circles as shown in Fig. 7(a).

o

(a) Illustration of circles (b) Voting surface

Figure 7. Illustration of estimating intersec-
tions of circles (cited from [16])

Due to symmetric property, we only focus on the inter-

section above the α axis. Every two circles can determine

the intersection conveniently by differential of these two cir-

cle equations. For N circles, we can obtain N(N − 1)/2
candidate points and (α, β) is determined simply based on

Gaussian voting strategy described above as shown in Fig.

7(b). With (α, β) estimated, we can calculate the affine ma-

trix A so that the metric rectification is realized. The above

part in this section is referenced to [16].

5. Object Classification

In this section, we describe our approach for view inde-

pendent object classification. The flowchart of the method

is shown in Figure 8.

In our framework, we mainly use the following five

shape and motion features:

Refinement

Output results

Input Videos

Scene Change 

Detection

Ground plane 

rectification

Y

K-Mean clustering for 

automatic labeling

Initialize Gaussian 

distribution and prior 

probability

Classifier

N

Tracking

Figure 8. Classification flowchart

• size: size of objects in pixels

• velocity: time derivative of centroid of the object

• compactness: equals to area
perimeter2

• size′: time derivative of size
• angle: angle between motion direction and direction of

major axis of the silhouette

Most of these features are efficient for classification in

near field videos, but not available in far field videos due to

significant perspective distortion. Fortunately, the ground

plane rectification enables normalization of these features to

be independent of view angles, which are denoted as (sizeR,

velocityR, compactnessR, size′R, angleR).

The online classification framework is composed of three

periods. The first period achieves the ground plane rectifi-

cation based on motion and shape information of coarsely

detected vehicles. The second period achieves automatic

object type labeling based on unsupervised K-Mean clus-

tering. The third period achieves online object classification

and refinement of classifiers.

5.1 Automatic Labeling

In order to classify moving objects automatically with-

out supervised learning, we adopt K-Mean clustering and

decision level fusion for automatic labeling. We use the

three features (compactnessR, size′R, angle) for K-Mean

clustering and automatic labeling. After videos processed

frame by frame for a period of time, K-Mean clustering is

adopted to establish 3 clusters. Each cluster corresponds

to each category, respectively. The decision level fusion

based on the following three intuitive rules is adopted to

establish the correspondences: (1) compactnessR has the

advantages of distinguishing vehicles from pedestrians and

bicycles. (2) area′
R has the advantages of distinguishing



pedestrians from vehicles and bicycles. (3)angle has the

advantages of classifying pedestrians and vehicles. Using

voting strategy, we can conveniently achieve automatic la-

beling.

5.2 Bayesian Classification

After rectification, the 2D features are independent of

view angle changes. Here we make an assumption that v =
(areaR, speedR, compactnessR) of every category satisfies

a multivariate Gaussian distribution. The assumption will

be tested in Section 6 and the distributions are denoted as:

Pi(v) = η(v, μi, Σi) i = 1, 2, 3 (6)

Using Bayesian rules, we obtain the derivation as fol-

lows:

P (category = i|v) ∝ Pi(v) · pi i = 1, 2, 3 (7)

where P (category = i|v) and pi are posterior and prior
probability of each category, respectively. The prior prob-
ability of each category is initialized by the number of in-
dividuals belonging to each cluster after automatic labeling
period and the Gaussian distribution is estimated from each
cluster in the following way:

μ̂i =
1

N

N∑
r=1

vi,r i = 1, 2, 3 (8)

σ̂2
ij =

1

N

N∑
r=1

(vi,r − μ̂i)(vj,r − μ̂j) i, j = 1, 2, 3 (9)

The category is determined by the posterior probability

and the classifier is refined at the same time to be robust to

condition changes:

pk,new = (1 − β)pk,old + β(Mk,t) k = 1, 2, 3 (10)

μ̂new = (1 − γ)μ̂old + γvt (11)

σ̂2
i,j,new = (1 − γ)σ̂2

i,j,old + γ(vi,t − μ̂t)(vj,t − μ̂t) (12)

where β and γ are the refinement rate. M(k, t) is 1 if vt

is classified as the category k and 0 otherwise. The prior

probability is renormalized after that. In every frame, there

is posterior probability output for every moving objects. We

can determine the category using the sum of posterior prob-

ability of tracked frames to improve robustness of classifi-

cation.

5.3 Discussion

Most scene changes in video surveillance are abrupt tran-

sitions caused by zooming or moving of cameras rather than

gradual transitions. We can simply detect scene changes

when

Σx,y(|Bt(x, y) − Bt−1(x, y)|) > T (13)

where T is a threshold and Bt and Bt−1 are recovered back-

ground of the current and previous frames, respectively. As

we use reflectance component for background modeling,

the detection is robust to fast illumination changes. When

scene changes are detected, we can re-rectify the ground

plane and initialize the classifier.

Further more, the classification results can feedback to

the ground plane rectification. The objects which are clas-

sified as vehicles can substitute coarse vehicle detection

and contribute the the affine and metric rectification of the

ground plane.

6. Experimental Results and Analysis

Numerous experiments are conducted and experimental

results are presented in this section to demonstrate the per-

formance of the proposed approach. All experiments are

conducted on a computer of P4 3.0 CPU and 512M DDR.

6.1 Illustration of Appearance Rectifica-
tion

As we have described before, object appearance has sig-

nificant distortion due to camera projection. The ground

plane rectification enables normalization of appearance.

Here, we take object silhouette as an example to illustrate

the performance of appearance rectification. Experiments

are conducted to a vehicle moving across a far-field traffic

scene. The original projected silhouettes and corresponding

rectified silhouettes are shown in Figure 9. As we can see,

after rectification, the object silhouette is approximately in-

variant in far-field scenes, which illustrates the effectiveness

of appearance rectification. This part is referenced to [16].

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 9. Rectification of silhouette for a mov-
ing vehicle ((a)-(f) are original silhouettes;
(g)-(l) are rectified silhouette)

6.2 Illustration of Feature Rectification

The ground plane rectification enables normalization of

2D object features to be robust to view angle changes. With
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Figure 10. Effect of feature rectification

abundant moving objects extracted by motion detection and

labeled manually, we analyze the class-conditional densi-

ties of the three object features before and after normaliza-

tion as shown in Figure 10. As we can see, the rectified

features are much easier to be classified than original fea-

tures. Further more, the class-conditional densities of these

three features approximately satisfy Gaussian distributions,

which confirms the Gaussian assumption described in Sec-

tion 5 to a certain extent.

6.3 Classification Performance

(a) Scene 1 (b) Scene 2

(c) Scene 3 (d) Scene 4

Figure 11. Illustration of traffic scenes

We test the performance of our approach in four traffic

scenes of different view angles as shown in Figure 11 to

test the performance of the proposed object classification

approach. The average classification accuracy of the pro-

posed method is shown in Table 1.

Table 1. Classification confusion matrix us-
ing rectified features

Accuracy Pedestrians Bicycles Vehicles

Pedestrians 99.1% 0.9% 0.0%

Bicycles 2.1% 94.7% 3.2%

Vehicles 0.0 % 1.8% 98.2 %

In contrast, if we only realize classification based on

original features without rectification, the classification per-

formance is shown in Table 2. As we can see, feature recti-

Table 2. Classification confusion matrix us-
ing distance from cluster

Accuracy Pedestrians Bicycles Vehicles

Pedestrians 88.6% 9.6% 1.8%

Bicycles 12.7% 75.5% 10.8%

Vehicles 5.2% 10.5% 84.3%

fication can greatly boost the performance of object classi-

fication.

Further more, we also compare the performance of

the method described in [15], with classification accuracy

shown in Table 3. Evidently, the performance of our method

Table 3. Classification confusion matrix us-
ing Gaussian Assumption

Accuracy Pedestrians Bicycles Vehicles

Pedestrians 98.2% 1.8% 0.0%

Bicycles 3.4% 90.4% 6.2%

Vehicles 0.0 % 2.7% 97.3 %

is still better than the method of [15]. That is because the

ground plane rectification can deal with perspective distor-

tion much better than simple scene division.

6.4 Discussion

In our approach, initialization and refinement of classi-

fiers are carried out online. With the scene change detection

modular, our approach can detect scene changes and adapt

to new scenes automatically. Conventional object tracking



can improve the performance of object classification with

temporal information based on decision level fusion. In our

implementation, our algorithm can deal with videos with

the speed of 15 frames per second, which basically achieves

real-time performance.

There are still many other applications of the ground

plane rectification like camera calibration. Instead of a

tiring wide site survey , complete calibration can now be

achieved only by measuring few metrics like a horizonal

line length and the camera height, which greatly decreases

the difficulty for camera calibration.

The degenerate case of our approach corresponds to the

top-down camera view. However, perspective distortion is

not evident in top-down views. Since the ground plane rec-

tification is taken to deal with perspective distortion, top-

down view is not a big problem of our approach. Further

more, traffic scene surveillance prefers to mount cameras

with an oblique to the ground plane to obtain a wider view

field.

From the above, we can see that our object classification

algorithm has many desirable properties. It is efficient to

be real-time, effective and view independent. Further more,

the algorithm is free from manual labeling and supervised

learning, and can deal with environment changes very well,

which has great potential to be applied in real applications.

7. Conclusions

In this paper, we have proposed an approach for view in-

dependent object classification based on automated ground

plane rectification. With the ground plane rectification

achieved based on appearance and motion information of

extracted moving vehicles, the 2D features are rectified and

organized efficiently for classification. Using a novel clas-

sification framework, the classifiers are initialized and re-

fined online and free of manual labeling. The algorithm is

effective and robust to condition changes, which has great

potential to be applied in real applications.
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