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Abstract: In this paper we introduce and study a mathematical framework in order to
characterize and simulate networks of noisy integrate-and-fire neurons. This framework is
based on a markovian modelization of the network, similar to the event-based modelization
of deterministic networks. In these networks the value of interest at each neuron is not the
membrane potential itself but the related countdown process, which is defined loosely as the
time remaining to the next spike if nothing occurs meanwhile in the network. The main
issue of this modelization is to ensure that the dynamics of this countdown process, possibly
supplemented with other variables, is an autonomous Markov process (i.e. that does not
depend on the membrane’s potential).

We prove that a wide range of integrate-and-fire neuron models and different types of
interactions fit into this general mathematical framework. This framework involves renewal
processes and has already been studied in the field of random networks in a more restricted
setting by Cottrell, Robert, Turova for instance [6, [7, 28], and from a mathemat-
ical viewpoint, ergodicity matters have been discussed Fayolle, Menshikov, Malyshev and
Borovkov [12, B].

This modelization provides a very efficient algorithm to simulate large networks of noisy
integrate-and-fire neuron models. We discuss different types of implementations, and devel-
opped together with Renaud Kervien and Alexandre Chariot a very efficient paralel simulator
implement on GPU.
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A markovian model for stochastic integrate-and-fire
networks

Résumé : In this paper we introduce and study a mathematical framework in order to
characterize and simulate networks of noisy integrate-and-fire neurons. This framework is
based on a markovian modelization of the network, similar to the event-based modelization
of deterministic networks. In these networks the value of interest at each neuron is not the
membrane potential itself but the related countdown process, which is defined loosely as the
time remaining to the next spike if nothing occurs meanwhile in the network. The main
issue of this modelization is to ensure that the dynamics of this countdown process, possibly
supplemented with other variables, is an autonomous Markov process (i.e. that does not
depend on the membrane’s potential).

We prove that a wide range of integrate-and-fire neuron models and different types of
interactions fit into this general mathematical framework. This framework involves renewal
processes and has already been studied in the field of random networks in a more restricted
setting by Cottrell, Robert, Turova for instance [6, [7, T3] 28], and from a mathema-
tical viewpoint, ergodicity matters have been discussed Fayolle, Menshikov, Malyshev and
Borovkov [IZ, B].

This modelization provides a very efficient algorithm to simulate large networks of noisy
integrate-and-fire neuron models. We discuss different types of implementations, and deve-
lopped together with Renaud Kervien and Alexandre Chariot a very efficient paralel simu-
lator implement on GPU.

Mots-clés :



Bifurcation analysis of non-linear IF neurons. 3

Figure 1: A general neural network architecture: the network is composed of neurons (blue
circles) connected through a directional connectivity map (black arrow) with synaptic effi-
ciency wj;. The intrinsic dynamics and the effect of an incoming spike on the postsynaptic
neuron can be modeled in many ways

1 Theoretical framework

In this paper we build a bridge between a wide range of biological networks models and
a general mathematical framework. The type of network we consider is composed of N
stochastic integrate-and-fire neurons(see figure[ll). Classicaly, neuron’s activity is described
by its membrane potential. The membrane potential’s dynamics we consider in this paper is
stochastic: each neuron receives at his synapses noisy inputs corresponding to the random
activity of ion channels and at the external activity of the network, as reviewed [24]. This
random spike incoming is here modelled as Brownian motion, using a diffusion approxima-
tion. Different types of intrinsic dynamics and of synaptic integration will be considered ans
can coexist in a given network.

During the time intervals where no spike is emitted in the network, the membrane po-
tential of each neuron evolves as independently to the other’s, according to its intrinsic
dynamics. When the membrane potential V() (t) of the neuron indexed by i reaches its
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4 Jonathan Touboul

Neuron i

Neuron j

Figure 2: A sample trace of the membrane potential for two connected neurons index by 14
and j. The neuron i is the first to spike in the network: it has the lowest first spike time
X;(0). At this time, the neuron i is reset to v, and its next spike time is reset according to
Y;. It sends a spike to its neighbors, among which j. If the interaction is instantaneous, the
membrane potential of j is instantaneously added the synaptic weight w; ; and the time to
the next spike for the neuron j is increased by a value 7; ;. This figure was produced in the
case of the Perfect Integrate-and-fire model.

deterministic threshold function 0(¢) at time ¢¢, the neuron elicits an action potential. Sub-
sequently, its membrane potential is reset to a given value Vr(i), and the states of all the
postsynaptic neurons j connected to the neuron ¢ is modified. We denote by V(7) the postsy-
naptic neighboorhood of the neuron ¢, i.e. the set of neurons that receive spikes from neuron
i. The effect of a presynaptic spike received by neuron j € V(i) can be modelled in different
fashions: it can be considered as having an instantaneous effect on the membrane potential
(i.e. VU (tg) = VU (t5)+w;; where w; j is the synaptic efficiency of the connection i — j),
or more complex, including for instance a synaptic current, a synaptic pulses, etc. ... Many
examples will treated in the text. Figure Blillustrates the dynamics of the network, showing
the structure of the network in [[l and the dynamics of the membrane potential in

This type of model was studied for instance by Brunel and Hakim [5] with the use of
the Fokker-Planck equation. Assuming that the network is sparsely connected, they found
that in the limit N — oo the network exhibited a sharp transition between two regimes:
a stationnary regime and a weakly synchronized oscillatory regime. In their model, each
neuron is an integrate-and-fire neuron, and is randomly connected to C neurons of the
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Bifurcation analysis of non-linear IF neurons. 5

network, and to Ceyy external neurons. The sparse connectivity assumption is ¢ = % < 1.
Interactions between external and internal neurons are delayed by a constant delay ¢ (i.e.
when a spike is emitted by a neuron of the network, it decreases or increases the membrane
potential after a time ¢, see section H). This delay plays a crucial role in the generation
of global oscillations. We wish to re-express the dynamics from an event-driven point of
view (see for example Reutimann, Giugliano an Fusi [20)]), and to consider the noise in the
dynamics of each individual neuron.

Independently, in the field of stochastic networks and queue theory and Markov processes,
a network model has been developed during the last 10 years. It is referred for instance as
the hourglass model by Turova |2 [1, [27]. This model has been introduced for the first
time by Marie Cottrell in [6], and the variable taken into account was initially called the
inhibition process. This name is very confusing in the field of neuroscience, and we will not
use this expression when dealing with neuron and prefer the name of countdown process.

These models are defined by two random parameters:

e The random variables (Y;);=1.. ny which describe the interspike interval distribution for
the neuron 7.

o (1;)i»; describing the interaction of ¢ — j.

Let the state of the network be described by a N-dimensional vector (X¢)i>0 = ((Xt(i))izl,,,

having the following dynamics: let ¢ > 0,

(). f Vi € {1...N}, X;(t) > 0 then each component of X decreases linearly with slope
—1 in time.

(ii). if e {1...N}, X;(t7) =0, subsequently we have:

e X is reset to a random variable independent of all the history of the process and
with distribution Y.

e Vj € V(i), a positive random variable 7; ; is added to X;:
Xj() = X;(67) +mig

Hence each node of the network is a renewal process and the network structure makes
these processes interact via positive random variables.

In this paper we build a bridge between these two models. We will see that stochastic
networks of integrate-and-fire neurons can be described using an extension of the hourglass
model, but need a more general formalism to take into account the more complex interaction
structure at the level of the membrane potential.
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6 Jonathan Touboul

2 From Biological networks to the Hourglass model

In this section we present the equivalence between the bio-inspired network and the hourglass
model. We first consider inhibitory networks for the sake of simplicity. Indeed, in the case
of non-inhibitory networks can appear the phenomenon of what we call a spike avalanche.
Assume that the interactions are considered instantaneous and excitatory. In this case the
following process can occur: if the synaptic efficiencies are big enough, the spike emission
of a neuron can induce at the very same time the spike emission of the neurons directly
connected to this neuron, which themselves can induce spikes in their neighboorhood. A
spike can therefore be transmitted in the whole network, and then induce the spike emission
in the first neuron who spike, and therefore this process will not stop. This mechanism is
clearly not biologically plausible: first of all there are transmission delays in the network,
and hence this avalance, even if it occurs, generates a high frequency activity, but with
no logical problems such as the one we just described. Furthermore, the limited resources
in the neuron’s environment makes such a wasteful enegetic process impossible. From a
comutational and theoretical point of view, such a phenomenon results in stucking the
dynamics at the time when it occurs: this infinite loop of simultaneous spikes blocks the
process at this time and we cannot infer what would happen afterwards.

We will see in section Hl that including a refractory period and transmission delays be-
tween neurons overcomes this difficulty.

This equivalence is built upon the introduction of a new process related to the membrane
potential process, the countdown process, rigorously defined as follows:

Definition 2.1. [Countdown process| For each neuron i, let us define X (t) > 0 the
duration of time (after time t) till the first firing moment of this neuron, if no interaction
takes place meanwhile. We will call this stochastic process the countdown process of the
neurons.

This process is called countdown because of its dynamics, but in fact at any time, its
value gives us the time to wait till the next spike, so it can be also seen as a clock. It can be
seen as a countdown set at the instant of reception of the last spike or just after the spike,
to the time to wait for the next spike to occur if no interaction takes place meanwhile. The
dynamics of this variable X? is linearly decreasing with slope —1 during the intervals of time
where no spike is received or produced:

dx®
=1 (2.1)

At time ¢, the next spike will occur in neuron i = Arg Min ¢, n XU)(t) at time ¢ + X () (¢)
(t is the absolute time). In most of the case, for instance in the case where all the random
variables have a density with respect to Lebesgue’s measure, the probability for two neurons
to spike exactly at the same time is null when the network is inhibitory. In that case, we
neglect this case and assume that only one neuron spikes at a given time. At spike time,
X @ (t) is instantaneously reset by drawing the law of a random variable noted Y;, which has

INRIA



Bifurcation analysis of non-linear IF neurons. 7

the same distribution as the first hitting time of the stochastic process (Vt(l))tzo starting
from V, to the boundary 6(t) (the distribution of the interspike interval in terms of neural
models). The states of all neurons just before the spike are given by: X () ((t + X(i))*) =
XU)(t) — X@(t). Finally, the states of all neurons j connected to neuron i are modified
according to the spike produced by neuron i. Because the interaction is inhibitory, this
amounts to postponing the spike produced by neuron j by an amount 7; ; > 0 (see Fig Bl),
because the inhibition increases the time to the next spike.

In general, 7; ; is a random variable depending on the membrane potential V) at time
t. In most of the models considered in section Bl it depends in fact only on X (), so that the
update reads X (t + X)) = X (t) — XO(t) +n; ; (XD (t) — XD (t)), where n; ;(z) is a
random function.

In all our mathematical study we consider the process

X(t) = (XD ()<icn (2.2)

Up to an additional Markov chain, this model will be a continuous time Markov process, as
we will show in section Bl The process (X;); defined is piecewise continuous, so the analysis
of Davis in [IT] can be applied here. Our case is even more simple since the discontinuities
are very simply related to the value of the process. This very particular property implies
that studying the continuous time stochastic process is strictly equivalent to considering one
of the two folloving discrete time Markov chain ([3)) and 4.

Indeed, let (¢,) denote the time sequence of the spikes emitted by one of all the neurons,
(Z,,) the sequence of the states just before each spike and (X,,) the vector of states just after
each spike.

Z, = X(t;) (2.3)
X, = X(tn)

Consider now the random variable n; ; to add to the state of a postsynaptic neuron j
when receiving a spike from i at time ¢*. This random variable is the delay caused by
the inhibition, i.e. the additional time to wait for j to spike because of the reception of a
presynaptic spike.

All the work done in the following sections Bland Hlis aimed to show that many biological
neuron models fit into the framework described in section Pland to identify the parameters of
the corresponding Hourglass model. We will see that in many cases, these random variables
can be related to first hitting times of stochastic processes.

3 Inhibitory Networks with instantaneous interactions

In this section we consider different types of models of linear integrate-and-fire neurons and
different types of inhibitory synaptic interactions, and up to a transformation show that the
network model can be considered as an hourglass network, and identify the parameters of
the model.
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Figure 3: A representation of a sample path for the countdown process and the related
membrane potential in the case of the perfect integrate-and-fire neuron represented in figure
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Bifurcation analysis of non-linear IF neurons. 9

The first model we consider is a noisy integrate-and-fire neuron without leak current,
which we refer as the perfect noisy integrate-and-fire neuron. We then add a leak current.

We first state some general results about these random variables. First of all, it is very
interesting to note that the reset process is only linked with the presynaptic neuron, and
has the law of the first hitting time of the membrane potential process to the threshold
function 0(t). Indeed, when a neuron elicits a spike in the integrate-and-fire framework
with no refractory period, its membrane potential is reset to a certain value Vﬂ Therefore
the reset random variable, defined as the time before the next spike of the neuron, has the
law of the first hitting time of the membrane potential to the threshold. The interaction
variable only depends on the postsynaptic dynamics of the membrane potential and on the
synaptic efficiency w. When the neuron j receives a spike from the neuron i at time ¢,
the time to the next spike is changed, and the random variable corresponding is equal to
the difference between the time to reach the threshold starting from V) (t) + w;; and the
time to reach the threshold starting from V) (¢). Hence in the general case, this random
variable depends on the value of the potential at time ¢. We will see that in the simplest
cases we treat here this random variable only depends on X @) the time to the next spike for
the postsynaptic neuron j. This property is very interesting since it makes the countdown
process an independent Markov chain, i.e. that depends on no other process.

3.1 Perfect integrate-and-fire models
3.1.1 Perfect IF neuron with instantaneous synapses

We start by considering the perfect integrate-and-fire neuron with external inputs and Brow-
nian noise. The membrane potential of the neuron 4, denoted V() (t), is hence driven by the
following equation between two spikes:

7dVO(t) = ID()dt + o;dW” (3.1)

where 7; is the membrane potential time constant, Iéi) (t) is the input current, o; the standard
deviation of the noise and (W(i))lgiSN are independent Brownian motions, which represents
external synaptic stimulationdd. The neuron fires when its membrane potential reaches the
threshold #: the membrane potential is reset to a value V,. and a spike is emitted.

VO ) == v =V, (3.2)

I The reset value V;. can also be a random variable with no additional complexity. The results we obtain
for a constant reset value can be readily extended to this more general model.

21t could have been possible to replace the Brownian motions by instantaneous spikes (V1) — V() 4 4)
triggered according to a Poisson process (the equation ([BI) would be the diffusion approximation of this type
of excitation). This would change considerably the following study, since the process is no more continuous
between two consecutive spikes

RR n°® 6661



10 Jonathan Touboul

)

In the absence of interactions, V(") (t) integrates the entry 19 with an additive noise

proportional to a Brownian motion, i.e. :

t .
V(1) = / 10 (s)ds + o; W, (3.3)
0

In this model, we also consider instantaneous inhibitory synaptic interactions between
neurons. More precisely, when the neuron j receives a spikes from a presynaptic neuron 14
spikes at time ¢*, then its membrane potential is instantaneously added the synaptic weight:

Vi e V)V t*) = VO #*7) + wi (3.4)

The related countdown process X (9 is defined by the interaction random variable and
the reset random variable 7 defined by:

t
7= inf{t >0, W = Ui(a(t) —/ Ie(i)(s)ds)} (3.5)
2 0
This random variable is hence the first hitting time of the Brownian motion to a curved
boundary. Since the Brownian motion is a Gauss-Markov process, this law can be computed
by Volterra’s, Durbin’s or Girsanov’s method, as reviewed in [24]. In the case where the
input current and the threshold function are constant, closed form expressions of the pdf of
this law are provided using martingales methods (or the reflection principle) together with
Girsanov’s theorem.

The interaction random variable is deduced by the effect of a presynaptic spike incoming
at a synapse. When we consider fully instantaneous synapses, i.e. integrating the noise as
a Brownian motion and the interactions as Dirac functions: when the spike is emitted, the
postsynaptic neuron’s membrane potential is instantaneously changed. Therefore, when the
neuron j receives an inhibitory spike from neuron i at time ¢, the time of the next spike
of neuron j is t + X (¢) + n; ;, where 5, ; is the first hitting time of the drifted Brownian
motion to the boundary 6, starting from § + w; ; (recall that in that case, w; ; < 0). Since
the stochastic process solution of ([BIJ) is a Lévy process, this random variable is the first
hitting time of a drifted Brownian motion starting from 0 to the constant barrier w; ;.

The density of this random variable reads:

Ir~ (t) (3.6)

Thus in the case of the perfect integrate-and-fire model, the effect of the reception of a
spike is equivalent to adding an independent random variable with the probability density
w.r.t. Lebesgue’s measure given by (BH]).

In the case of stationary inputs, we can see that the countdown process is an autonomous
Markov process. In the case of a time-varying input, the process (X, ) is an autonomous

INRIA



Bifurcation analysis of non-linear IF neurons. 11

Markov process. Furthermore, we can readily prove that the times of the spikes of these
chains have the same probability distribution as the times of the spikes computed using the
membrane potential representation.

3.1.2 Perfect integrate-and-fire neuron with synaptic integration

If we still consider that the time constant of the leak is very large compared to the time scale
of the observation, of the inputs and compared to the firing rate, and furthermore that the
noisy interactions are integrated with a time constant 7, # 0, then we obtain the following
equations for the membrane potential:

{% = L(t) + L(t)

3.7
rdl(t) = —I(t)dt + oo dW, (3.7

whose solution read:

t t s
Vi =V(0)+ / I(s)ds + 74(1 — e7V/ ™) I,(0) + 0/ / e~ W/ qW, ds,
0 0 Jo

expression that involves a DIP.
If we further consider that 75 is very big compared to the time constants of the experience,
we obtain the perfect integrate-and-fire model with perfect synaptic currents:

t t
%:V(O)+/ Ie(s)ds+15(0)t+cr/ W, ds,
0 0

which involves an IWP.

The reset random varibale in the case of the exponentially decaying synaptic conduc-
tances has the law the first hitting time of the DIP fot Jo e /T dW, ds to a curved
boundary depending on the inputs of the neuron and the initial condition of the synaptic
input. This hitting time can be approximated using the framework we developped in [Z3]
and no closed-form solution can be provided.

In the case where the decay time of the synapse is not taken into account, this reset ran-
dom variable has the law of the first hitting time of an IWP to the curve V(0) —|—f0t I.(s)ds+
I;(0)t. Therefore, we have closed-form expressions for the pdf of the law of this random vari-
able for polynomials input currents of order lower or equal to 2 (see [25]), depending on the
initial condition on the input current I4(0).

Using the linearity of the equation, we can compute the interaction variable. In the case
of instantaneous synaptic integration of the integration, this random variable has the law
of the first hitting time of the threshold 6 of the membrane potential process starting from
(0 4+ wij;, Is(X;)) to reach the threshold ¢, and can therefore be computed using the same
approximations or formulas depending on the model we choose and the type of input current
considered.

The case of integrated inputs is more logical: it assumes that everything coming through
the synapse is integrated following the same differential equation. In that case the effect of an
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12 Jonathan Touboul

incoming spike on a postsynaptic neuron is added instantaneously to the synaptic current.
Therefore, using the same technique as before, we can obtain the law of the interaction
variable. For the perfect integrate and fire neuron with exponentially decaying synaptic
current, the law of this random variable is deduced from the law of the first hitting time
of the related DIP starting from (6 + w;;7(1 — e=#/7), I;(X;) + wije~%i/7) to reach the
threshold #. In the case of the perfect integrate-and-fire neuron with perfect synapses, the
law of the interaction random variable is given by the law of the first hitting time of the
related IWP starting from (0 + tw;;, Is(X;) 4+ w;;) to reach the threshold 6.

In these cases, we observe that the coutdown process is no more a Markov chain. Indeed,
in order to compute the reset random variable, we need to consider the value of the synaptic
current at the spike time (we will see that this variable can be computed). Furthermore,
for non stationary inputs, we have to add the time as a new variable. Considering the
countdown process augmented of the value of the synaptic current at the time of the next
spike Is(n) and of the time ¢ is a Markov process whose spike times (times where a coordinate
of the countdown process is 0) have the same probability distribution as the spikes in the
network. Eventually, this chain can be considered as a discrete time Markov chain if we
sample it at the times of the spike. Let us precise the dynamics of this process. Consider
that this process after the n*! spike is (X™, I?,¢"). Then the next spike will be fired from
the neuron i, having the lowest countdown value. It will fire at time ¢t"*1 = ¢ 4 X Tts
countdown value will be reset to the first hitting time of the related DIP or IWP, and as we
have seen in [25], the law of the pair composed of next spike time and the relative location
of the synaptic currents at this time is known. Therefore by drawing in the law of this pair,
we have thus the new countdown value and the future synaptic current at the time of the
next spike for 4,,. Similarly, each neuron j € V(i) is updated according to the law of the first
hitting time of the related membrane’s potential starting with input current given by I to
reach a given threshold, and therefore the new countdownw value and the future location
of the input current are computed at the same time using the results of [25]. The other
neurons’ state are unchanged. Between two spike times, the variable of synaptic current is
unchanged, the time increases linearly with slope 1 and the countdown decreases linearly
with slope —1. It is clear that the law of the spikes is the same as the law of the zeros of
the countdown process.

3.2 Leaky integrate-and-fire models with instantaneous synapses

We now take into account the leak of the membrane potential, but still consider the synap-
tic integration instantaneous. The general Leaky Integrate-and-Fire (LIF) equation with
instantaneous synaptic and noisy input currents reads :

7 dV® — (VO 4 I(t))dt + o;dW,
V(@ t7) = 0= V(@ t) =V,

(3.8)

where (W{)i<;<n are independent Brownian motions. The reset random variable is the
same for all synaptic interactions. It is distributed as the hitting time of the threshold 6
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Bifurcation analysis of non-linear IF neurons. 13

starting from V,. of the process defined by ([B8). The only difficulty arises from the current
input I.: if it depends on the time ¢, then this random variable has not the same law at
each time but depends on the time of the spike. If I, is constant, then:

Y; i= inf {t >0; VO =g v = w} (3.9)

where V() is solution of ). If I. is not constant, then assume that the neuron i spikes at
time t*. At this time, the process X (9 is reset by drawing an independent random variable
having the law of ) where V(¥ is solution of {X) with the time-shifted input current
1) = 19 (t + ).

We consider that the membrane potential follows the equation ([BX]), together with the
spiking condition:

v =V,

1y 1
Vo) = VO +wigLeve (310

VOt )=0= {

We compute the membrane potential with and without the reception of a spike. Let ¢* be the
time when the neuron j receives a spike, V() the membrane potential of the neuron j after
reception of a spike, V() the membrane potential of the neuron j without any interaction
with other neurons, Vij) := VO (+*) and X0 = X (t*7). We have :

1

t t
, , 1
VO 4 t) = (Vi + w; ;)e T+ —/ /T (s 4+ t*) ds + —/ e/ 5 W,
T Jo T Jo

and

~ . 1 t . 1 t
VOt 1) = V(’;)e_t/T + —/ eCV/TI (s 4 t*) ds + —/ eI/ 75 dw
0

T T Jo

From the two equations above we can easily see that :

VOt ) = VO (t* 4 1) + w; je /7 (3.11)
For t = X we have VO (it + X{;) =0 and from BT we have :

. . 1 [t )
VO + X0+ 1) = (0 +w; je O/M)e /7 4+ = / eI (s 4t + X)) ds
T Jo

1 t
+—/ e/ TedW,  (3.12)

T Jo

Remark. To find this result we could have integrated the difference between V' and 1% using
the linearity of the model. We keep this simple but longer proof because it is more general
and applies to the other results we state in the sequel.
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14 Jonathan Touboul

It is clear from equation (BII)) that the hitting time of the barrier 6 by the process
V(@) conditionally on the random variable X(*j) is the sum of X(*j) and an independent
random variable whose law is equal to the hitting time of the barrier 6 of the process ([ES)
with initial condition V&) (0) = 6 + w; je~*®/™ and with the time shifted input current

(1) = T(t+ 4+ X))

mig(w) i=inf {t > 0; UD () = 6UD(0) = 0+ w0 /7] (3.13)

where UU)(t) is the solution of equation [8) with the time-shifted current specified.

The problem of the first hitting time of the LIF neuron with constant or curved bound-
aries have been addressed in [24]. We have seen that no closed-form solution can be given to
this problem, but many computational methods can be used in order to characterize these
hitting times. For instance Volterra’s, Durbin’s and Girsanov’s method for curved bound-
aries and when the input current is constant the Laplace transform of this random variable
is known.

An important remark is that this random variable only depends on X*j . Conditionally
to X(*j)7 the random variable added is independent of the past of the process, so the sequence

X ) is Markovian. Furthermore, the network’s countdown process dynamics is autonomous:
we do not need to refer to the underlying membrane’s potential to describe its evolution.
This is very interesting since we can study and simulate this random variable by itself.
Therefore, the variable (X;), possibly added with the time ¢ if the input current is not
stationary, is a Markov process, and this process sampled at the times of the spikes is a
Markov chain. Furthermore, the law of the zeros of this process is equal to the one of the
spikes of the underlying network.

3.2.1 LIF model with general post-synaptic current pulse

In this section we consider a LIF neuron described by ([B8). Following the models presented
in T4, section 4.1.3], each presynaptic spike generates a postsynaptic current pulse. More
precisely, if the neuron i spikes at time ¢t* and j € V() receives the spike, then this neuron
feel an additional input current given by:

Ipsp(t* + t) = W j Oé(t) (3.14)

Let’s include this effect inside the input current I, (i.e.

I;(t):Ie(tH—Z Z w; j ot —t])

7] i <tI <t

where t/ denotes the time of the last spike emitted by the neuron j and t{ the sequences of
spikes emitted from the neuron ¢ to the neuron j.
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The same calculations lead to:
, - X3
VO (#* + X(j)) =0 +wi e (J')/T/ afs)e*/ " ds (3.15)
0

So eventually the lasting time to spike for the neuron j is the time the stochastic process
174528 beginning from the value ([BI3), reaches the threshold 0, with a new external current.
The random variable here is again (X (t),I.(t));. Adding this new Markov process allows
us to consider an extended model of the hourglass model in which one component is the
countdown process.

In the general case, the countdown process cannot be considered as a Markov process
since its dynamics depends on the whole sequence of spikes in the network untill time
t. Nevertheless this analysis can be simplified if considering postsynaptic current pulses
solutions of an ordinary differential equation. This is a very general case, and covers most
of the usual models of synaptic coupling (see for instance the works of van Rotterdam and
colleagues for the modeling of postsynaptic current pulses [30]). These postsynaptic pulses
are in general considered as an exponentially decaying pulse, when taking into account only
the decay of the synaptic integration and considering the rise time null. In that case the
postsynaptic pulse has the form:

a(s) = ke ™™ 15

which is solution of a first order linear differential equation. An even more realistic model
taking into account the rise time 7, of the synapse and its decay 75 is modelled by the
following « function for 7, # 7

—s/Ts —s/Tr

as) = e —e Ls>o

and for 7, = 74,

a(s) =kse/ ™ 150

In that case the pulse is solution of a second order linear differential equations.

To take into account this synaptic integration of spikes in our framework, we have to
extend the phase space of our Markov chain. More precisely, the markovian model we
consider includes a second variable, the spike-induced current (I (t))i=1...nt>0. If we denote
by L the linear differential operator of the « function, the spike induced current is solution
of the equation

L1, =0.

The new membrane potential equation for a given neuron ¢ in the network is now given

by:
rdV? = (VY + () dt + I () dt + o dW,
LI, (t) =0
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The Markovian variable we consider is now the process (X¢, I, (t))¢>0. When a neuron
elicits a spike, i.e. when its countdown reaches 0 at time t*, its countdown value is reset by
drawing in the law of the first hitting time of the membrane potential with initial condition
(V, IL(t*)) to the threshold and for all neuron j € V(i), their spike-induced current IJ(t*)
are instantaneously updated by adding the synaptic efficiency w;; : IZ(t*) = IZ(*7) + w;;.

Simulating this Markov process, that can be sampled at the times of the spike emission, is
equivalent from the spikes point of view as simulating the whole membrane potential process.

3.3 LIF model with exponentially decaying synaptic integration

In this case we take into account the decay time of synapse at the level of the noise integration
itself. In this case, introduced in [24] and whose statistics have been approximated in [23],
the membrane potential and the synaptic noise are coupled via the following differential
equation:

7 dVD = (u; — VO #))dt + Ii(t)dt + Ii(t)dt 1<i<N (3.16)
Tedll = —TIi(t)dt + o;dW} '
and the spiking condition reads:
oo vaw =,
o zgé{ | . 3.17
) L) = L) +wijljevn (8.17)

Qualitatively, when a spike is received by a neuron, the synaptic current I integrates the
spike and the effect on the membrane potential is smoother. Therefore in this model it is
interesting to consider post-synptic pulses having the same dynamics as the noise integration,
i.e. solution of the differential equation:

dI,
st = I, (t).
Ts g (t)

The very same analysis could be done if we considered an instantaneous spike integration,
but we do not present the results here since it seems strange to us to consider to levels of
synaptic integration: the noise integration and the spike integration. The calculations can
nevertheless be driven exactly as in the case of the perfect integrate-and-fire.

The reset random variable is given by the first hitting time of the membrane’s potential
stochastic process. Driving the same type of calculus as in the previous section we obtain,
for j € V(i) and 7 # 7, the relationship :

) - 1— —at
VO +4) =VO +1)+ e—t/Twi,jTe (3.18)

where a = T—ls — 1 and again v (t* +t) the membrane potential of the neuron j without

any interaction. We can see that after the time X(*j), the membrane potential of j is 6 +

—aX. .
wi,je’tﬁ%. The evolution of the potential V@) after t* + X(*j) and conditionally
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on X(*j) and I4(t*) is independent of the past, so we have to wait for the process [BID) to

—aXF.
reach the threshold § from the initial condition 6 + w; je~*/71=¢ " and with the “time
»J o
) ~ , X
and space” shifted currents IZ (t) := IJ(t +t* + X)) +w;e” 7. In the case 7 = Ts we only
e () J

—aXF.
have to replace the expression % by X(*, wi,je*t/T, and the change in the currents is

the same. &

Therefore, the variable (X, Is(¢)) is Markovian and we deduce the precise firing times
from its study. This Markovian variable necessitates to evaluate the law of the first hitting
time of a DIP to a curved boundary, which can be achieved using the technique provided in
[25]. As in the case of the perfect integrate-and-fire neuron, we can show that this process,
eventually augmented with the time ¢, and possibly sampled at the times of the spikes,
satisfy the Markov property and the law of the zeros of the Markov process is the same as
the law of the spikes of the underlying network. Indeed, we have seen that the coutdown
process was no more a Markov chain. In order to compute the reset random variable, we
need to consider the value of the synaptic current at the spike time. Furthermore, for non
stationary inputs, we have to add the time as a new variable. The dynamics of this process
can be described as follows: consider that this process after the n*" spike is (X", I7, 7).
Then the next spike will be fired from the neuron 7, having the lowest countdown value. It
will fire at time "1 =¢" + X7 . Its countdown value will be reset to the first hitting time
of the related DIP, and proved in [25], the law of the pair composed of next spike time and
the relative location of the synaptic currents at this time is known. Therefore by drawing in
the law of this pair, we have thus the new countdown value and the future synaptic current
at the time of the next spike for 4,. Similarly, each neuron j € V(i) is updated according
to the law of the first hitting time of the related membrane’s potential starting with input
current given by I7* to reach a given threshold, and therefore the new countdownw value and
the future location of the input current are computed at the same time using the results of
chapter [25]. The other neurons’ state are unchanged. It is clear that the law of the spikes
is the same as the law of the zeros of the countdown process.

3.4 LIF models with noisy conductances

The interactions considered in the last subsection are reasonable models of current inter-
action. Nevertheless reality it is even more complicated. Indeed, the effect of a spike on
the postsynaptic cell does not directly results in the generation of currents. It results in
changes in the membrane’s conductance, and these modifications produce a ionic current.
This resulting current is approximately proportional to the membrane’s voltage potential.
The modulation of the conductance of the post-synaptic membrane has a certain time course
g(t—t*), which is in general considered as constant, to keep the model tractable. Here again
we consider the noise and the spikes integrated in the same fashion, i.e. via the conduc-
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tances. Therefore the membrane potential when no spike is received is solution of the linear
stochastic differential equation:

{ dv' @) = (L) = ANVD = Vo)) dt + I(t) dt + 05 g; (VD — Vip) dWi

V(@ (t7) = @ t) =V, (3.19)

In this equation the term Iy corresponds to the current generated by the spikes. When
neuron j receives a spike from one of its neighbors i, a current I is generated, which has
the value wijg(V(j) — Viev) (Viey is the reversal potential of the synapse). Note that we
artificially introduced V., in the leak term, which amounts to formally changing the current
I, in order to integrate more simply this equation. We clearly see in this equation the effect
of a presynaptic spike on the conductances. More precise models take into account the
vanishing of this effect in the time. General time profiles of the postsynaptic conductance
pulses are alpha functions as described in the previous section, and hence can be modeled as
solution of a linear ordinary differential equation of order one, two or greter. Nevertheless,
even in the simpler case, we will see that these models cannot be expressed as a Markovian
model in function of the countdown process and possibly other real processes.

We first consider the case where the neuron j receives a spike at, time ¢* from neuron ¢
and that this increases the conductance by a coefficient w;; g. The solution of the membrane
potential’s equation after time ¢* reads:

t
VO (t4¢7) = Vi Ze + / I.(s +t*) 24 ds (3.20)
0

where Z; = exp{—(\ + 1/20% — w;;g)(t — t*) + cW,;}. The membrane potential if no spike
were received at time ¢* would read:

—_— t —_
VOt +t) =V Z, +/ I(s+t)Z_ds (3.21)
0
where Z; = exp{—(\ + 1/202 — w;;g)(t — t*) + oW;} = ewia9(=t) 7, At time X{;) the

membrane potential reads:
. P X -
VO (X +t7) = 0e? 950 +/ I(s+t)Zi_s(e™99° — 1) ds
0

This expression therefore depends on the whole past of the Brownian motion, and cannot
be written as a function of X .|, even taking into account the conductance as an additional
variable. These models will not be subject to the markovian modelization we propose in
this paper.
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4 Balanced networks with synaptic delays and refractory
period

In the previous section, the instantaneity of the interaction at the level of the synapse lead us
to consider only inhibitory interactions in order to avoid the contradictory problem of spike
avalanche we described above. In biological network, this issue does not appears because the
refractory period of the neuron upperbounds the firing frequency. Furthermore, the synaptic
delays in the transmission of the spike also avoids the avalanche process by avoiding the self-
excitation, through the network, of a given cell. The refractory period is a transient phase
just after the firing during which it is impossible very difficult to excite the cell. This
phenomenon is linked with the dynamics of ion channels and the hyperpolarization phase of
the spike emission, lasts few milliseconds, and prevents the neuron from firing spikes at an
arbitrary high firing rates. It can be decomposed into two phases: the absolute refractory
period, which is a constant period of time corresponding loosely to the hyperpolization of the
neuron during which is it impossible to excite the cell no matter how great the stimulating
current applied is (see for instance [I6l, chapter 9] for a further biological discussion of the
phenomenon and [I4 [T] for a discussion on modelling this refractory period). Immediately
after this phase begins the relative refractory period during which the initiation of a second
action potential is inhibited but still possible. It amounts considering that the synaptic
inputs received at the level of the cell are weighted by a function depending on the time
elapsed since the spike emission. This phase also lasts around one millisecond.

To be coherent in our modelization, when we take into account such fast phenomena, we
need to consider in another addition fast phenomenon: the axonal spike transmission from
the presynaptic cell to the postsynaptic one. The delay induced by the spike transport and
its transmission via the synapse depends on the distance between the two cells, the speed
of transmission of the signal along the axon and the transmission time at the synapse, and
has a typical duration of few milliseconds.

To model the absolute refractory period, we consider that if the neuron indexed by i
fires at time ¢, it stays at his resting potential Vr(i) untill time ¢ + R; where R; is the time
duration of the absolute refractory period, that only depends on the presynaptic neuron.

We model the relative refractory period only for the spike integration, and not for the
noise integration. Indeed, the stochasticity of the membrane potential does not exclusively
comes from the synapses, and therefore might not be influenced by the state of the ion
channels. Moreover, the noise coming from the uncorrelated activity at the synapse creates
also a Brownian current, which is very small in law (the probability of the integrated process
at the level of the membrane during a time period as short as 1 or 2ms to be substantial is
very small). Therefore we consider that the integration of the noise is not influenced by the
relative refractory period. For the network’s interaction, this remark is no more valid: the
informations do transit via the synapses, and the change of membrane potential is consistent.
These synaptic efficiency will be weighted by a function depending on the time elapsed since
the last spike has been fired. We denote this function x(t) following the notation of Gerstner
and Kistler in [T4]. In our case this function is unspecified, is zero at ¢ = 0 and increases to
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Neuron i

Figure 4: Sample path of the membrane potential of a three-neuron excitatory network with
synaptic delays and refractory period in the case of the perfect integrate-and-fire neuron.
The black curve represents the membrane potential, the red curve the membrane potential’s
process with no reset and no interaction. The spikes are represented by red stars and blue
dotted lines. The refractory period is represented by the blue boxes: plain blue for the
absolute refractory period, and the intensity is proportional to the attenuation of the spike
during the relative refractory period.

1 with a characteristic time of around 2ms. It can be of bounded support of defined other
R, but it will very fast be very close to 1.

To model the synaptic delay we consider that spikes emitted by a neuron do not affect
instantaneously the target neurons, but only after some delay A;; which can depend on
both the presynaptic and the postsynaptic neurons (see figure Bl since this delay is linked
to the duration of the spike transmission and therefore may depend on some measure of
distance between the pre- and post-synaptic neurons.
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Figure 5: The refractory period at a spike emission, and the related x function weighting
the synaptic inputs

In the present section, we model these three phenomena, and show that in these cases
we can also define a Markov chain describing the spike times of the neural network, that
will be also based on the hourglass model. For inhibitory networks, the modifications with
the previous framework is very simple, but it will become slightly more complex, but still
tractable, when taking into account synaptic delays. For the sake of compactness of nota-
tions, we define the function x;(t) for all ¢ > 0. This function is identically equall to 0 for
t € [0, R;], and increases to one after time R; with a characteristic time of the order of the
millisecond (see figure If neuron ¢ fires a spikes at time ¢;, its effect on the postsynaptic
neuron j depends on the synaptic delay A; j, the countdown value X(j)(t), and the time of
the last spike emitted by j:

(i). If A;; < X (t), then the reception of a spike at time ¢ acts on the post-synaptic
neuron at time ¢ + A;; in the same fashions as discussed in the different models
considered in section Bl but in that case the interaction can be either excitatory or
inhibitory, with a synaptic efficiency w;;jr;(t; + Aij — ;) .

(ii). If A;; > XU (¢), the postsynaptic neuron will fire before receiving the spike from the
presynaptic cell ¢, and it will act on the postsynaptic cell’s membrane with an efficiency
wijhj(ti + Aij — Xj).
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Let us consider the effect of these features from the viewpoint of the countdown process.
The reset variable is only affected by the absolute refractory period, and in a very simple
way. Indeed, we formally consider that the neuron 7 is stucked at its reset value Vr(i) during
a period of time R; after having fired. After this period, the neuron’s membrane potential
follows its evolution depending on the model chosen. Therefore, time of the next spike
starting from time ¢ + R; has the law of the reset variable in the case where we did not
take into account refractory period and synaptic delay, i.e. has the law of the first hitting
time of the membrane potential process to the spike threshold, with the time-shifted input
I.(t + t* + R;) in the case of non-stationary inputs. If we denote 7; this random variable,
the new reset variable of the related countdown process has simply the law of Y; = 7; + R;.

The case of the interaction variable is a little bit more intricate, and we will deal with it
in the following subsections.

4.1 Modeling the refractory period

We first consider that the transmission delay is null. In this case the effect of a presynaptic
spike on the cell j will be weighted by the function «;(t —t;) where ¢; is the time of the last
spike emitted by the cell . We show that for the models discussed in section Bl the spikes
in the network have the same law as the zeros of a simpler Markov process based on the
countdown process, and that this dynamics can be reduced to the one of a Markov chain.
To this purpose, we identify the random variables needed to define the countdown process.
In figure @ we repesented a sample path of the countdown process related to the perfect
integrate-and-fire neuron when considering an absolute refractory period. Two random
variables are necessary to define the dynamics of the countdown process: the reset variable
and the interaction variable. We already identified the law of the reset random variable for
the countdown process when considering a refractory period. For the interaction variable,
the case is readily deduced from the analysis of sectionBlin the case of inhibitory interactions.
Indeed, if neuron i elicits a spike at time ¢;, it will affect the postsynaptic neuron j only if it
is not during its absolute refractory period, with a weighted synaptic efficiency. Denote by
t; the time of the last spike elicited by j. The presynptic spike coming from neuron ¢ will
affect the neuron j only if ¢; + R; < t;, and if it does, the action of the presynaptic spike
on the next spike time has exactly the same effect as treated in the previous section, with a
synaptic efficiency w;;k;(t; —t;). Therefore, adding a refractory period makes the random
variable depend upon the last firing times of each neuron.

To take into account this fact, we define the last firing times variable H € RY, that

stores the last spike time of each neuron. All its components are set to R def min,—q. ny —R;
at the initial time. The j*" component is this variable is constant between two spikes of
the neuron j. If neuron j spikes at time ¢;, this component is instantaneously set to ¢, and
all the other components of this variables are unchanged. This value will remain constant
untill neuron j spikes againE.

3this variable could also be modelled as a renewal process that is set at each spike time of neuron i at the
value R;, and the neuron 4 can receive stimulations from its presynaptic spikes only when this value is 0.
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Figure 6: A sample path of the countdown process taking into account the refractory period.
This figure represent the countdown value for a 2 neurons network. Neuron j fires first at
an instant where the cell membrane is excitable, and has an inhibitory effect on neuron 1,
whose spike is posponed. When neuron ¢ fires for the first time, the neuron j is still in
its refractory period and therefore does not integrate the effect of the incoming spike. The
second spike emitted from neuron i excites the cell j and advances the spike time. Neuron
j then spikes during the refractory period of neuron i.
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If the synapses are inhibitory, the interaction variable 7;; of the new countdown pro-
cess is simply deduced from the law interaction variable 7;;(w;;) by changing the synap-
tic weight. In the case of realistic refractory period, we have n;; = 7;j(wi;jr;(ti — t;)).
In the particular case of pure absolute refractory period, this random variable is simply
nij = Nij(wij)1x,>m,+r;- This new interaction variable depends therefore on the same
variables as the one in the case of section Bl and on the last firing time variable. The pro-
cess (X, Hy, t, Ay), where A; are the possible additional variables (typically the value of the
synaptic current or the interaction current) is hence a Markov process. Indeed, if all the
components of X are strictly positive, the time increases linearly with slope 1, the count-
down process decreases linearly with slope —1, the last firing time variable and the possible
additional variables remain constant. If the component ¢ of the countdown process reaches
0, this neuron spikes. Almost surely only one neuron realize this infimum at a given time.
At this time, say t;, the following operations occur:

e X@(t;) is reset to an independent copy of Y; and A,, is updated according to its
dynamics.

e H;(t;) =t; and H;(t;) = H;(t; ) for all j # ¢ (i.e. theses components are unchanged).
o VjeV(i), XU () = Xfﬁ) + i L, >H; 4 R;
e the time is trivially updated.

After this phase, the dynamics proceeds the same way.

For excitatory interactions, the case is slightly more complex. The previous calculations
are valid only in the inhibitory case, since we used the Markov property of the processes
we were studying to compute the interaction variable. More precisely, when an inhibitory
interaction occurs, the time of the next spike is increased. The state of the countdown
value gave us the time of the next spike, together with the state of possible additional
variables. This information was taken into account: using the Markov property of the
processes we studied, we stated at the time of the expected spike if no interaction had taken
place meanwhile, and from this point we computed the law of the additional time to wait
untill the next spike because of the interaction. In the case of excitatory interactions, this
trick cannot be applied: indeed, the time to the next spike after the excitatory interaction
is smaller than the one predicted by the countdown process. When we were conditionning
on the past in the case of inhibitory interactions, we will be conditionning on the future in
the case of excitatory synapses in order to derive our random variables. This is not a big
deal conceptually, but we have to be careful when deriving these random variables.

Perfect IF neuron with instantaneous synapses: Assume that the neuron j receives
a spike from neuron i at time ¢;. The countdown process value of the neuron j just before
this interaction is denoted X . The interaction random variable 7;; is the difference of time
between the spike time after interaction and the spike time before interaction, conditionnaly
to the fact that this next spike time was predicted to be X 7. After some simple calculations,
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we observe that it has the law of the first hitting time of the membrane potential process to
¢ —w;; conditionnaly to the fact that the first hitting time of this process to ¢ is X ;. Denote
by (;; this random variable. The law of the update random variable n;; will be defined by
(Gij — Xj)1x,>u,+r,; (note that the variable (;; is always positive; if the interaction makes
the neuron spike instantaneously, its means that (;; = 0 and therefore the new countdown
value for j is 0). Furthermore in that case, since the Markov’s property cannot be used, the
random variable will not be independent of the value of the membrane’s potential at the
time of the spike, which we denote by V. Let us characterize the law of (;;:

P [Cij =u] =P TO—wijr;(ti—H;) = U‘VY’ 76 = XJ*}
P {Te_wijﬁj(ti—Hj) = u|V;*}
Pl = X;|V7]

* *
=Pl = X |VJ 2 To—wijrj(ti—Hy) = u}

]P |:7—0—’Luijl*€j(ti—Hj) = u|‘/]*:|
Plm = X;|Vy]

:IP_Tg:X;‘Wuzﬁ—wijnj(ti—Hj)} (4.1)

This random variable is null whenever V;* > ¢ —w;;. This gives us the law of the interaction
variable in the case of excitatory inputs. Nevertheless, we can see that it involves the
value of the membrane potential’s process at the times of the spike. Therefore, we need
an additionnal variable in order to define autonomously the countdown process: it is the
membrane potential’s value at the times of the spike receptions. At each time that a spike
is emitted in the network, this variable is updated in the following fashion:

e For the neuron that elicited a spike, this value is set to V.

e For the other neurons, it is updated by drawing in the law of the membrane potential
conditionally to the fact that it will reach the threshold at the time given by the
countdown process.

In summary, to simulate the process with a Markovian framework including the count-
down process, we simulate a discrete time Markov chain (X, H, V), where H is the last firing
time variable, X the countdown process and V' the membrane potential at the time of the
spike. The transition of this chain from (X™, H™, V" ¢") is given by:

Vi’:Jrl =V

an+1 : drawn in the law of V;(j) conditionnaly to the fact that it is
Vj"at time ¢™ and 6 at time ¢ + Xj(-") for j # iy

thrl =t, + Xin

HZZH — ¢n+l

XZ;Jrl _ }/177.

X = X2 4o (X, VL HIY) for i
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Excitation for perfect IF neuron with synaptic integration: In the case of exci-
tatory synapses, the same issue as before appears: the Markov property does not apply,
and hence we have to apply the same transformation as we performed in equation (). In
that case, the calculations lead to keep in memory both the membrane potential and the
synaptic current at the times of the spikes. The same type of expressions and the same type
of dynamics of the resulting Markov chain is obtained. Indeed, assume that the countdown
process value at the time of the spike is X7 and the value of the additional variable (the
synaptic current at the time of the next spike) is I¥. Then the probability to spike at time
u < X7 and for an input current [, = v after the excitation has been received can be
computed as the first hitting time of the underlying membrane potential. In the case of
instantaneous interactions, it has the law of the first hitting time of the membrane potential
process starting at (V;(t*), I;(t*)) the values of the membrane potential and of the synaptic
current at the time of the spike considered, to reach the threshold 6 —w;;k;(t; — H;) at time
u with the synaptic current v conditionnaly on reaching the threshold 6 at time X7 with
the input current I7. The law of this random variable can be computed in the same fashion
as we did in (). We can see that it depends on the value of the membrane potential and
of the input current at the times of the spikes. The law of this random variable is known
and can be computed. Therefore, we can provide a Markovian framework to study this type
of behaviors. For the other types of perfect integrate-and-fire models, the same reasonning
applies and we get blou blou....

LIF with instantaneous synapses In the case of the leaky integrate-and-fire neuron
with instantaneous synaptic integration, no further simplification can be provided, and we
obtain that the new spike time after interaction has the law of the first hitting time of the
membrane potential process to reach the boundary 6 — w;;k;(t; — Hj)e /7 (where t; is the
time of the presynaptic spike) conditionnaly on the fact that the first hitting time of the
boundary 6 is equal to X7 . In that case again, we need an additional variable: the membrane
potential at the times of the spikes, in order to define a Markov chain containing the times
of the spikes.

The case of postsynaptic current pulses can be treated in the same way. In that case
again it will be necessary to know the membrane potential’s voltage at the times of the spike
in order to be able to simulate the countdown process.

LIF with synaptic integration The case of the LIF neuron with synaptic integration
can be treated in the same fashion as the case of the perfect integrate-and-fire with synaptic
integration.

4.2 Including synaptic delays

When we include the synaptic delays in addition to the refractory period, the reset variable
of the related countdown process is the same as in the case where we only consider the cell’s
refractory period: taking into account the axonal delay does not affect the reset variable
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Figure 7: A sample path of the countdown process in the case of the perfect integrate-and-
fire neuron with instantaneous interactions, when taking into account the synaptic delays
and the refractory period. The first spike is emitted by neuron j but arrives at neuron
¢ during its refractory period hence does not affect its evolution. Neuron ¢ sends a spike
during the refractory period of neuron j which is received after this period and hence affects
the dynamics of the countdown process. The action of neuron ¢ on j is inhibitory and the
action of j on 7 excitatory.

which, for a given neuron ¢, has the same law as R; + 7; where 7; has the law of the first
hitting time of the membrane potential process to the threshold starting from V.. The
synaptic delay nevertheless affects the interaction variable in a quite intricate fashion. A
sample path of the countdown process in that case is represented in figure[d Nevertheless,
it adds a non-trivial memory-like phenomenon in the network. Indeed, since spikes do not
reach instantaneously the postsynaptic neuron, the postsynaptic neuron can fire, be reset,
and then integrate a previous spike. This changes our framework: indeed, in our framework,
the random variables were updated instantaneousluy at each spike time, even when the
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\ Absolute refractory period

Figure 8: Presynaptic spikes emitted before a postsynaptic spike can affect the postsynaptic
cell after the firing.

interaction at the level of the membrane potential was not. The delay creates a network
memory that leads us to keep in memory a certain number of spikes. Fortunately, because
of the absolute refractory period, we only have to take into account a finite number of spikes

that can possibly affect the postsynaptic potential after it elicits a spike (see figure §). The

. . . def | Ay . .
maximal number of spikes concerned is given by M = [ 32| where [z] is the floor function,
J

i.e. the largest integer small or equal to z.

In this case, instead of considering the last firing times variable which contained only the
last firing time for each neuron of the network, we consider the last M firing times variables.
This variable is a matrix Hy; € RY*M . Each line of the matrix corresponds to the M last
firing times of the neuron. Each line i of the matrix is constant between two spike times
of the neuron 4. At the initial time, the M components of this line are set to the value
min; ;{—R; — A;;}. If the neuron spikes at time ¢;, then each component of the line are
modified: for all k € {2,...,N}, H; y—1 = H; j and H; ps = t;. This matrix stores the times
of the M last spike times of the neuron i, in the chronological order.

In this case again, we can describe a Markov process and a Markov chain in order to
reproduce the times of the spikes. This chain is composed of the same elements as the model
with no delay. Let us denote by X™ the countdown chain , by A" the possible additional
variables, H™ the M last firing times variables, t” the event times, and by V" the variables
containing the membrane potential at the times of the spikes, which is necessary only in the
case of excitatory interactions. An event in this chain is either a spike, or the arrival of a
spike on a postsynaptic spike, now that these two events are no more simultaneous. The
next spike if no delayed interaction occurs will be fired after a time given by 7 = min; X,
and the first arrival of a possible spike at a cell is given by

V= min {z=H;,+ A;; —t;x >0}
i,j€{1,....,N}
ke{l,...,M}
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If this set is empty, the min is set to +o00. If 7 < v, a spike will be fired by the neuron 14
having the lowest countdown value. The state of the countdown variable for this neuron is
reset according to the law we already described, and all other variables are updated: the
line 7 of the last M firing times will be updated, the time will be updated to ¢t + X;, and the
additional variables are updated. No interaction is taken into account at this time. If v < 7,
assume that the minimum is achieved for the value H; + A;; for some i, j, k. This means
that the k*" latest spike of neuron i reaches the cell j. Therefore, the related interaction
variable of this connection will be added, and the countdown value of neuron j will be
updated, together with the possible additional variables. The time is advanced to ¢t + v.
Note also that many 3-uplets (¢, j, k) can achieve this min at the same time. Moreover, it is
possible also that an excitatory interaction makes a postsynaptic neuron fire instantaneously
at the reception of the spike. All these cases might be treated sequentially, by iterating the
mechanism we just described. Nevertheless, we are ensured that no avalanche can occur,
because of the absolute refractory period and of the delays.

We finally note that in the case of purely inhibitory networks, the update of this chain
can be done only at the times of the spike. Indeed, let us consider that the state of this
chain at the iteration n is (X", H",¢", A™) and that neuron ¢ just spiked. We then compute
its next spike time if no interaction occurs meanwhile Y;. But we know through the variable
H™ that possibly, before this time Y;, spikes emitted from other neurons will arrive at the
synapses of i. We can therefore at this same time ¢" draw in the laws of the interaction
variables the additional time that their arrival will provoke on the next spike time for ¢ (this
time may depend on the time when the spike will arrive at the synapse of i, which can also
be computed with the variables we have). Therefore in that case, the countdown value will
be an hourglass chain as defined in section [l

5 FErgodicity of the network

The approach we developped in the last sections resulted in providing a simpler framework
than the usual one based on the membrane potential for modeling the spikes in a neural
network of stochastic integrate-and-fire neurons This model is equivalent in law from the
viewpoint of the spike times, to the usual model. If this modelization gives us a very
natural and sometimes very efficient way for simulating the network (see section Hl), it also
provides us a good framework for studying its mathematical properties in a more elegant
and tractable fashion. Indeed, the models we obtained fit into a class of models studied in
the queuing theory in the past ten years. The first analysis of this type of modelled is due
to Marie Cottrell [6]. In this article she studied the hourglass model where the interaction
random variable is deterministic and inhibitory (i.e. Vi,j, we have n; ;j(u) = n where n is
a positive constant). In her article, she proves in that case that the related Markov chain
is irreductibility and aperiodicity. Furthermore, she provides a criterion for the positive
recurrence of this chain and characterizes the ISI for a two neuron network. In the transient
case she shows that some neuron will stop firing in a finite time, and study the pattern
formed by the "dead" neurons (those that will never spike again).
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The proof of the irreductibility and aperiodicity of the chain consists in constructing a
set of probability in which all the N neurons fire consecutively. The probability of this set is
strictly postive, and we can show that every state is accessible after the Nth spike triggered
by the last neuron. The same analysis can be done after the next spike, so at spike N + 1,
which proves that the embedded Markov chain X, is irreductible and aperiodic.

She then proves that if E [Yﬂ < oo and n < ‘_%n N % where 7 is the interaction

constant, Y the reset random variable and [V(7)| the number of neighbors (postsynaptic
neurons) of the neuron ¢, then the countdown process (X;); and the related Markov chain
(X,,) are ergodics, irreductibles, aperiodics and positive recurrents.

This result was then generalized by Fricker, Robert et al [T3]. In this paper, the authors
find necessary and sufficient conditions of ergodicity for the system when the variables of
interations 7; ; does not depend on the state of the variable, and are an iid sequence of
random variables (but no more considered deterministic). Assume that the network is fully
connected, and that the reinitialisation random variables Y; are exponentially distributed,
with parameter )\;, and that the interactions are the same for all the neighbors of a neuron
(19 Nij = Ni for all j e V(Z))

For the fully connected network, the authors prove that the network is stable if p =
max;p; := max;E ;] E[Y;] < 1. Under this stability condition, they give an explicit ex-
pression for the Laplace transform of the invariant measure of the Markov process associated
to this model. Then they prove that if p > 1, then the network is not stable, and after a
finite time, only one neuron would spike and all the other neuron are "dead" (i.e. will not
fire anymore).

Then the authors examine also the case of the linear networks. The interaction vari-
able considered are independant and identically distributed random variables 7;, which is
exponentially distributed with the same parameter A. In this framework they prove that:

(i). if N is odd then the network is stable if p = % < 1/2 and not stable if p > 1/2.

(ii). if N is even, then the network is stable if p < and not stable if p >

1
) 2cos(m/(N+1))
2cos(m/(N+1))

Note that the proof of ergodicity is based on an adapted version of the second vector field
associated to a Markov process. It was introduced by Malyshev and Menshikov in [T9].

These results were later generalized by Turova. She studied also the effect of excitatory
connections. She proved for instance that in a simple balanced networks with iid interac-
tions, there exist a critical value of the ratio excitation/inhibition below which the network
is transient and above which the network is recurrent [7]. She also proved for a purely exci-
tatory network that there almost surely existed a time for which all neuron spike (complete
synchronization of the network, see [29]) and in another context that adding one inhibitory
connection augmented the probability of synchronization, i.e. stabilizes the oscillations of
the total activity [26]. She studied then the effect of plasticity in these networks [28], and the
type of patterns observed in the case of transient networks, which she relates with neuronal
coding []. She also opened the way to more realistic models of neurons.
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We are interested in the present section in generalizing these results to the case of stochas-
tic integrate-and-fire networks. We will not go into the details, but the model we propose
here fits in the framework of these works, and therefore could be studied with the same
mathematical tools as the ones used in these previous publications. An interesting way for
studying these networks would be to used hydrodynamics limits presented in [9, 8, 0.
Antoher very interesting to study mathematically these models would be the dynamical
system approach to networks as developped by Malyshev and collaborators in [19, [T8].
These works are outside the scope of this dissertation and still an active research area.
Furthermore, the usual questions solved in this framework, such as the ergodicity or the
transience, are not of great interest from a biological point of view. Indeed, the questions
that naturally arise in neuroscience when studying this type of networks are mostly discrim-
inating between chaos and oscillations and characterizing the temportal features of activity.
If we can prove the ergodicity of the network, it will be therefore interesting studying the
stationary measures for instance. In this section we focus of the application of the results
already proved to the biological cases, not taking into account the excitation.

Indeed, in the case of purely excitatory networks, the chain will always be ergodic pro-
vided that the reset random variable is almost surely finite. This property depends on the
neuron model we consider and the input current. If this random variable is not almost
surely finite, the probability to stop firing for a given neuron in the network is simply equall
to the probability that its reset variable is infinite, and no network effect has to be taken
into account. The problem of balanced networks having both excitatory and inhibitory
connections is more complex. To obtain a sufficient condition for their ergodicity, we will
transform these balanced networks into a purely inhibitory network by “cutting” the ex-
citatory connections, which amounts replacing all the original connectivity weights w;; by
min(w;j,0). The countdown process of the original network is therefore upperbounded in
law by the countdown process of the new process where we cut the inhibitory interactions.
If the new process is ergodic, it implies that the original process is also. Therefore, we will
be interested in proving ergodicity for purely inhibitory networks. As discussed in section H,
these networks can always be expressed as a countdown process with additional variables.
Therefore we will be able to use the results obtained previously to get results on the new
network.

5.1 Ergodicity of the PIF models

For the perfect integrate-and fire neuron, we have seen that the interaction variables 7;;
that we have to add only depend on w;; possibly weighted by a function depending on
the last spike time of the postsynaptic cell j in the case where we take into account the
refractory period, and that may be added to the presynaptic neuron in the case where we
take into account transmission delays. Note eventually that the ergodicity of the network is
not influenced by the delays if taken into account.

Nevertheless in this case, both the expected value of the reset variable and of the in-
teraction variable are infinite whatever the parameters. Indeed, they are expressed as first
hitting times of Brownian motion and it is known that the expected values of these random
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variables are infinite (see e.g. [23]). Therefore, it does not fit in the framework previously
used. Nevertheless, in the simulations we did in this type of network, we obtain the same
result as in the theoretical cases treated: for small synaptic connectivities, the network is re-
current, and each neuron will spike after any given time, but when the synaptic strength are
too big, some neurons stop firing. In the case of a fully connected network, asymptotically
only one neuron spikes after a given time, and in a linear or a ring network, one upon two
neurons stops firing (see figure [[d). The same type of behavior can therefore be observed as
in the other cases, but still has to be mathematically characterized.

5.2 Ergodicity of the LIF models

The cases of the leaky integrate-and-fire models does not either fit in the previous framework
developped, since the interaction random variable depends on the value of the countdown
process at the time when it receives a spike. Nevertheless, both the reset and the interaction
random variables have an expected value and are IL2. The interaction variable is bounded by
the variable associated with a countdown value equal to 0. Denote by E;;(x) the expected
value of the interaction variable, where x is the value of the countdown process when the
interaction occurs. . In the case where we have E(0)[V(i)| < EY; for all 4, the network will
be ergodic.

If this is not the case, then we can prove that when  — oo, we have E(z) — 0 (we even
prove that the interaction variable tends to 0 in law, see [23]). Therefore, the countdown
value of the neuron will not tend to infinity in this case and always returns in the zone
where E(z)[V(i)] > EY;. We conjecture that in this case, there is another condition on the
synaptic weights for the network to be ergodic or not. Simulation results confort us in this
conjecture

6 Numerical Simulations

As reviewed by Romain Brette and collaborators in [d], there are two main families of
algorithms for the simulation of neural networks: synchronous or “clock-driven” algorithms,
in which all neurons are updated simultaneously at every tick of a clock, and asynchronous
or “event-driven” algorithms, in which neurons are updated only when they receive or emit a
spike. We describe the simple clock-driven strategy to simulate this kind of neural network
in section and then we will study more precisely the implications of the above analysis
to elaborate an event-driven simulator for stochastic networks in section

6.1 Clock-Driven simulation

)

In the synchronous or “clock-driven” algorithms, the state variables of all neurons are up-
dated simultaneously at every tick of a clock (X (t) — X (¢t + dt), see figure [@), using a
numerical integration algorithm. Then, after updating all the variables, the spiking condi-
tion is checked for every neuron. Each neuron that satisfies this condition produces a spike
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Update the values of each neuron's membrane potential
at time t+dt by a numerical integration method
(e.g. Monte-Carlo)

l

Decide if a neuron spikes at this time

'\

I Spikes O

r\e"“oﬂ

spive

Vi is reset and the
synaptic interaction is
taken into account.

~—~

Figure 9: Monte-Carlo algorithm for the simulation of the stochastic neural network. The
voltage potential is simulated at each time step and a decision is taken wether a spike is
emitted or not.

which is transmitted with or without delay, and updates their corresponding variables. The
membrane potential of every spiking cell is reset.

As reviewed in [H], the cost of the update phase is of order N for each time step. For
simulating the network during a time 7', the complexity will therefore be O(N T'/dt). If F
is the average firing rate, an average of F' x IV spikes are produced by the neurons and each
of these needs to be propagated to p target neurons. Thus, the propagation phase consists
in F' x N x p spike propagations per second. These are essentially additions of weights wi to
state variables, and thus are simple operations whose cost does not grow with the complexity
of the models. Summing up, the total mean computational cost per second of biological time
is of order O(N/dt+F N p). The cost of taking into account delays is not very high, and does
not change the complexity of the algorithm. The obvious drawback of this type of algorithm
is that spikes are aligned to a grid (ticks of the clock) thus the simulation is approximate
even when the membrane potential is solved exactly. Furthermore, the spiking condition
itself is checked at given times and therefore spikes can be missed. Many solutions to fix
these issues have been proposed but none is really fully satisfactory.

For simulating a stochastic network with a synchronous algorithm, I used the Brian
software [IH], for its efficiency to deal with linear models. Indeed, computations are done
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using matrix calculus and therefore are quite efficient. This simulation software based on
python was not evaluated in the review [4] since it was produced after but we believe it is
a good simulator for this type of linear equations. The code we used for perfect integrate-
and-fire neuron is now freely accessible by downloading in the examples provided with the
software.

The simulation results in this case are compatible with the results mathematically ob-
tained in the previous study through the use of the Hourglass model: for small inhibitory
connectivities, the ring network is ergodic and when the absolute value of the connectivities
is big, one upon two neurons stop firing. Similarly we have been able to simulate the fully
connected network. Results are given in figure[[ Note that the fact that spikes are aligned
on a grid hide the ergocity on LIF networks, as illustrated in figure [T}

6.2 Event-driven simulation

Another family of simulation strategies exist for neural network. This type of simulation
is called asynchronous or “event-driven” algorithms. In that case neurons are updated only
when they receive or emit a spike. This type of algorithm is less widely used than the clock-
driven ones, because they are significantly more complex to implement and less universal.
But the key advantage is the gain in speed and the fact that spike timings can be computed
exactly (when possible, or can be approximated).

The approach developped in the previous sections provides a very natural way to define an
event-based simulation algorithm for stochastic networks. This method consist in building a
Markov chain describing the time of the spikes for each neuron. We have seen that simulating
the times of the spikes is equivalent in law to simulating the membrane potential, from the
spikes viewpoint. The event-based simulation consists in building this Markov chain. To
this purpose, we have seen that we have to draw at each spike time in the law of two
types of random variables: the reset random variable and the interaction random variables.
These random variables can be expressed in most cases using the law of first hitting times
of random processes. We studied the problem of describing the law of first hitting times of
stochastic processes in [24] 25]. In the cases where these laws are known, a very efficient
simulation procedure can be used. If they are not known in a closed form, then we will have
to evaluate these random variables. We describe those two simulation ways in the following
paragraphs.

6.2.1 Known interaction variables

We consider a network of stochastic integrate-and-fire neurons such that the reset and the
interaction variables are known, either analytically, or that computed offline using the tech-
niques of [24] 23] and tabulated. In that case, simulating the related countdown process will
be very efficient and will precisely give the spike times.

To define our event-based algorithm, we explain how to initialize the network and how
to compute the spike times recursively. Assume that at the initial time ¢, the membrane
potential of each neuron and of additional variables of the model are known. The initial
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Figure 10: Clock-driven simulation of a 100 stochastic integrate-and-fire neurons network
during 500ms using Brian software. In figure (a) we represented the ring network for small
inhibitory connectivities and big inhibitory connectivities. We observe that one upon two
neurons permanently stop firing. Figure (b) gives the result of the same type of simulations
with a fully connected network. We observe that all but one neuron permanently stop firing.
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Figure 11: LIF network simulated with Brian software

countdown value for a given neuron will be simply computed as the first hitting time of
its membrane potential process starting from this initial condition to reach the threshold
and therefore can be computed in the same way as the reset variable.
time, the principle of the algorithm is to build the discrete-time Markov chain containing
as a variable the countdown process that gives the times of the spikes (we have seen that
sometimes this variable needs additional variables to be simulated autonomously). Then to
deduce the state of the chain at time n+1 knowing the chain at time n, we use the recursion
relation described in sections Bl and B (see figure [[2):

From this initial

e We first identify the neuron having the lowest countdown value, which amounts finding
the minimal value in a list of N elements, which is very simple and efficient to code.
This neuron is the one that elicits the first spike.

When this neuron is identified, we directly jump to this time, and draw the new state
of the network: the neuron that just fired a spike is reset by drawing in the law of
the related reset variable and the other neurons’ state is updated by drawing in the
law of their respective interaction variables. Once the state of all neurons have been
updated, the simulation proceeds.

This method was implemented using the software MVASpike [22, 2T, BT, @]. Mvaspike

consists of a core C++ library, implementing a few generic classes to describe networks,
neurons and additional input/output systems. It has been designed to be easy to access
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Find the neuron i having the lowest countdown value

1

i spikes

The countdown value of other
neurons is updated by drawing
in (or simulating) the law
of the related interaction
variable (possible additional
variables are also updated)

Xi is reset by drawing in the
law of the the reset variable Yi
(or simulate it)

Figure 12: Principle of the event-based simulation using the countdown process studied in
the previous sections
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from other programming languages (high level or scripting languages, e.g. Python) and
extensible. Well established simulation algorithms are provided, based on state of the art
priority queue data structures. We did the same simulations as in the case of the clock-driven
simulation.

To simulate with MVASpike networks of neuron whose pdf of the first hitting time is
neither known analytical nor tabulated is quite unefficient since we have to compute it at
each time step. Computing these variables amounts computing a trajectory of the membrane
potential process, and therefore will be slower than the direct clock-based simulation. This
issue can nevertheless be overcome by parallelizing these calculations.

6.2.2 Parallel implementation

In the Monte-Carlo simulation of the hourglass model, we simulate the countdown processes
computing at each time step the random variables of reset and interaction using a Monte-
Carlo algorithm. This simulation is the only one available in the cases where the probability
density functions of the first hitting time are neither analytically nor numerically known.
It is the case for instance for complex models where the pdf cannot be tabulated offline,
for instance when the input current is non stationary and depends on time. This type of
simulation needs the user to define a clock, i.e. a time step for the simulation of trajectories in
order to compute first hitting times of stochastic processes using a Monte-Carlo simulation.
As a conclusion of the theoretical analysis driven above, an important remark is that at
each spike time, the reset variables and the interaction variables are pairwise independent.
Therefore they can be computed independently, and for instance at the same time using a
parallel algorithm.

Therefore the idea was to implement the network on graphics processing unit (GPU),
dedicated graphics rendering devices for personal computer. Modern GPUs are very efficient
at manipulating and displaying computer graphics, and their highly parallel structure makes
them more effective than general-purpose CPUs for a range of complex algorithms. Thanks
to their high performance and programmability, the latest graphics cards can now be used
for scientific purpose. They are indeed very efficient parallel Single Instruction Multiple
Data (SIMD) machines. With the help of Renaud Keriven and Alexandre Chariot, we
implemented the computation of the reset and interaction random variables on a GPU.
One of the main issue of this problem was to build a random number generator. Indeed,
usual graphical cards were not using integers. Very recent cards, starting from the cards
NVidia 8xxx, are able to handle integers, and therefore it opened the way random number
generators and random simulation. Another issue is the decorrelation between the random
number generators on each processor. To this purpose, we generate random seeds on CPU
to be used by the random number generation algorithm on each processor. After this
common phase, each processor will behave independently. The processor that computes the
reset variable by using a Monte-Carlo algorithm. This simulation is based on a pathwise
simulation of the membrane potential and the evaluation of the spiking probability between
two times steps. When at a given processor the random variable has been evaluated, the
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Figure 13: Linear and fully connected networks of perfect integrate-and-fire neuron with
constant inputs, simulated with MVASpike. Simulations of 25 to 50 neurons for 10s to
1000s. We obtain the same results as expected from the mathematical analysis.
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neuron is flagged, the simulation on this computer stops, the value of the random variable
is recorded, and we wait for all the processor to reach this phase.

This process can be done for a number of neuron lower or equal to 40962 (~ 1.6 107 units)
because of the limited memory available on these cards. Nevertheless, we can overcome this
difficulty by repeating many times this procedure.

With this algorithm we obtain spead up ratios from 20 to up to 100, by comparing with
the same algorithm coded in C++.

Conclusion

In this paper we developed an event-based mathematical framework for the study of stochas-
tic integrate-and-fire neural networks. This model can be studied efficiently using the power-
ful tools of communication networks theory. With this approach we get ergodicity properties
for the network, characterize the invariant measures, and can address biological questions.
In contrast with other methods, no assumption has to be done on the connectivity map,
on the number of connections or on the number of neuron, so this model can be used for
instance to study cortical columns.

This study opens the door to the mathematical study of the macroscopic behaviour of
large networks using the hydrodynamics limits developed to study large queuing processes,
to infer and model collective behaviours of such networks.
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