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Revelation on Demand

Nicolas Anciaux - Mehdi Benzine"? - Luc Bouganim® - Philippe Pucheraf? -
Dennis Shash&

Abstract Private data sometimes must be made public. A catipm may keep its customer
sales data secret, but reveals totals by sectommiarketing reasons. A hospital keeps
individual patient data secret, but might reveaicome information about the treatment of
particular illnesses over time to support epideagaal studies. In these and many other
situations, aggregate data or partial data is tedeabut other data remains private.
Moreover, the aggregate data may depend not onprivate data but on public data as well,
e.g. commodity prices, general health statistiast GhostDB platform allows queries that
combine private and public data, produce aggredatdata warehouses for OLAP purposes,
and reveal exactly what is desired, neither more legs. We call this functionality
“revelation on demand”.

Keywords: Confidentiality and privacy, Secure device, Dataelausing, Indexing model,
Query processing, Aggregate computation.

1 Introduction

A principal function of data warehouses is to sumipea detailed data into various
aggregates. Companies frequently provide summafiesnfidential data about their activity
to trading partners, shareholders, labor unionseseah to the public in marketing materials.
Government agencies, businesses, and nonprofitniaegeons also collect, analyze, and
report aggregated data over many individuals. THat warehouses frequently map private
detailed data to public summary data.

An entire subfield of security addresses the issfi@letermining whether published
summary data reveals detailed data. This probleartest attracting attention from the
statistical database community more than twentysyego [1]. More recently, datasets
anonymization techniques have been suggested te migdemation identifying an individual
indistinguishable from k-1 other individuals [32]he work on I-diversity [24] goes one step
further by enforcing enough diversity between thiegry sensitive attributes within a same
group of tuples. To guarantee that detailed dataaabe recovered from aggregated ones is
also a central concern of privacy-preserving daitsing techniques [3]. For our purposes,
however, we will assume that organization’s proceswr laws determine the aggregates that
may be revealed. That is, we concentrate on théamésm not the policy.

Let us consider the following two scenarios. Bola isaveling salesman and is entrusted
with sensitive corporate information about cust@remd technical specifications. Bob may
want to issue aggregate queries that combine puaic Bob’s company’s product catalog,
and sensitive private information about productilabdity and specifications. He is willing
to reveal the aggregate response (according tedmngpany’s policy) to the customer data
warehouse, but he wants to be sure the sensittedletbdata is not leaked to the untrusted
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customer’'s computing environment. Mary is a physicinvolved in AIDS research. She
manages sensitive data about her patients. A veadée data warehouse has been set up by
the research community studying the same diseas@drcally, Mary pushes aggregated
data mixing the private data she is managing witereal public sources (hospital databases,
social databases) to this data warehouse. SimitarlBob, she needs the assurance that
sensitive detailed data (e.g., related to unpubdlsihesearch results) is not leaked to
unscrupulous colleagues. If traditional computinfyastructures could be trusted, Bob and
Mary would probably rely on existing database sexwe host their data and produce the
requested aggregations. Unfortunately, traditicealurity procedures do not offer the ability
to trust privacy policies [11]. Delegating Persodata to a central server increases the risk of
disclosure resulting from negligence, piracy, onsabe scrutinization or usage, as defined in
[5]. Indeed, any data is exposed to accidentalalsces resulting from negligence. To cite a
few, the personal details of 25 million UK citizelmasve been recently lost inadvertently [36],
a PC was recently sold on Ebay with bank custona¢a dhcluding account details and
customers' signatures [7], and some of the datéspeld by AOL about Web search queries
of 657,000 Americans have been deanonymized [2@phaRling piracy, even the most
defended servers (including those of Pentagon [EH| [35] and NASA [12]) are
successfully attacked. Finally, personal informaii® often weakly protected by obscure and
loose privacy policies which are presumed accepiieen exercising a given service. This
fosters ill-intentioned scrutinization and abusiusages justified by business interests,
governmental pressures and inquisitiveness amorplge Companies like Intelius or
ChoicePoint make scrutinization their business.

Recent research does promise additional guaraateles specific assumptions regarding
where the trust resides in the system. Hippoctatabases ensure that personal data are used
in compliance with the purpose for which the dogawe his consent [2] but require the
database server to be trusted. Encrypted datalecpaise either trusting the server [20], [27]
or the clients [13], [18] depending on the placergption occurs. Databases can be entirely
hosted in secure hardware [9], [30], [38] but #udution applies only to very small single-
user databases.

We propose a very different approach, called GhBstid protect sensitive data and
produce accurate aggregates. The basic idea isntove all sensitive data from internet-
accessible places and allocate that data to trudtettes with strong guarantees against
spying. We propose the following mode of operatiBob (Mary as well) carries around a
smart USB key (a tamper-resistant token with a @gsor, a small secured RAM and a large
persistent store) containing the private data. Wtherkey is plugged in, Bob can issue SQL
queries that link private and public data and poedaggregated outputs. Query processing
algorithms on the key manage query execution o ltle¢ key and the more powerful
personal computer to which the key is attached. dlerithms ensure that private detailed
data never leaves Bob’s key, though public data exagr the key and public aggregates
(according to the selected policy) may leave the ke

Whereas Bob works in an obviously untrusted enwirent, most people who handle
sensitive data do so as well. The availability pjvgare, the uncertain incentives of system
administrators, and the internet make data leads fgeneral purpose computers all too
likely. By controlling the computing environmentdarthe direction of information flow,
GhostDB architecture provides a mechanism to endaiethose with a legitimate need to
know private data are the only ones who see it.

Unfortunately, the security of the smart USB kemd ahus, the security of the whole
GhostDB approach is obtained at the price of strbagiware constraints. The security
problem thus translates to a severe performandaderothat can be overcome only with the
help of special indexing and query processing tieghes.



In previous work [4], we showed how OLTP-style qasr(involving Select-Join-Project
operators) over private and public data can bewggdawvithout leaks thanks to a smart USB
key. As illustrated by the Bob and Mary scenarith& privacy concern when producing
aggregated values to a data warehouse is a buissng too. This introduces a new and
difficult challenge, namely how to compute aggregatieries over a combination of private
and public data considering the limited hardwas®ueces of the smart USB key.

The main constraints are the litle RAM of the devand the read/write characteristics of
the NAND Flash which both entail a complete rethigkof the indexing model, operator’'s
algorithms and query execution techniques. It astails novel distributed processing
techniques on extremely unequal devices (standandpater and smart USB key). This
paper extends [4] by introducing special algorithtmsaccommodate the controlled data
warehousing scenario we have described above. Addkeoge here is more to perform these
data warehousing computations in reasonable tintenbu necessarily to fulfill OLTP
performance requirements. For these reasons, dipisrgntroduces a rather unusual way of
thinking about data warehouse architecture andigdlydesign as well as building upon the
techniques we used in the OLTP setting.

The paper is organized as follows. Section 2 slestdthe mode of operation to push
aggregations of a mix of private and public dataroexternal data warehouse. Then, given
the hardware constraints of the Secure USB kestates the problem addressed. Section 3
recalls from [4] the indexing model suggested fdro&DB and shows how to exploit it to
execute Select-Project-Join queries linking Visiljfmblic) and Hidden (private) data.
Section 4 tackles aggregate computation in dedaittion 5 illustrates the combination of all
operators in a query execution plan. Section 6 gmtssour experiments on aggregate
computation and section 7 concludes.

2 Problem statement

2.1 Data Placement: Visible on Untrusted; Hidden orugec

To clarify roles, we call the powerful but insecugeneral purpose storage and processing
environmentUntrusted and the USB kesecure To reflect our intended uses of the data at
hand, we call the public datésible and the sensitivelidden Hidden data are assumed to be
downloaded to Secure through a secure channel.

Specifying which data is Visible and which is Hiddeccurs at the schema definition
stage. All data is by default Visible. In the ceetdble statement, either entire tables or entire
columns may be declared Hidden. For example, imteeqt database, the patient primary
key, age and city may be Visible, but the patienisne and body mass index should be
Hidden. This is expressed simply as follows:

CREATE TABLE Patients (id int, name char(209pDEN, age int,

curhosp char(200IDDEN, city char(100),
bodymassindex floatiIDDEN)

The declaration of Hidden attributes in a tablalfeto a vertical partitioning of this table
between Untrusted and Secure with primary keysaaeld on both sides.

In practice, a large part of the database can IséMiwithout compromising sensitive
data. For example, a design guideline could bestdade as Hidden the foreign key attributes
of all tables as well as attributes whose combdmatiould be used to identify individuals
(i.e., quasi-identifiers) and let the rest of thblés and attributes remain Visible. The primary
technical problem addressed in this paper conagrasy processing.

Figure 1 illustrates the architecture and mode mération of GhostDB. Queries are
issued on the personal computer and transmittedvd®le to the Secure USB key. They are



expressed in SQL as usual. Depending on the guemortion of Visible data is then
requested by the PC (Visible data are assumed sidoed on remote server(s)) and enters
the Secure USB key. All executions involving Hiddkata or the combination of Hidden and
Visible data occur on the Secure USB key, includiggregate computation. Neither Hidden
data nor intermediate results ever leave that deiviche clear. Final authorized aggregated
data are delivered to a data warehouse for furtbage.

+—>
Damn ! | can see only
the query, visible, and l

aggregated data !? .
o9reg % Authorized

: results

Aggregative query

—— N
Visible Request for visible _ \
—_———
Datd | m——eee €= )
Visible Data /

Fig. 1 GhostDB architecture and mode of operation.

While this strategy induces the transmission obtemptially large portion of Visible data, it
guarantees that no Hidden data can be inferredblsgruing the transferred Visible data.
Indeed, that portion is determined only by theyj(spposed to be Visible). For example:

SELECT age, city, avg(bodymassindesgom PatientsvHERE age>18 and

CurrHosp = 'LariboisiéresrRoupP By age, city
would entail a query on Untrusted based on aged#laters a list of IDs to Secure. Secure
will intersect that list with the IDs generated rfrathe CurrHosp selection. Finally, the
aggregation calculus will take place on Secure.

2.2 Hardware constraints

Secure acquires its tamper resistance from a sebipeSecure chips appear today in a wide
variety of form factors ranging from smart cardsctips embedded in smart phones and
various forms of pluggable secure tokens [19]. Whait the form factor, secure chips share
several hardware commonalities. They are typicadjyipped with a 32 bit RISC processor
(clocked at about 50 MHz), memory modules compagfeROM, static RAM (tens of KB)
and a small quantity of internal stable storage sexlirity modules. Security factors imply
that the RAM must be small — the smaller the silictie, the most difficult it is to snoop or
tamper with processing. In this paper, we consaléorm factor combining a secure chip
with a large external Flash memory (Gigabyte sizeml)a USB key having a USB2.0 full
speeé communication throughput [28]. Figure 2 illustsatkis architecture.

Small RAM (e.g., tens of KB)

tamper-resistant R/W asymmetry
microcontroller (ratio 3..12)

Fig. 2 Secure Computing Environment is a smart USB key.

4 The USB2.0 full speed reaches 12Mb/s. USB2.0 Higed (up to 480 Mb/s) is envisioned for futurefptans
to cope with applications like on-the-fly vide@cryption [28].



2.3 Problem formulation

The hardware constraints of the secure USB kegfioam the security problem into a severe
performance problem. The first challenge is to suppomplex SQL queries (concentrating
here on Select-Project-Join-Group-By queries) iticeptable performance even for very
large databases. The second challenge is to mibkl¥iand Hidden computations without
information leaks. To handle these two problemsdtere to the following three design rules:

« Ensure that query processing techniques respetachéhat little RAM is available.

« Minimize the impact of irrelevant Visible data oecsire processing. Irrelevant Visible
data cannot be filtered before reaching Secureowttlievealing Hidden information.
These data must be filtered out very quickly toidwbowing down processing on Secure.

« Prefer reads to writes based on the Flash write/iegst ratio. In Flash, writes are
between 3 to 12 times slower than reads dependirteoportion of the page to be read
(full page vs. single word).

3 Computing selections and joins

We consider queries involving exact match and/ogeaselections followed by equi-joins
between key and foreign key attributes over a damlschema, organized as a tree (see
Figure 3?. We use the terrRoot tableto refer to the largest central table of a datalzamsk
Node tableto refer to all non-root tables connected to thet rable through direct or
transitive joins on keysThe Root table is denoted By and Node tables are denotedThy
with i#0, where the subscript represents the positiohetable in the schema, as pictured in
Figure 3. The notatiom, (resp.h,) denotes the'uiVisible (resp. Hidden) attribute of a table.
Finally, id refers to the surrogate attribute of a talded fk refers to a foreign key
referencing table TUsing this notation, the SPJ queries of intecastbe expressed as:

General form:

SELECT  {T;.id}

FROM {T}

WHERE {T;.tkj= T,.id} and {T;.v, 6 valug,} and
{Ti.h, B valug}

Example:

SELecTt  D.id, P.id, M.id Tree-structured Schema

FROM Measurements M,Doctors D, Patients P

WHERE M.pid = P.id and P.did = D.id /I foreign keye &lidden
and D.specialty = 'Psychiatrist’ I Visible
and P.bodymassindex > 25 /l Hidden

Fig. 3 Database schema and generic select-join-proje&epmueries.

3.1 The case for a fully indexed model

While selections can always be executed in lineae tn the size of a table, join performance
is highly sensitive to the respective size of ife@nds. Join algorithms can be split in two
classes depending on whether they exploit a prepated access structure (e.g., join index,

5 Considering nested queries, non-equijoins or mee-dtructured database schemas is left for futarks.
6 By convention, T.id refers to the surrogate attigbof a table T, iirefers to the instances of this attribute and ID
or IDs refers to the term tuple identifier(s).



bitmap index) or not. The main representativeshef latter class, also named “last resort”
algorithms [10], are nested block join, sort-mejogi@, simple hash join, Grace hash join,
hybrid hash join. An extensive performance evatuatf these algorithms can be found in
[16] and shows that their performance quickly detates when the smallest join argument
exceeds the size of RAM. In addition, most algonghproduce intermediate results, an
unfavorable situation in Flash where writes arenfare costly than reads. Join indices [37]
alleviate the problem. However, consecutive joiag,(0(T,) T, Ts) either incur
random accesses in the join indey4lor a sort of the(T) T, result on the IDs of J

a costly operation when little RAM is available andtes are expensive. Jive join and Slam
join have been proposed to optimize joins througin jndices [23] but both algorithms
require that the number of RAM pages is of the pafethe square root of the number of
pages of the smaller table. The size constraist disgualifies these algorithms for us.

More radical solutions have been devised for thteaDdarehouse (DW) context to deal
with Star queries involving very large Fact tab(esndreds of GB). DW systems usually
index the Fact table (i.e., root table for us) titaforeign keys to precompute the joins with
all Dimension tables (i.e., node table for us); addition, all Dimension attributes
participating in queries are indexed [22], [26]8]3This massive indexation scheme is well
adapted to the DW context where the performanampfplex queries is the main issue and
the update cost is not a concern.

Though GhostDB is a front-end to a DW system anesdoot support OLAP
computations directly, it shares the same querfopaance issue (but must deal with more
general queries than Star queries) and absencencEm for updates. In addition, the tiny
RAM at our disposal in GhostDB dictates a fully éxéd model. We present an indexing
data structure first and then we show how to usto itombine Untrusted and Secure
computations.

3.2 Subtree Key Table and Climbing Index

The primary requirement of the GhostDB indexing eldd to precompute all select and join
operations to minimize RAM usage. This leads to dieéinition of a new index structure
pictured in Figure 4 for the database schema afrEi§.

Multidimensional join indexes, as suggested inDié context for Star schemas [26], are
less RAM demanding than binary join indices [37hc& combinations of joins are
precomputed. To support any form of foreign keydob®in expression, we introduce a data
structure called the Subtree Key Table (SKT). Hoz toot table, each tuple of SkgT
concatenates the IDs of tuples from all desceniddntes, thus precomputing the join with all
of them. Similarly SK¥; is a multidimensional join index for tableg, T1; and T,.

Selection indexes could be implemented as traditi&*Trees. However, the processing of
an expression of the foroyguaiel i Towould incur: (1) a lookup in Thj index to get the
IDs of T, tuples satisfying the selection qualification th{&hfor each of these IDs, a lookup
in the To.fk; index to get the IDs ofgltuples satisfying the join expression. The firedult is
the union of all lists of IDs from globtained in step (2). Depending on the selectioftithe
selection, the number of lists participating in tinéon may be large, requiring multiple
passes and intermediate writes in a system wite RAM. An alternative solution may be to
use bitmaps in place of lists of IDs [26], [39] hi3 solution decreases the cost of union but
applies only to attributes on low cardinality donsiso lacks generality. Instead, we propose
an index that we call eimbing index A climbing index defined on an attribute contaifos
each entry, one sublist of IDs per ancestor tapléouthe root. For example, each entry of
any index on T, contains a sublist of IDs for the table, Tiself, a sublist for the ID of fand

a sublist for the ID of . Hence, the cost of cascading index lookups (indaxersal and



union of ID lists) is avoided. Combined togethefTS and climbing indexes allow selecting
tuples in any table, reaching any non-leaf nod&tébcluding the root table) in a single step
and projecting attributes from any other table sThenefit in terms of performance and RAM
usage comes at an extra cost in terms of stablegeto

Climbing Climbing Climbing Climbing Climbing
Index Index Index Index Index
on Ty,.hi on Ty,.hj on Ty.id on Ty.hl on T,.hk

W Y0 O NN

id

————
|
]
[
]
o

T2

Table T,
Table T,;

Table T,
Table T,

Table T,

Fig. 4 Subtree Key Table and Climbing Index.

3.3 Mixing Visible and Hidden computations

Because Untrusted is fast, we want Untrusted tasdmuch work as possible. Under the
assumption that foreign keys are Hidfetdntrusted is granted permission to: (1) compute
Visible predicates of a query Q (i.e., select egpeel on Visible attributes), (2) project the
result of this computation on any Visible columngdd3) send the result to Secure.

A naive strategy that prevents information leak lddae to ask Secure to perform all the
selections and joins on Hidden attributes and tdopm a final join with the result of the
Visible selections performed by Untrusted. The dragk to this strategy is to push the
Visible selections after Hidden joins and to do fihal join with a last resort algorithm. The
climbing property of the climbing indexes alonglwihe SKT provides a set of opportunities
to build a much better Query Execution Plan (QERjshing selections before joins and
performing all joins by index.

If, however, the selectivity of a Visible selectimrather low, traversing the indexes may
be a poor choice. An alternative is pushing sudkctiens after the Hidden joins by a
filtering mechanism. This alternative is effectif¢his filtering can be done in a single pass
over the result of the Hidden joins. To meet tlaguirement, we use Bloom filters. The
Bloom filter is a space-efficient probabilistic dastructure that is used to test whether an
element is a member of a set [8]. A bit vectorugtbn RAM and independent hash functions
are applied to each element of the set. The fals#ige rate can be kept very low (e.g., less
than 3%) if the size of the bit vector is at leBisimes the cardinality of the set. This property
makes Bloom filters well suited to RAM-constrainedvironments as discussed in more

7 This assumption could be relaxed to allow Untdisteperform joins on Visible attributes, thus nmakthe computation
easier and more efficient. We concentrate in tEepon the most difficult situation.



detail in section 3.4. When a Bloom filter is ugedfilter out tuples produced by Hidden
joins, false positives must be discarded at prigedime by an exact selection.

Query Execution Primitives

To help explain the variety of QEPs which can bedpced by combining climbing

indexes, subtree key tables, and Bloom filtersintreduce the following operators:

« Vis(Q, T,7) - {<idr, vi_value, vj_value ...} Secure gets from Untrusted the list of
IDs of Table T corresponding to tuples satisfyirig\asible predicates of query Q
along with attribute values for the attributesrinSuperscript indicates that the list
returned is sorted on the first attributerfid

. CI(I, P, 5 - {{id{}'}: looks up in the climbing index | and, for each gratisfying
predicate P, delivers the list of IDs referencihg table selected by Predicate P is
of the form (attributd® value) or (attributél{value}).

« Merge(n {Z'{id}’}) - {id{}’: performs the unions and intersections of a cobhecti
of sorted lists of IDs of the same table T trarmstat logical expression over T.

« SJoin({id}, SKT, 7§ — {<idy, idy;, idy; ... >}': performs a key semi-join between a
list of IDs of a table T and SkTtable and projects the result on the subset of{SKT
attributes selected by The result is sorted on4id

« BuildBF({id;}) — BF: builds a Bloom filter from a list of IDs.

+ ProbeBF(BF, {< id, idy, idy; ... >}) - {<idy, idy, idy ... >}: filters tuples from an
input set using a Bloom filter.

Let us first consider a simple query involving deston on one Visible and one Hidden
attribute of the same node table, as well as avjitimthe root table.

Q: SELECT Tp.id FROM T, T{WHERE T.fk;=T,.id and T..v,6value and T;.h,6value,

Let us denote by QEPthe part of a QEP dedicated to the execution letsens and joins.
The simplest QEP for query Q would be:

1. use the index onqlh, in order to get sorted lists offgdresulting fromoyevaiued T1),

2. get from Untrusted the list of jgdresult ofoyigvauedT1),

3. for each of these id, do a lookup on the;lid index to get a sorted list ofiidand

4. compute the intersection between, (1) the uniothefidy lists from step 1, and (2)
the union of the ig lists from step 3.

This plan executing selections first, it is callece-Filter QEP’ (see below). Pre-Filtering
suffers from the same drawbacks as cascading isd€ist, it incurs as many lookups on the
T1.id index as there are tuples resulting from thsiblé selection. Second, these repetitive
lookups may produce a large number of ID lists Whieed to be merged, a multi-pass/write-
intensive process on a tiny RAM. As mentioned eagyrlif the selectivity of the Visible
selection is low, a post-filtering approach thaslpes Visible selections after joins may
outperform pre-filtering. Post-Filtering works adléws (see below):

Pre-Filter QEP* Post-Filter QEF*
CI(Ty.hy, 0 value, To.id) - {L} BuildBF(Vis(Q, Ty, T.id))) - BF
CI(Tyid, O Vis(Q, T, Tuid), Toid) | CI(T1.hy, 8 value, Toid) — {L}
-{L} SJoin(Merge(l'L;), SKTrg, <To.id, Tp.id>) - F
Merge(('L) n (O'L;)) - result ProbeBF(BF, F')- result superset

As mentioned in Section 2.3, Visible data receibgdSecure may include a potentially
large portion of irrelevant data which cannot béefed without revealing Hidden
information. An important optimization of both Pkédtering and Post-Filtering is thus
obtained by filtering Visible as early as possibigersecting Visible data with the result of
Hidden selections, possibly using the climbing mdReducing Visible data cardinality



benefits Pre-Filter plans by decreasing the nundfeaccesses to the climbing index,
simplifying also the subsequent Merge phase. Fat-Pilter plans, it reduces the Bloom
filter size resulting in less RAM consumption amrdietter filtering efficiency. We call the
resulting strategies Cross-filtering.

Cross-Pre-filter QEP* Cross-Post-filter QEP*

CI(T1.hy, 6 value, Tiid) — {L} CI(T1.hy, 6 value, To.id) — {L}

Merge(('L)n Vis(Q, T, Trid)) - L BuildBF(Merge((0'L)nVis(Q, T1, T1.id))) - BF

CI(Ty.id, O L, Toid) - {L}} Cl (Ty.hy, 6 value, To.id) - {L}}

Merge(JjL;) - result SJoin(Merng]ij), SKTyg, <To.id, Tp.id>) - F
ProbeBF(BF, F')- result superset

3.4 Computing projections

The complexity of the projection operation comesnfr distinctive features of our
architecture: (1) the set of Visible attribute edisent by Untrusted may contain many values
that ultimately will not appear in the result, e projection operation must discard false
positives generated by a Post-Filtering strategihénresult of QE®Q) and (3) the RAM is
still a scarce resource.
To adapt to these features, the Project algorithm:
1. does the projection on a table-by-table basisdoce RAM consumption,
2. avoids accesses to irrelevant attribute vadeas by Untrusted thanks to an approximate
filtering based on Bloom filters,
3. postpones the integration of all attribute ealun the result tuples until the end of
processing, thereby saving RAM and then iterates the result of QERQ),
4. minimizes the cost of discarding false posgtive
The Project algorithm is detailed in [4] so we wilit discuss it more deeply in this paper.

4 Computing Aggregates

The most natural way to compute aggregates isrfonpe the aggregation on Secure after the
projection. This solution, called hereafter Posgfggation, has the advantage of working for
all kinds of aggregative queries. Optimizationshig strategy are discussed in Section 4.2.

4.1 Project then aggregate on Secure

As mentioned above, the main difficulty in compgtithe aggregation is the littte RAM
available. However, two remarks merit attentionrsfrithe last step of the projection
algorithm may consume a small portion of the ad@aRAM since all inputs are sorted on
idto or equivalently on position. Thus, we considert ttiee result of the projection is
delivered in pipeline fashion so that the largeatt pf the RAM is available for the
aggregation. Second, the aggregation can be dopipétine if, for each group appearing in
the projection result, we can keep in RAM the gingpattribute(s) and one (or two)
variable(s) to compute each aggregate (e.g.,af@ sum and count are kept). In this
optimistic case, the aggregation cost is negligéitee it does not incur any additional read
or write operation in Flash memory. The algorittenstraightforward: for each incoming
tuple, project the grouping attribute(s), if the@dated group is already in RAM, update the
aggregate value(s), or initialize a new group inMRétherwise.
When the computation cannot be done in a single &# groups do not fit in RAM

together), different algorithms can be devised tasethree design choices. We first discuss
these design choices and then present strategigsiriag them differently. In the sequel, we



identify the input flow of the Aggregate operatathwthe output of the projection, that is the
result of a query plan QERQ).

RAM usageA first strategy is to use as much RAM as possibleompute the largest
number of aggregated groups at each step. Wehémbtrategy optimistic because it is based
on the assumption that the number of steps willéry small. At the opposite extreme, a
pessimistic strategy will dedicate the availableNR£o reorganize the data produced by the
project operator in a first step in order to edse following aggregation steps. Hybrid
strategies are possible by partitioning the RAMwD separate areas serving respectively the
aggregation and the reorganization purposes.

Group computation orderThe second design dimension concerns the criterisetect
the groups that should be aggregated first at stagh The choices are: (1) FIFO: producing
first the groups encountered first in the inputwila2) Opportunistic: producing first the
groups having the highest tuple cardinality, witle bjective to minimize the number of
unprocessed tuples and (3) Ordered: producing grau predefined order (e.g., sorted),
skipping those which do not belong to the rangentdrest for the current iteration, thus
allowing to identify unprocessed tuples with norate overhead.

Unprocessed tuplesivhen the computation cannot be done in one piptlstep, the
guestion of the management of unprocessed tupkes tfiples corresponding to groups not
computed at the current step) arises. Five stredetin be considered: (1) Materialize: write
unprocessed tuples back in Flash and consider thestep i+1, (2) PartialAgg : perform
partial aggregation before writing these tupleskbir Flash thus minimizing writes and
further reads, (3) Reorg: hash or sort these tupkfsre writing them back in Flash to
contribute to the aforementioned reorganizationppse, (4) Mark: ignore unprocessed
tuples at step i and use a bit vector to mark thethe input flow for consideration at step
i+1, this saves writes (only when the bit vectosnisaller than the tuples not processed yet) at
the expense of extra reads since each step scansothplete input flow, and (5) Skip :
ignore unprocessed tuples at step i and rely omoapgcomputation Ordered strategy to
identify which tuples are of interest in the infilaw at each iteration. Since Mark and Skip
iterate on the input flow, they will have to pagtprice of materializing it at the first step if
QEPMQ) is produced in pipeline.

Based on these considerations, several post-aggnegggorithms can be considered.
They are summarized in Figure 5 and detailed below.

A

RAM usage = Optimistic Pessimistic
(Reorg)
Computation order — FIFO Opportunistic Ordered
Unprocessed tuples 1 | Materialize Mark Materialize Skip Sort  Hash

PartialAgg PartialAgg PartialAgg

Algorithm name (section 6) FIFO BVL Frequency Ordered Hash

Fig. 5 Post-aggregation algorithms

Optimistic strategies are expected to outperfornssipeistic ones, for input flows
containing a small number of groups with respecth® size of the RAM dedicated to
produce the aggregated results, because they lsaveitial reorganization cost. Thus, such

8 This cannot be done in step 1 since the input fomot materialized.



strategies, by nature, lead to minimize the RAMickted to store unprocessed tuples (in our
settings, a RAM buffer having the size of a singllash page is allocated), and as a
consequence drastically reduce the probability, &nerefore the benefit, of partial
aggregation (PartialAgQ).

The simplest optimistic algorithm, callédFO hereafter, is a combination of optimistic
RAM usage, FIFO computation order and materiakzat{with partial aggregation) of
unprocessed tuples. Tuples that cannot be condidaeréhe first iteration are stored in a
Flash buffer OF The last n groups stored in RAM which fit in @t page size space are
written in Flash (in the buffer QF and this RAM space is freed. At the end of thstfi
iteration (when all the input flow was read), th&M is freed and tuples from QFare
processed in a second iteration using the entirtRgotentially overflowing in OF..OF,.
Thus, the grouping values are computed in the owdare they appear in the input flow
(First-In-First-Out). The main advantage of thigalthm is its simplicity.

The algorithm namedVL for Bit Vector Levelingis a variation of FIFO where the
Materialize strategy for unprocessed tuples isaegd by the Mark strategy. When the RAM
is going to overflow (a RAM buffer of the size of@ Flash page is kept available) a bit
vector is allocated in this remaining RAM space aisgéd to mark the next input flow's
tuples. When the RAM space allocated for the bitmeis full, it is flushed in a Flash page
and freed to contain the next segment of the hitore At the next iteration, the bit vector is
read when processing the input flow. It is helgfulknow for each tuple if it was already
processed or not. Since the groups are processad-iRO order, the size of the bit vector
decreases at each iteration, explaining the nantieecdlgorithm. Indeed, there is no need to
build a bit vector for all tuples considered beftire first RAM overflow. Note that a page of
Flash can contain a mix of marked and unmarkedsugihe price to pay to consider marked
tuples at the next iteration is the hardware aosead the page from the Flash module to the
Flash driver register plus the cost to transferrédevant tuples to the RAM but the transfer
cost of irrelevant tuples is saved (as shown itiGe®, the gain is important).

The algorithm name&requencytakes advantage of biased data distributions dagss
most populated groups in priority, hence decreasiaghumber of unprocessed tuples at each
iteration quicker than if the groups were processeal FIFO order. The goal behind this is to
reduce the number of tuples to write (and obviotiséynumber of tuples to read in the next
iteration). Large groups are dynamically identifl@dincrementing counters (the counter is a
meta-data associated to each group) while doingdigeegation. When RAM overflows, the
groups it contains are sorted according to theintars and the page containing groups with
the smallest counters is written to Flash. The meim@ groups are kept in RAM and are
totally computed at this iteration. The next tupdéshe input flow that do not belong to these
elected groups are written to Flash (a RAM bufééze of a Flash page, is dedicated to the
tuples to flush). All iterations are similar.

The objective of thé@rderedalgorithm is to perform the complete aggregatiothwio
write in Flash (except the initial input flow madization, if required) and with the whole
RAM for computing the aggregates. The idea is tepkan RAM at iteration i the smallest
grouping values strictly greater than the last piagl value processed at iteration i-1, in the
spirit of [6]. When the RAM overflows, only the shest grouping values, which are greater
than the last grouping value processed at theigaral, are kept in RAM and processed. Thus,
the groups are processed in an ascending order.

Pessimistic strategies are best adapted to inpuwsftontaining a large number of groups
since they reduce the number of iterations dramiditicin a first iteration, the input flow is
pre-aggregated in RAM and organized by hashingoding when written back to Flash. In
our context where there is no motivation to prodac®rted result (when an order by clause
exists in the query, it can be managed by Untrustitidout information leak), the hashing



strategy provides better performance (obvioushshhrg is less expensive than sorting).
Hence we focus ohRlashalgorithm in the sequel and in the experimentdeNbat writes to
Flash occur on a page basis, meaning that when R¥dfflows, a single page of the most
populated hash bucket (the overflowing bucket)listfed. Flushing hash buckets lazily
allows maximizing the number of pre-aggregationisti#e tuples corresponding to the same
grouping value are located in the same hash buEketthis reason, each hash bucket is then
processed separately. Thus, the number of Flaskspegad is smaller than it is in the
optimistic strategies. Each hash bucket can, hdlgefbe processed in a single step
(otherwise, it is recursively rehashed by usingtl@ohash function).

Other combinations of strategies can be envisioRed.instance, an opportunistic group
computation order could be combined with a pessicnBAM usage to support biased
distribution with a large number of tuples and grauTo this end, the available RAM needs to
be partitioned between aggregate computation &fgel groups) and tuple pre-aggregation and
hashing (for smaller groups), thus saving writed @rocessing most tuples in the first iteration.
Section 6 compares these different strategiesdghraiperformance analysis.

4.2 Grouping and Aggregating on Visible

Post-Aggregation strategies rely on Secure to ftrengroups and compute the aggregates.
This section suggests better-performing alternatiemabling a better participation of
Untrusted in the processing.

4.2.1 Grouping on Visible

Depending on the query, the grouping operation beagelegated to Untrusted according to
the following principle. Untrusted executes the iMis part of the query and produces
distinct grouping values, each associated with listeof identifiers of all Visible tuples
belonging to this group. This partial result istsenSecure which joins it with the result of
QEPQ) on the tuple identifiers. For each matchindeythe aggregate variable associated to
the corresponding grouping value is updated. Timelifons to make this possible are: (1) that
the grouping attributes are Visible and (2) thatittentifiers used to perform the join appear as
attributes which are both Visible and Hidden.

Let us illustrate this strategy on the databadermsa presented in Figure 3 with a query
computing an aggregation on attributgafy Group by a pair of Visible attributes,Jatt
and Tp,.atb. Untrusted produces all grouping pairs {gdtt, Ti».atb>) along with the list of
identifiers <{T,..id}, {T 1..id}> of T4, and T, tuples satisfying all Visible predicates and
belonging to this group. Secure builds a RAM suteBuf = {<T,.att, Tis.ath, {T11.id},

{T 1».id}, aggregate variableg} to accommodate this partial result and joins iithw
QEPHQ) on the following criteria: QEHQ).Tv.id O {T1.id} and QEPIQ).Tyid O
{T12.id}. The value of the attribute to be aggreghis obtained as in the projection algorithm.

The idea of this algorithm is attractive sinceetatjates the grouping phase to Untrusted,
as well as the projection of all attributes of #Beoup by clause. However, three main
problems must be solved. First, the Visible flowyn@ntain many useless tuples since
Hidden predicates cannot be evaluated by Untrudtefdreign key attributes are hidden,
even join predicates cannot be evaluated by Urstiuso that a cartesian product must be
performed to produce all possible pairs;gatt, Tio.atb>. To limit this problem, a bloom
filter strategy similar to the one introduced irctdgn 3 can be used to filter out all irrelevant
values sent by Untrusted and which cannot belon@QE6*{Q). Second, the RAM may not
accommodate the whole structiBef, in particular when several attributes are invdlive
the group by clause. In this case, several itaratére necessary. Different strategies can be
devised to manage these iterations in the spirisemftion 4.1 but with the difference that



grouping values comes from Untrusted. Third, fafs#sitives may be present, either
produced during the filtering step described abmviey a post-filtering QERQ) plan. In the
former case, false positives are automatically redaduring the join operation. In the latter
case however, post-filtering must be replaced byemact post filtering for any Visible
selection on an attribute which do not particigatthe projection.

4.2.2 Aggregating on Visible

In addition to grouping, aggregate computationshin@so be performed on Untrusted in
certain situations. The basic principle is as folo As suggested above, Untrusted executes
the Visible part of the query, produces distinauging values, each associated with the list
of identifiers of all Visible tuples belonging this group. In addition, Untrusted computes its
own perception of the aggregate value for eachgrbased on the selected tuples. This
partial result is sent to Secure which joins ithwthe result of QERQ) on the tuple
identifiers. The additional work for Secure is temtify Visible tuples which do not match
Hidden predicates and decrement accordingly theeggte value computed by Untrusted (i.e.,
substract the tuple contribution to this value)e Tonditions to make this possible are: (1) that
the attributes involved in the Group by and theregate clauses are all Visible, (2) that
aggregate functions are cumulative (this is thee das standard SQL aggregate functions),
(3) that the identifiers (primary and foreign kegé)all tables in the path from the Group by
clause to the aggregate clause (in the databasenaftappear as attributes which are both
visible and hidden.

To illustrate this principle, let us come back e xample of Section 4.1 and consider
that a Hidden selection applies e.g., qpdnd T,. The contribution of tuples from these two
tables selected by Untrusted according to Visibledjzates, but eliminated by Secure
according to Hidden predicates, must be identified withdrawn from the corresponding
aggregate value computed by Untrusted. To allog; flor each result of the form wTatt,
Ti.ath, global_agg > computed by Untrusted, partial aggte values corresponding to sub-
groups are also computed. The resulting flow sgnt/btrusted to Secure is actually of the
form {< Tyq.aty, Tpath, global_agg, {T.id}, {T 1.id, partial agg, {T..id,
partial_agg}}> |}. This structure identifies the contribution ofabatuple sent by Untrusted
to the aggregation, whatever its position in thim jpath. For instance, if tuplélT,, is
disqualified by Secure, its own contribution pllistlose of T, tuples joining with t can be
withdrawn easily (by computing global_agg — partilg,). If tuple t'00T; is disqualified by
Secure, only its own contribution is withdrawn.

Note that delegation to Untrusted of the groupiggfagate computations may also be
envisioned in the case of a query involving Hiddew Visible attributes in a same group by
clause. The solution is a direct extension of teaipresented above but is not detailed here
for the sake of conciseness.

5 Query Execution Plan

Figure 6 presents the global QEP for an abstraetryginvolving selections, joins,
projections and aggregation over Visible and Hiddd#ributes. Circles represent operators
and edges show the composition of operators witiotations indicating the content and
ordering of their input and output operands. Supposed boxes mean that similar subtrees
can be repeated in the QEP if several predicatedifterent attributes) appear in the query.
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Fig. 6 Abstract Query Execution Plan for select-projeitHgroup-by queries on Visible and Hidden attrésut

The gray area on the left symbolizes Untrusted.dramity, the figure shows a single table in
Untrusted participating in selections on Visibléribtites following either a pre-filtering
strategy (bottom of the QEP) or a post-filteringattgy (middle of the QEP). The subtrees
drawn in dashed lines illustrate a potential crfiitering optimization for both strategies.
The upper part of the figure highlights the patacumanagement of projection over Visible
and Hidden attributes of the root table. The QER baen drawn considering Post-
aggregation algorithms symbolized by the Group Bye@tor, just after the operators
achieving the projection. Materialization steps ao¢ represented because they depend on
the ratio between the size of the intermediatelt®smd the RAM allocated to the execution
of each operator instance. For instance, and awilveonsider in the experiments, when
dealing with a large number of tuples, the RAM nteey saturated during projection, thus
leading to materialize the result of the upper jmirerator on the figure.



6 Experiments

Extensive experiments on both synthetic and retd dats have been conducted on select
project-join-query (SPJ) and are presented inlfthis section, we focus on the evaluation
of aggregate computation since this is the mositatiaspect in the targeted data warehouse
context. We first describe the experimental platfothe data parameters and the algorithms.
We then study the impact of several parameterb®maggregation cost.

6.1 Experimental platform

Our industrial partner Gemalto has announced tteladbility of the first commercial
smart USB keys by the end of 2008. These devickhaie hardware characteristics close
to the one presented in section 2.2, with 64KB AVRand 256MB of external Flash (with a
rapid growth of the Flash capacity forecast). Gémptovided us with a software simulator
for this device. Our prototype has been developedCion top of this simulator. This
simulator is not cycle-accurate so that performanwsasures in absolute time are not
significant. However, this simulator is /0 acceratneaning that it delivers the exact number
of pages read and written in Flash. This includkesitO performed by the Flash Translation
Layer which manages wear leveling, garbage cotlacéind translation of logical addresses
to physical. The simulator delivers also the exagnber of bytes transferred between the
RAM and the Flash Data Register. The time to readp( write) k bytes in Flash and load
them in RAM is composed of the time to load thegigm the Flash to the Data Register in
the Flash module (25us) and the time to transferktivytes from the Data Register to the
RAM (kx50ns). This means that reading a page duosiseen 25us and 125us depending on
the portion actually loaded in RAM. Therefore, tla¢io between a read and a page write in
Flash roughly vary from 2.5 to 12. Other parameseespresented in Table 1.

Parameters Values
Size of an ID (bytes) 4
Size of a page in Flash (bytes) 2048
RAM size (KB) 64
Time to read a page in Flash (us) 25
Time to write a page in Flash (us) 200
Time to transfer a byte between Data Register aild hs) 50

Table 1 Main performance parameters of USB keys.

6.2 Size of the index structures

Figure 7 shows the storage cost of the SKT plusn@&xes corresponding to the database
schema introduced in figure 3 (the attributes hassame default size 10 bytes).

To [10 Mtuples]: (id, fk, fko, vi¥, v,", ..., b, b, L)

T, [1 Mtuples]:  (id, iy, fkap, ViV, VoY, ., b R )

T, [1 Mtuples]:  (id, v¥, v, ..., h", R, L)

T.1[100 Ktuples]: (id, v/, v, ..., h", R, L)

T1,[100 Ktuples]: (id, v/, v,’, ..., i, ', )
The x-axis is the number of indexed Hidden attelsuper table (in addition to primary and
foreign keys), assuming for simplicity that all led have the same number of indexed
attributes. DBSize represents the total size o¥/alible and Hidden raw data populating the
database without indexes. The other curves reprelkerstorage overhead incurred by the



index on Hidden data. Fullindex is the index stueetpresented in this paper where each
non-leaf node of the database schema holds a SKiTeanh attribute is indexed by a
climbing index referencing all ancestor tables. iBlaslex reduces the size of this index
structure by considering only a single SKT (for tbhet table) as well as climbing indexes
referencing the root table directly. The small eliéfince between these two curves
demonstrates that the extra price to pay to befrefih a complete indexation structure is
low, the storage cost being dominated by $Kand the lists of ig in all climbing indexes.
Starlndex is in turn a reduction of the Basiclnddiere selection indexes are traditional (i.e.,
contain lists of ID of the indexed table only) botlude the SKT of the Root table to
precompute Star joins. The large difference betwRasicindex and Starlndex shows that
climbing indexes incur a significant overhead.

Fullindex BasicIndex

1400 ————Starindex ------- Joinindex
- -DBSize

1200 +

1000 -

800 -
600 -

Size (MB)

400 -

200 -

0 1 2 3 4 5
Number of hidden attributes per table

Fig.7 Storage cost of different indexing schemes.

6.3 Data and algorithms

We decided to focus on the performance of the agdgien part of queries, independently of
the SPJ part already detailed in [4]. The advaniage make easy the modification of the
characteristics of the input of the aggregationrafme. The results are also more general and
understandable since they are independent of tke ok the query. To simplify the
discussion, we assumed that the result of the 8Bd/ds stored on Flash but, actually, the
aggregation could be computed in pipeline rightratthe projection.

We measured the algorithms described in Section ¥el, optimistic ones (FIFO,
Frequency, Bit Vector Leveling (BVL), Ordered), pmsistic ones (Hash) and hybrids
(Frequency combined with Hash).

Since the group by algorithms evaluated in the empmtations section are computed
after the select, project and join operations tinaber of attributes in a raw data tuple, their
size and their status (visible or hidden) have mpdct on the execution time which was
evaluated in the experimentations section. The pahameters required to know if the RAM
buffer(s) will overflow is the size of each resuiple and the number of distinct groups in the
flow.

The average size of the result tuples is fixed Qdo$tes. We varied alternatively three
characteristics of the input data: the number sfintit groups, the distribution of the tuples
on these groups and the total number of tuplegdoegate. To generate the data, we used the
data generator from Jim Gray [16] that we sliglatiapt to ensure that we have at least one
tuple in each group even with highly biased distiitns. Table 2 illustrates the
characteristics of the data.



Experimental parameters Section 6.4 Section 6.5 Section 6.6
Number of aggregated tuples (n) 1 Million 5 Million [1M to 7M]
Number of distinct group values (N) [1 — 50 000] 5000 5000
Distribution of tuples in group Uniform | [Uniform, Normal, Zipf] Uniform

Table 2 Experimental parameters.
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Fig. 8 Cost of post-aggregation algorithms, varying theher of distinct groups

6.4 Impact of the number of distinct groups' values

Figure 8 shows the impact of the increasing nundfetistinct groups' on the cost of each
algorithm (with a zoom on the left for values bel8@00). In our experimental setting, the
small RAM can accommodate up to 1000 aggregatedtses hus, when the number of
distinct group is less than 1000, all the algorigtpnoduce the result in a single iteration with
an identical cost (i.e., the cost of reading adl ittiput tuples from Flash).

With a larger number of groups, the optimistic aigons (FIFO, BVL, Ordered and
Frequency) process 1000 groups at each iteratiogy Te-read, at least, at each iteration, at
least the unprocessed tuples, thus explainingdbeplerformance when N is large.

FIFO and Frequency achieve the same performan@beche distribution of the tuples
in the group is uniform and because the Frequerneyhead (maintaining one counter) is
imperceptible. Ordered achieves better performahae FIFO and Frequency because it
avoids writing unprocessed tuples (but incurs exlieg the whole input tuples at each
iterationy. Finally, Bit Vector Leveling algorithm is the Hesptimistic algorithm because it
uses a bit vector to materialize the unprocessgl@dtinstead of writing them on Flash thus
saving writes and further reads. Moreover, eveBVL reads almost the same number of
pages as Ordered, it saves a lot of data tranisfee & only retrieves useful tuples thanks to
the bit vector.

When the number of groups is high, pessimistic laytatid algorithms (Hash and Freq-
Hash) are much better than the optimistic onesdddthey reduce the number of iterations
by hashing the input in several buckets and agtgegach bucket separately. BVL
outperforms Hash and Freg-Hash below approxima@&Q0 distinct groups because the
write overhead (for partitioning) is higher thae ttead overhead (for re-reading unprocessed
tuples). Note that, as expected, Freq-Hash doedmag any significant advantage with
uniform distributions.

° Note however that pipelined execution after thajgmtion operator is not possible with Ordered and
BVL (since they must be re-read).



To conclude this first series, optimistic algorithmith (almost) no writes (or almost no
writes) like Ordered and Bit Vector Leveling haveod performances when the number of
groups' values is not very important (<6500). Othiee, pessimistic algorithms are much
better because they reduce drastically the numbgerations (in our setting, one iteration
for partitioning and one for aggregating each bticke

6.5 Impact of data distribution
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Fig. 8 Impact of the tuples distribution on groups

Figure 8 shows the cost of each algorithm with amif, normal and Zipf distribution. With
our setting, theNormal distribution led to concentrate 50% of the tupilesl0% of the
groups. For th&ipf distribution, 5% of the groups have 95% of theraggted tuples.

The figure clearly exhibits that the cost of pogtp@egation algorithms is strongly linked
with the distribution of tuples in the groups. Ndtet since the Ordered algorithm reads all
the tuples at each iteration, it is not impactedthg data distribution. For the other
algorithms, the high frequency of few groups (Nodrauad Zipf) allow aggregating a lot of
tuples at a time either during aggregation (optimisligorithms) or during partitioning
(pessimistic algorithms) thus saving rewrites (FIFFPeq, Hash and Freqg-Hash) or rereads
(BVL).

One could expect a more evident advantage betwesnahd FIFO algorithms, since the
former makes use of statistics on the data digidbuto choose the first groups to be
computed. Actually, the arrival order of the tupfelows a uniform law (or Zipf law),
leading to compute frequent groups even withoutngryto detect them. Indeed, the
probability of frequent groups to appear very easlyery high (precisely because they
contain many tuples).

The Freg-Hash algorithm may bring significant adages compared to its Hash
counterpart, especially for reasonably biased idigions (e.g. theNormal distribution). At
RAM overflow, important write savings may be obtn since the Freg-Hash algorithm
keeps groups having a high frequency and writeshAteges filled with groups having a low
frequency (for the normal distribution in FigureReg-Hash saves 50% of writes compared
with Hash). In more extreme cases of uniform amy éased distributions (see Uniform and
Zipf), Freqg-Hash and Hash have similar behavioisc&the overhead of frequency-based
algorithms is low, a good approach is thus intémggb use this algorithm for its robustness.

6.6 Impact of the number of aggregated tuples

Finally, we checked the scalability of the post+aggtion algorithms varying the number of
tuples to aggregate (from 1 to 7 million of tupleghile keeping the number of groups



constant (5000) and considering a uniform distidrubf tuples to groups. We verified that
the cost of each algorithm basically increasesaliye Indeed, the number of tuples has a
linear impact on the initial cost of reading (opeétive reads for Ordered), on possible
writes (bit vectors, unprocessed tuples, or haskdts) and on subsequent reads. We did not
include the figure for space consideration.

7 Conclusion

A principal function of data warehouses is to sumipea detailed data into various
aggregates. Such summaries frequently are derivigdt@ detailed data, even though the
summary itself can be delivered to the publicrdfditional computing infrastructures could
be trusted, we could rely on existing databaseessrio host private sensitive data and
produce the requested aggregations. Unfortunatiedditional security procedures on
traditional infrastructures do not offer any tectatly solid privacy guarantees.

Trusted devices like smart USB keys allow new mdarenforce data privacy, but they
are very slow. This paper therefore introduces § whdesigning data warehouse and
physical design architectures using the secure W8P as the cornerstone for privacy
preservation.

The contributions of this paper are the followiliy:we proposed and classified general
aggregation algorithms enabling the efficient cotapan of any aggregate within the
constrained hardware constraints of the GhostDBtaru device; (i) we presented special
case optimization strategies, suitable for parsicwisible/hidden data partitions, based on
delegating the grouping and/or the aggregation worthe Visible database server; (iii) we
performed experiments illustrating the behavior tbése aggregation algorithms under
varying data distributions, cardinalities of graugpivalues and base tuples.

While the algorithms were evaluated and presentguhrately, smart combinations,
possibly including cost-based optimizations basediynamically computed statistics (e.g.,
by the projection operator) may achieve the besgiopeances and robustness. That is the
direction of our future work. In the long term, wkan to work on the definition of database
design tools to help select the hidden part of ke and the possibility of distributed
design across a variety of smart USB key platforms.

8 References

[1] Adam, N.R, Wortmann, J.C., Security-Control Methdds Statistical Databases: A Comparative Study.
ACM Comput. Survey, Vol. 21(4Pages515-556, 1989.

[2] Agrawal, R., Kiernan, J., Srikant, R., Xu, Y., Hoggpatic Databasehe International Conference on Very
Large Databases: Pagd#13-154 2002

[3] Agrawal, R., Srikant, R., Privacy-Preserving Dataidg. ACM International Conference on Management of
Data (SIGMOD): Pages 439-450, 2000

[4] Anciaux, N., Benzine, M., Bouganim, L., Pucheral, $hasha, D., GhostDB: Querying Visible and Hidden
data without leaksACM International Conference on Management of DE@#GMOD): Pages 677-688,
2007.

[5] N. Anciaux, L. Bouganim, H. van Heerde, P. PuchePaM.G. Apers, Data Degradation : Making Private
Data Less Sensitive Over TimACM Conference on Information and Knowledge Manager(CIKM),
2008

[6] Anciaux, N., Bouganim, L., Pucheral, P., Memory Riegments for Query Execution in Highly Constrained
Devices ,The International conference on Very Large Datad3a@/LDB): Pages 694-708003.

[7] BBC News, Bank customer data sold on eBay, Augbis2@08,
http://news.bbc.co.uk/2/hi/uk_news/7581540.stm



[8] Bloom, B., Space/time tradeoffs in hash coding veilowable errorsCommunications of the AGM.3(7):
Pages 422-426July 1970.

[9] Bolchini, C., Salice, F., Schreiber, F., Tanca, Logical and Physical Design Issues for Smart Card
DatabasesACM Transactions on Information Systems (TOPages 254-2852003.

[10] Bratbergsengen, B., Hashing Methods and Relatidiggbra OperatorsThe International Conference on
Very Large Databases (VLDBYages 323-3331984.

[11] Computer Security Institute, CSI/FBI Computer Criam&l Security Survey, http://www.gocsi.com, 2006.

[12] Computer World. NASA sites hacked. Dec. 2003.
http://www.computerworld.com/securitytopics/secydybercrime/story/0,10801,88348,00.html

[13] Damiani, E., De Capitani Vimercati, S., Jajodia, Faraboschi, S., Samarati, P., Balancing Confidligyt
and Efficiency in Untrusted Relational DBM$SCM Conference on Computer and Communications 8gcur
(CCS) Pages 93-1022003.

[14] Desai, S., Netravali, A., Thompson, M., Carbon fibeas a novel material for high-performance
microelectromechanical systems (MEM$)urnal of Micromechanics and Microengineerid@, 7, (2006)

[15] European Directive 95/46/EC, Protection of indiatiuwith regard the processing of personal daficial
Journal L 281 1995.

[16] Gray, J., Barkhatov, A., DBGen Synthetic Data Gatver for SQL Tables and Text files on Windows
Platforms, 1999. http://research.microsoft.com/y{&tagen/

[17] Haas, L.M., Carey, M.J., Livny, M., Shukla, A., SEEg the truth about ad hoc join cosfEhe VLDB
Journal, volume 6, number 3, Pages 241,28807.

[18] Hacigumus, H., lyer, B., Li C., Mehrotra, S., Extieg SQL over Encrypted Data in the Database-Setvic
Provider Model ACM International Conference on Management of i&&MOD) Pages 216-2272002.

[19] Henderson, N. J., White, N. M., Hartel, P. H., i®uat Enrolment and Verification Requirments for the
Pressure Sequence Smart Card Biomefiie International Conference on Research in Smartl§ 2001.

[20] Hillyard, D., Gauen, M. Issues around the protecta revelation of personal information. Knowledge,
Technology, and Policy, 20, 2, July 2007.

[21] IBM corporation, IBM Data Encryption for IMS and DB Databases v. 1.1, http://www-
306.ibm.com/software/data/db2imstools/html/ibmdatagp.html, 2003.

[22] Lane, P., Oracle9i Data Warehousing Guide, Rel&#d8¢0.1). Oracle Corporation, 2001.

[23] Li, Z., Ross, K.A. Fast joins using join indice$he VLDB Journal, Vol 8, n°1, Pages 1-24ril 1999.

[24] Machanavajjhala, A., Kifer, D., Gehrke, J., Venkithramaniam, M., L-Diversity: Privacy beyond K-
Anonymity. International Conference on Data Engineering (ICDE)06.

[25] Mitzenmacher, M., Compressed Bloom Filtek&M PODC:Pages 144-1502001.

[26] O'Neil, P., Graefe, G., Multi-Table Joins ThroughrBapped Join Indice§SIGMOD Recorgd1995.

[27] Oracle Corporation. Oracle Database, Advanced 8gadministrator's Guide, 10g Release 2 (10.2)afe
documentation B14268-02, 2005

[28] Praca, D., Next Generation Smart Card: New Fegties Architecture and System Integratideliverable
of the Inspired IST projec2005.

[29] Privacy Protection Study Commission, Personal Byivia an Information Societychapter 15: The Citizen
As Participant in Research and Statistical StudReport transmitted to President Jimmy Carterun 12,
1977.

[30] Pucheral, P., Bouganim, L., Valduriez, P., Bobingay PicoDBMS: Scaling down Database Techniques fo
the Smart cardyery Large Data Bases Journal 10(2-Bages 120-132001.

[31] sullivan, B., Privacy under attack, but does anyboate?MSNBC article Oct. 17, 2006.

[32] sweeney, L., k-anonymity: a model for protecting/@cy. International Journal on Uncertainty, Fuzziness
and Knowledge-based Systerh8(5):Pages 557-5712002.

[33] The Financial Times. Chinese military hacked inémtagon. Sept. 2007.
http://www.ft.com/cms/s/0/9dba9ba2-5a3b-11dc-9b0aar79fd2ac.htmi

[34] The Privacy Act, 5 U.S.C. § 552a, 1974. http://wusdoj.gov/04foia/ privstat.htm.

[35] The Washington Post. Consultant Breached FBI's @teng. July 2007. http://www.washingtonpost.com/wp-
dyn/content/ article/2006/07/05/AR200607050148tpfl

[36] UK government loses personal data on 25 millicizeits.
http://www.edri.org/edrigram/number5.22/personabdast-uk.

[37] valduriez, P., Join Indice®,CM TODS, Vol. 12, No. 2, Pages 218-23@ne 1987.

[38] Vingralek, R., Gnatdb: A small-footprint, securdatsmse systenipternational Conference on Very Large
Databases (VLDB)Pages 884-8932002.

[39] Weininger, A., Efficient execution of joins in asschemaACM International Conference on Management
of Data (SIGMOD)Pages 542-54%002.



