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Learning Bayesian Tracking for Motion
Estimation?

Michael Felsberg and Fredrik Larsson

Computer Vision Laboratory, Linköping University, S-58183 Linköping, Sweden

Abstract. A common computer vision problem is to track a physical
object through an image sequence. In general, the observations that are
made in a single image determine the actual state only partially and
information from several views has to be merged. A principled and well-
established way of fusing information is the Bayesian framework. In this
paper, we propose a novel way of doing Bayesian tracking called channel-
based tracking. The method is related to grid-based tracking methods,
but differs in two aspects: The applied sampling functions, i.e., the bins,
are smooth and overlapping and the system and measurement models are
learned from a training set. The results from the channel-based tracker
are compared to state-of-the-art tracking methods based on particle fil-
ters, using a standard dataset from the literature. A simple computer
vision experiment is shown to illustrate possible applications.

1 Introduction

Due to the projection into the image plane, the 3D motion of an object cannot
be determined uniquely from monocular views. However, if the object motion
is non-degenerate, i.e., if the motion is not restricted to certain subspaces, 3D
tracking of the object allows one to estimate its full state, i.e., all considered
dimensions of the motion state.

1.1 Problem Formulation

Assume a 3D object moving in space and we want to estimate a subspace of its
configuration, in practice mostly its 3D position. The observation data consists of
consecutive 2D views of the object, taken from a single camera. For simplicity the
camera will not move here, but the case where the camera moves is believed to be
solvable within the same framework. The relative configuration of image plane
and motion trajectory are assumed to be such that all state space dimensions of
interest can be estimated, i.e., the system is observable [1]. It is further assumed
that the observation data is already extracted from the sequence, i.e., a sequence
of observations (image coordinates) is the input. The output of the method

? The research leading to these results has received funding from the European Com-
munity’s Seventh Framework Programme (FP7/2007-2013) under grant agreement
n◦ 215078 (DIPLECS) and from the CENIIT project CAIRIS.
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consists of a sequence of 3D coordinates. All models are assumed to be non-linear
and the noise terms are assumed as non-Gaussian. Under these circumstances,
we believe that only learning systems can provide stable and robust solutions.
Therefore, the proposed approach makes no use of manually engineered system
models or measurement models. Both models are learned from training data,
where during the learning phase samples for system state sequences are required.
Note that both models are multi-modal and thus non-trivial to learn.

Learning the measurement model implies that no camera calibration is re-
quired in contrast to state-of-the-art methods that rely on accurate calibration.
Coordinate systems can be chosen fairly arbitrarily and according to the re-
quirements of the application in mind. Learning the system model, i.e., learning
the dynamics of objects, allows one to change to suitable, application dependent
state space coordinate systems. For instance, when it comes to car safety systems
one might consider the distance in terms of field of safe travel [2] which is more
relevant than the Euclidean distance to the car. In contrast to state-of-the-art
methods using predefined system models, the same implementation can be used
on different state spaces.

1.2 Related Work

The most relevant work from the literature can be found in the area of non-linear,
non-Gaussian Bayesian tracking [3, 4]. In Bayesian tracking, the current state of
the system is represented as a probability density function of the system’s state
space. In the prediction step, this density is modified according to the system
model and a new, typically smoother density is obtained as the prediction of the
next system state. In the observation step, measurements of the system are used
to update the predicted density. Typically, the density is sharpened by inference
and it serves as the next system state.

Non-linear, non-Gaussian Bayesian tracking excludes (extended) Kalman
filtering. Common approaches are particle filters and grid-based methods [3].
Whereas particle filters apply Monte Carlo methods for approximating the rele-
vant density function, grid based methods discretize the state-space, i.e., apply
histogram methods for the approximation. In the case of particle filters, densi-
ties are propagated through the models by computing the output for individual
particles. Grid-based methods use discretized transition maps to propagate the
histograms and are closely related to Bayesian occupancy filtering [5].

An extension to grid based methods is to replace the rectangular histogram
bins with overlapping, smooth kernel functions. This leads to the recently pro-
posed channel-based tracking [6]. Channel-based tracking implements Bayesian
tracking using channel representations [7] and linear mappings on channel rep-
resentations, so-called associative networks [8]. The term channel is well estab-
lished in vision literature for a representation using a band pass tuning func-
tion [9], while some may at times have a reason to view it as a population
coding [10, 11]. The main advantage compared to grid-based methods is the re-
duction of quantization effects and reduced computational effort.
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Channel representations can be considered as regularly sampled kernel den-
sity estimators [12], implying that channel-based tracking is related to kernel-
based prediction for Markov sequences [13, 14]. In the cited work, system models
are estimated in a similar way as described here, but the difference is that we con-
sider sampled densities, making the algorithm much faster than the cited work.
Another way to represent densities in tracking are Gaussian mixtures (e.g. [15])
and models based on mixtures can be learned using the EM algorithm, cf. [16],
although the latter method is restricted to uni-modal cases (Kalman filter).

The main novelty of this paper compared to [6] is the generalization of
channel-based tracking to multi-dimensional state vectors, higher-order system
models, and generic measurement models. Higher-order system models are re-
quired for tracking partially observable states and generic measurement models
are obtained through learning. Furthermore, this paper contains a quantitative
evaluation of results in comparison to particle filters and grid-based methods.

1.3 Organization of the Paper

The paper is organized as follows. After the introduction, the methods required
for further reading are introduced: Bayesian tracking and channel representa-
tions of densities. As novelties of this paper, the channel-based tracking algo-
rithm is formulated for the multi-dimensional case and the learning of system
and observation models is described. In section 4 channel-based tracking is com-
pared to particle filters and grid-based methods in a standard performance test
for Bayesian tracking. A simple vision-based experiment is shown to illustrate
applicability in practical problems. In section 5 we discuss the achieved results.

2 Bayesian Tracking and Channel Representations

Channel-based tracking can be considered as a generalization of grid-based meth-
ods for implementing non-linear, non-Gaussian Bayesian tracking. Hence we give
a brief overview on Bayesian tracking and channel representations.

2.1 Bayesian Tracking

For the introduction of concepts from Bayesian tracking we adopt the notation
from [3]. Bayesian tracking is commonly defined in terms of a process model f
and a measurement model h, distorted by i.i.d. noise v and n

xk = fk(xk−1,vk−1) (1)
zk = hk(xk,nk) . (2)

The symbol xk denotes the system state at time k and zk denotes the observation
made at time k. Both models are in general non-linear and time-dependent.

The current state can be estimated, given that the previous state and all
previous observations are known, by using the prediction equation. Assuming a
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Markov process of order one allows us to consider the conditional density of the
novel state as an integral over its conditional density given the previous state

p(xk|z1:k−1) =
∫

p(xk|xk−1)p(xk−1|z1:k−1) dxk−1 . (3)

Taking into account the new measurement, the prediction is updated through

p(xk|z1:k) =
p(zk|xk)p(xk|z1:k−1)∫

p(zk|xk)p(xk|z1:k−1) dxk
. (4)

In the case of non-linear problems with multi-modal densities, basically two
relevant approaches for implementing (3) and (4) are known: The particle filter
and grid-based methods. Particle filters are considered superior to grid-based
methods concerning accuracy [3].

Particle filter methods apply Monte Carlo simulation for approximating the
relevant densities, and the crucial step is the re-sampling of particles from the
previous estimates in order to avoid degeneracy and loss of diversity. Cumulative
histograms are required for the re-sampling step [4], and in case of many particles
and high-dimensional spaces, the method suffers from the computational burden.

Grid-based methods assume a discrete state space such that the densities are
approximated with histograms. Thus, conditional probabilities of state transi-
tions are replaced with linear mappings. In contrast to [3] where densities were
formulated using Dirac distributions weighted with discrete probabilities, we
assume band-limited densities and apply sampling theory. However, the final
equations for grid-based tracking and the model assumptions remain the same.

For the remainder of this section, sampling is meant in the signal processing
sense and not in its meaning as a stochastic sampling. Sampling the posterior of
the previous time step gives us

wi
k−1|k−1 , p(xk−1|z1:k−1) ∗ δ(xi − xk−1) (5)

where ∗ denotes convolution and δ(xi −x) is the Dirac impulse at xi. Note that
the sampling itself is time independent. Accordingly, the sampled prior pdf at
time k and the sampled posterior at time k are obtained as

wi
k|k−1 , p(xk|z1:k−1) ∗ δ(xi − xk) (6)

wi
k|k , p(xk|z1:k) ∗ δ(xi − xk) . (7)

Plugging (5) and (3) into (6) and applying the power theorem gives us

wi
k|k−1 =

∫
p(xk|xk−1)p(xk−1|z1:k−1) dxk−1 ∗ δ(xi − xk) =

∑
j

f ij
k wj

k−1|k−1 (8)

where f ij
k = p(xk|xk−1) ∗ δ(xi − xk) ∗ δ(xj − xk−1). (9)

Accordingly, plugging (6) and (4) into (7) gives us

wi
k|k =

p(zk|xk)p(xk|z1:k−1) ∗ δ(xi − xk)∫
p(zk|xk)p(xk|z1:k−1) dxk

=
hi

k(zk)wi
k|k−1∑

j hj
k(zk)wj

k|k−1

(10)

where hi
k(zk) = p(zk|xk) ∗ δ(xi − xk). (11)
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Note that (8) and (10) are exactly the same equations as in the formulation of
grid-based methods in [3], except for change of notation. Re-writing grid-based
methods in terms of the sampling theorem allows us to analyze approximation
errors more systematically. Grid-based methods require the more samples the
higher the upper band limit of the pdf, i.e., the wider the characteristic function
ϕx(t) = E{exp(itT x)}. Furthermore, the sampling-based formulation makes it
easier to switch to other sampling schemes than the ordinary impulse sampling.

2.2 Channel Representations of Densities

The channel representation [7, 17] can be considered as a way of sampling con-
tinuous functions or, alternatively, as histograms where the bins are replaced
with smooth, overlapping basis functions, see e.g. [18].

Consider a density function p(x) as a continuous signal that is sampled with
a smooth basis function, e.g., a B-spline. It is important to realize here that the
sampling takes place in the dimensions of the stochastic variables, not along the
time axis k. Sampling is meant in the signal processing sense, not in its meaning
as a stochastic sampling. It has been shown in the literature that an averaging
of a stochastic variable in channel representation is equivalent to the sampled
kernel density estimator with the channel function as kernel function [12]. For
the purpose of Bayesian tracking, we replace the sampled densities (5) – (7) with

wi
k1|k2

, p(xk1 |z1:k2) ∗ b(xi − xk1) (12)

where b(x) is a channel basis function. For the remainder of this paper it is
chosen as [19]

b(x) ,
2a

π

{∏
n cos2(axn) |xn| < π

2a

0 otherwise.
(13)

Here a determines the relative width, i.e., the sampling density. According to [12],
the channel representation reduces the quantization effect compared to ordinary
histograms by a factor of up to 20. Switching from histograms to channels thus
allows us to reduce computational load by using fewer bins, to increase the
accuracy for the same number of bins, or both at the same time. In theory, the
reduction of bins is limited by the upper band limit of the density function, but
in practice the number of drawn samples (in a stochastic sense now) is often
much too low anyway and regularization becomes necessary.

For performing maximum likelihood or MAP estimation using channels, a
suitable algorithm for extracting the maximum of the represented distribution
is required. For cos2-channels with a spacing of π

3a , an optimal algorithm in
least-squares sense is obtained in the one-dimensional case as [19]

x̂k1 = l +
1
2a

arg

 l+2∑
j=l

wj
k1|k1

exp(i2a(j − l))

 . (14)

N -dimensional decoding is obtained by local marginalization in a window of size
3N and subsequent decoding of the N marginals. The index l of the decoding
window is chosen using the maximum sum of a consecutive triplet of coefficients.
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6

3 Channel-Based Tracking

This section contains the multi-dimensional channel-based tracking algorithm
and the learning method for the system and the measurement models.

3.1 Channel-Based Tracking Algorithm

When plugging channel representations into (5) – (7), the two conditional den-
sities p(xk|xk−1) and p(zk|xk) have to be considered more closely. The power
theorem which has been used to derive (8) and (10) does not hold if we sam-
ple with channels instead of impulses, because some high-frequency content is
removed and thus the scalar product between sampled densities will always be
less than the integral product of the corresponding continuous densities.

However, if the densities are band-limited from the start, the regularization
by the channel basis functions removes no or only little high-frequency content.
Hence, the power theorem holds approximately, i.e., the difference between the
scalar product and the integral product can be neglected. This has been con-
firmed in experiments with synthetically generated densities. Henceforth, (8)
and (10) can be applied for the channel-based density representations as well.

For what follows, the coefficients of (8) are summarized in the matrix Fk =
{f ij

k } and the coefficients of (10) are summarized in the vector-valued function
hk(zk) = {hj

k(zk)}. In the following section, both operators will be learned from
a set of training data. This requires that both remain stationary and we remove
the time index k (not from zk though): F and h(zk). This removes absolute time
reference from the model. The posterior density is now obtained by

wk|k−1 = Fwk−1|k−1 (15)

wk|k =
h(zk) ·wk|k−1

hT (zk)wk|k−1
, (16)

where · is the element-wise product, i.e., the enumerator remains a vector.
We have not yet addressed the state space and the prediction and measure-

ment model. The models will be treated separately in the subsequent section, for
the moment it is assumed that they are known. The state space should contain
sufficiently many degrees of freedom to describe the observed phenomena. Typ-
ical choices are first or second order Euclidean motion states, since the Markov
model of order one applied in (3) only keeps track of the previous state.

The choice of such a complex state space requires prior knowledge about the
problem which is not available in the considered task, as mentioned in Sect. 1.1.
Applying the Markov theorem the other way round, an equivalent setting is to
use only positions as states and to apply a higher-order Markov model. Hence,
more than just the previous state is considered in the prediction step:

wk|k−1,k−2,...,k−n = [F1F2 . . .Fn][wT
k−1|k−1w

T
k−2|k−2 . . .wT

k−n|k−n]T (17)

In the observation step (16) the prior pdf has to be changed accordingly.
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In (17), the state space is represented by the concatenation of channel rep-
resentations. Using concatenation of channels instead of an outer product of
channel vectors leads to linear asymptotic growth of computational complexity
instead of exponential growth. Using a concatenation of channel vectors corre-
sponds to a marginalization of the joint density of previous states. In theory
this could lead to predictions based on non-corresponding previous states, but
following the line of arguments in [20], this is very unlikely to happen for channel
based linear mappings. The whole channel-based tracking algorithm is summa-
rized in Algorithm 1. The mentioned prior is treated in the following section.

3.2 Learning of System and Measurement Models

A particular feature of channel-based tracking is that the system model f and
the measurement model h can easily be learned - which is different from most
particle-filter based methods which need pre-specified models. The system model
is trained from a sequence of states, i.e., at some time the system needs access
to the entire state space. This can be thought of as a calibration phase in the
case of computer vision applications or as a bootstrapping phase in the case of
cognitive robotics. Another option is to observe the entire state space of another,
accessible system, e.g., observing the own car, and using the model to predict
an inaccessible system, e.g., another car.

In all subsequent experiments, the system model is trained by estimating the
matrix [F1F2 . . .Fn] from the covariance of the state channel vector at time k and
the n previous instances. Since the model matrix corresponds to the conditional
pdf and not to the joint pdf, the covariance is normalized with the marginal
distribution for the n previous states (see also [14], plugging (3.3) into (2.7))

[F̂1F̂2 . . . F̂n] =

∑Kmax
k=n wk|k[wT

k−1|k−1w
T
k−2|k−2 . . .wT

k−n|k−n]

1
∑Kmax

k=n [wT
k−1|k−1w

T
k−2|k−2 . . .wT

k−n|k−n]
(18)

where 1 denotes a one-vector of suitable size and the quotient is evaluated point-
wise. An important advantage of the covariance-based method for estimating
the model matrix is that one can easily incrementally update the matrix by
adding the covariance of the updated new state and the n previous states to the
enumerator and the marginal to the denominator.

Algorithm 1 channel-based tracking algorithm.
Require: [F1F2 . . .Fn], h(zk) and prior are known
1: set [wT

n−1|n−1w
T
n−2|n−2 . . .wT

0|0] according to prior
2: for k = n to Kmax do
3: compute wk|k−1,k−2,...,k−n according to (17)
4: acquire zk

5: compute wk|k according to (16)
6: compute x̂k by applying (14) to wk|k
7: end for
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For the first n steps, no complete previous state sequence is available and the
prediction equation cannot be computed using the model matrix above. Instead,
the empirical distribution for the first n states is stored and used as a prior in
line 1 of Algorithm 1.

The measurement model is the most difficult part in the processing chain.
Since no analytic formulations of the measurement equation are available, h(zk)
cannot be a continuous function in zk and has to be approximated by a suitable
scheme. For the sake of simplicity, the observation data is also represented in a
channel representation such that the measurement model becomes a product of
the current observation channel vector vk and a matrix H

h(zk) ≈ recode(vT
k H). (19)

Here, recode(·) denotes the subsequent decoding (14) of modes, pruning, and
weighted re-encoding of modes, which corresponds to an inhibition of side-
maxima. The matrix H is estimated in a similar way as the system model

Ĥ =

∑Kmax
k=1 vkwT

k|k

1
∑Kmax

k=1 wT
k|k

(20)

4 Experiments

In this section, experiments validating the concept of channel-based Bayesian
tracking are discussed. In Sect. 4.1 we evaluate our presented method on the
classical Carlin’s experiment. We compare our result to state-of-the-art methods
such as the SIR particle filter and the likelihood particle filter and show that we
can achieve competitive results. We demonstrate the validity of our method on
a real world visual experiment in Sect. 4.2.

4.1 Carlin’s Experiment

In the first experiment, the following system is considered

xk = xk−1
2 + 25xk−1

1+x2
k−1

+ 8 cos(1.2k) + vk−1

zk = x2
k

20 + nk

(21)

where vk−1 and nk is zero mean Gaussian white noise with variances 10.0 and
1.0 respectively. This system is highly nonlinear regarding both the system and
measurement equation and the symmetric nature of the measurement equation
poses a challenging task. This example has been used for evaluation in several
publications e.g. [21, 22, 3]. We use the Root Mean Squared Error (RMSE) as a
measure of performance to be able to compare our result to the ones reported
in [3]. In our setup the initial state x0 is set to 8 according to xk = 0 for k < 0.

The true state and the estimated result for one evaluation can be seen in
Fig. 1. Note that for most of the time the results are remarkable good. However
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Fig. 1. The true (solid line) and estimated state (dashed line) for the Carlin’s experi-
ment.

for a few instances, e.g. k = 23, the estimated state seems to be mirrored in x = 0.
This can be explained by the measurement function. From the measurement
function alone, there is no way to tell if we are in −x or +x.

A comparison with the results in [3] is shown in table 1. The RMSE presented
for our method was obtained with a second order model using 12 cos2-channels
for both the observation and state space. We trained our method on 100 sets
and performed 100 evaluation runs. It should be noted that we did model the
additive time dependent component of the system, i.e. the cos(1.2k) term, since
it does not comply with the stationary assumption needed for learning. However,
we did learn the remaining components of the system model as well as the full
observation model. The likelihood particle filter performs best. It should be noted
that the test scenario is heavily biased toward the particle filters, since the only
unknown components for the particle filters are the different noise components,
while the system and the measurement model are fully known, which in a real
world scenario must be considered unrealistic due to model errors. Our results
incorporate system model and measurement model errors as well as noise errors.
Despite these facts, we still manage to produce competitive result.

Table 1. RMSE obtained on Carlin’s experiment. Our method is third in performance
even though we do not model the system or measurement model. All results except for
CBT (12 channels) were taken from [3] (50 particles and 50 grid points).

Algorithm RMSE

Extended Kalman filter 23.19
Approximate grid-Based Filter 6.09
Regularized Particle filter 5.55
SIR Particle filter 5.54
Channel Based Tracking 5.43
Auxiliary Particle filter 5.35
Likelihood Particle filter 5.30
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4.2 Computer Vision Experiment

The scenario consists of a spherical object, an orange, attached to the roof by
a string. We captured images of the object by an uncalibrated stereo camera
setup where external and internal parameters are unknown and lens distortions
are not compensated.1 The observations zk are the 2D position of the object in
the right image and the states xk are the position in the left image. We used a
third order model with 17 cos2-channels for both the observation and state space
and used 37 frames for training. The resulting F matrix is visualized in Fig. 3.
At frame 38 we simulate a sensor failure and from here on rely on channel-based
tracking. The tracking result 14-16 frames after the sensor failure can be seen in
Fig. 2. The entire sequence is available at http://www.diplecs.eu/publications.

1 Actually, offline data has been used consisting of two image sequences only. One of
the sequences contained two frame-drops, which were automatically discovered by
the channel-based tracking.
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Fig. 2. The tracking result 14, 15 and 16 frames after the simulated sensor failure. The
state (i.e. the position in the left image) is obtained by channel-based tracking given
the measurements (i.e. the position in the right image). The cross in the upper left
image is the estimated position at 14 frames after the simulated sensor failure given
the measurement in the corresponding right image, upper right. The lower images show
the estimated position after 15 and 16 frames.
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Fig. 3. Visualization of the F-matrix that has been learned during the first 37 frames.
Note the similarity to Lissajous figures of order (1,1).

Table 2. Comparison to cited work. CBT refers to channel-based tracking and [3] to
the four particle filter methods from table 1.

Method [13] [14] [15] [16] [3] CBT

learned models system system no system no both
multi-modal densities no yes yes no yes yes
fast implementation no2 no2 no3 yes yes yes

2 The continuous formulation requires re-evaluation of all kernels for each new sample.
3 Nothing is said in the paper about computational complexity / performance.

5 Conclusion

In this paper, a novel variant of Bayesian tracking has been proposed: channel-
based tracking with learned models. The approach is related to grid-based meth-
ods, but uses smooth, overlapping bins and the system and measurement models
are acquired through learning. A number of advantages have been postulated and
a standard experiment and a vision experiment have been presented.

The most important advantage of channel-based tracking compared to par-
ticle filters is that competitive results are achieved while the system model and
measurement model are learned from given state and observation data. In Car-
lin’s experiment, channel-based tracking performs similarly well as particle filters
and significantly better than grid-based methods, both concerning the number
of bins and the accuracy. However, the accuracy is slightly lower than for state-
of-the-art particle filter methods, which had to be expected, since the particle
filter methods make use of analytic system and measurement models.

In a second, qualitative computer vision experiment it has been shown that
channel-based tracking can be applied to learn the mapping from uncalibrated
cameras to dynamic object states. This type of experiment can be considered as
a prototype for estimation problems under partial occlusion or sensor failure.
Other properties in relation to cited work is summarized in table 2.
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thesis, Linköping University, Sweden (2004)

20. Jonsson, E., Felsberg, M.: Correspondence-free associative learning. In: Interna-
tional Conference on Pattern Recognition, Hong Kong (August 2006)

21. Gordon, N., Salmond, D., Smith, A.: Novel approach to nonlinear/non-Gaussian
Bayesian state estimation. Radar and Signal Processing, IEE Proceedings F 140(2)
(Apr 1993) 107–113

22. Carlin, B.P., Polson, N.G., Stoffer, D.S.: A Monte Carlo approach to nonnormal
and nonlinear state-space modeling. Journal of the American Statistical Associa-
tion 87(418) (1992) 493–500

in
ria

-0
03

21
93

4,
 v

er
si

on
 1

 - 
16

 S
ep

 2
00

8


