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Distributed Storage Management of Evolving Files inDelay Tolerant Ad Ho NetworksEitan Altman∗ , Philippe Nain† , Jean-Claude Bermond‡Thème COM � Systèmes ommuniantsProjets Maestro, MasotteRapport de reherhe n° 6645 � Septembre 2008 � 26 pagesAbstrat: This work fouses on a lass of distributed storage systems whose ontent mayevolve over time. Eah omponent or node of the storage system is mobile and the set ofall nodes forms a delay tolerant (ad ho) network (DTN). The goal of the paper is to studye�ient ways for distributing evolving �les within DTNs and for managing dynamiallytheir ontent. We speify to dynami �les where not only the latest version is useful butalso previous ones; we restrit however to �les where a �le has no use if another more reentversion is available. There are N + 1 mobile nodes inluding a single soure whih at somepoints in time makes available a new version of a single �le F . We onsider both the aseswhen (a) nodes do not ooperate and (b) nodes ooperate. In ase (a) only the soure maytransmit a opy of the latest version of F to a node that it meets, while in ase (b) anynode may transmit a opy of F to a node that it meets. A �le management poliy is aset of rules speifying when a node may send a opy of F to a node that it meets. Theobjetive is to �nd �le management poliies whih maximize some system utility funtionsunder a onstraint on the resoure onsumption. Both myopi (stati) and state-dependent(dynami) poliies are onsidered, where the state of a node is the age of the opy of F itarries. Senario (a) is studied under the assumption that the soure updates F at disretetimes t = 0, 1, . . .. During a slot [t, t+1) the soure meets any node with a �xed probabilityThe work of E. Altman and P. Nain was partially supported by europeean projet IP BIONETS andby Network of Exellene EuroNF. The work of J-C. Bermond was partially supported by europeean projetFET AEOLUS and by CRC CORSO with Frane Teleom.
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2 Eitan Altman & Philippe Nain & Jean-Claude Bermond
q. We �nd the optimal stati (resp. dynami) poliy whih maximizes a general utilityfuntion under a onstraint on the number of transmissions within a slot. In partiular, weshow the existene of a threshold dynami poliy. In senario (b) F is updated at randompoints in time, with the onsequene that between two meetings with the soure a nodedoes not know the age evolution of the version of F it holds. Under Markovian assumptionsregarding nodes mobility and update frequeny of F , we study the stability of the system(aging of the nodes) and derive an (approximate) optimal stati poliy. We then revisitsenario (a) when the soure does not know parameter N (node population) and q (nodemeeting probability) and derive a stohasti approximation algorithm whih we show toonverge to the optimal stati poliy found in the omplete information setting. Numerialresults illustrate the respetive performane of optimal stati and dynami poliies as wellas the bene�t of node ooperation.Key-words: Evolving �les; Storage systems; Delay-tolerant (ad ho) networks; Perfor-mane evaluation; Optimization.
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Gestion du Stokage Distribué de Fihiers Evolutifs dansles Réseaux Ad Ho Tolérants les DélaisRésumé : Nous nous intéressons à une lasse de systèmes de stokage distribué dontle ontenu évolue au ours du temps. On parle de �hiers (ou douments) évolutifs (oudynamiques). Chaque omposante ou n÷ud du système de stokage est mobile et l'ensembledes n÷uds forme un réseau ad ho tolérant les délais. L'objetif de et artile est l'étudede politiques e�aes de distribution et de gestion de �hiers dynamiques dans les réseauxad ho. Nous onsidérons des �hiers évolutifs dont non seulement la dernière version estutile mais aussi les versions antérieures; toutefois, nous nous restreignons à des doumentspour lesquels il est su�sant de onserver la version la plus réente. Il y a N + 1 noeudsmobiles y ompris un n÷ud soure qui à ertains instants génère une nouvelle version d'un�hier unique, appelé F . Deux as sont analysés selon que (a) les n÷uds ne oopérent pasou (b) oopérent à la distribution du �hier F . Dans le as (a) seule la soure est autorisée àtransmettre une opie de la version ourante de F à un n÷ud qu'elle renontre alors que dansle as (b) haque n÷ud qui possède une version de F à la possibilité d'en transmettre uneopie à un autre n÷ud qu'il renontre. Une politique de gestion des �hiers est un ensemblede règles spéi�ant si lors d'une renontre entre deux n÷uds l'un des deux peut transmettreune opie de F à l'autre. Le but est d'identi�er des politiques de gestion qui maximisent unefontion d'utilité du système sous une ontrainte portant sur la onsommation des ressoures.A la fois des politiques statiques et dynamiques sont onsidérées, où l'état d'un n÷ud estl'âge de la version de F qu'il possède. Le sénario (a) i-dessus est analysé sous l'hypothèseoù les mises à jour de F surviennent à des instants disrets t = 0, 1, . . .. Durant haqueintervalle [t, t + 1) la soure renontre haun des n÷uds ave une probabilité �xée q. Nousalulons la politique qui maximise une fontion d'utilité de portée générale, la ontrainteportant sur le nombre moyen de transmissions dans [t, t+1). En partiulier, nous montronsl'existene d'une politique dynamique optimale de type seuil. Dans le sénario (b) le �hier
F est mis à jour par la soure à des instants aléatoires, ave la onséquene qu'entre deuxinstants suessifs où un même n÷ud renontre la soure e n÷ud ne onnait pas l'évolutiontemporelle de F . Sous des hypothèses markoviennes quant à la mobilité des n÷uds etla fréquene de mise à jour de F , nous établissons la ondition de stabilité du système(proessus de vieillissement des versions de F à haque n÷ud) et proposons un algorithmeapprohé pour le alul d'une politique statique optimale. Nous revenons ensuite au sénario(a) en supposant que la soure ne possède qu'une information partielle du système (elle neonnait ni N ni q) et développons un algorithme d'approximation stohastique onvergeantvers la politique statique optimale obtenue dans le as d'information totale. Des résultatsnumériques illustrent les performanes respetives des politiques statiques et dynamiquesainsi que le béné�e qu'apporte la oopération inter-n÷uds.Mots-lés : Fihiers évolutifs; Systèmes de stokage; Réseaux ad ho tolérants les délais;Evaluation des performanes; Optimisation.



4 Eitan Altman & Philippe Nain & Jean-Claude Bermond1 IntrodutionMuh work has been devoted for the study of Delay Tolerant Networks (DTNs). Most ofthe work on protool design has foused on the use of mobility in order to reah one or moredisonneted destinations. The protools are based on distribution of the �le to relay nodesso as to inrease the suessful delivery probability [2, 3, 4, 9, 10℄.In suh appliations, the DTN beomes a distributed storage system that ontains opiesof a �le that is being transmitted. In this paper we fous on a speial type of �le that weall "dynami �le" or "evolving �le". By that we mean a �le whose ontent may evolve andhange from time to time. One (or various) soures wish to make a �le available to mobilenodes, and to send updates from time to time. Some examples are:� a soure has a �le ontaining update information suh as weather foreast or newsheadlines. The �le hanges inrementally from time to time with new informationupdates.� a soure wishes to make bakups of some diretories and to store them at anothernodes in order to inrease the reliability.� some software updates or pathes may be distributed regularly.Several formats of dynami �les have been standardized:� the RSS (�Real Simple Syndiation� [5℄) family of Web feed formats used to publishfrequently updated ontent suh as blog entries, news headlines, and podasts in astandardized format. Updates an originate from various soures.� another format alled the �Atom Syndiation Format� has been adopted as IETFProposed Standard RFC 4287.We speify to dynami �les where not only the latest version is useful but also previousones; we restrit however to �les where a �le has no use if another more reent version isavailable. For example, onsider an evolving �le ontaining the weather foreast for sevenonseutive days. If a user needs the weather foreast for the next day then any version ofthe �le from the six last days is useful. The more reent the �le is, the more aurate therequested information is. Furthermore, having aess to a given �le makes all previous �lesirrelevant to the user.The goal of our paper is to study e�ient ways for distributing evolving �les within DTNsand for managing dynamially their ontent. The obvious way to provide the most up-to-date information is to use epidemi routing (e.g. see [10℄) for eah new version of F . Thishowever onsumes a lot of network resoures.
INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 5We start with a general desription of the model. More details will be given in the subsequentsetions. There are N + 1 mobile nodes inluding one soure node. From now on a nodedesignates any mobile node other than the soure. At some time epohs the soure reatesan updated version of a �le F . When the soure meets a node it may deide to transmitto this node a opy of F . Similarly, when two nodes meet the node whih arries the morereent version of F may transmit a opy of this version to the other node. When a nodereeives a more reent version of F than the one it was arrying (if any) it deletes at onethe oldest version of F.The setting in whih only the soure may transmit (a opy of) F to another node is alledthe non-ooperative setting, while in the ooperative setting any mobile node may transmitto any other node. We assume that transmissions are always suessful.There is a utility U(k) assoiated with a node in state k, where the state of a node is de�nedas the age of the opy of F , if any, this node arries. A �le management poliy, or simplya poliy, is a set of rules speifying whether the soure and a node, or two nodes, shouldommuniate whenever they meet. A poliy is stati (resp. dynami) if the deision totransmit does not (resp. does) depend on the state of the mobile nodes. The objetive is to�nd a �le management poliy that maximizes the expeted system utility given a onstrainton the expeted number of ommuniations taking plae in a slot.Setion 2 addresses the non-ooperative setting. Time is slotted and there is a �xed prob-ability q that any pair of mobile nodes meets in a slot. At the beginning of eah slot thesoure reates a new version of F , so that eah node arrying a opy of F knows that itsstate has inreased by one unit. A opy of F reahing age K + 1 (K < ∞) is immediatelydeleted. We �nd the optimal stati poliy (Proposition 1) and show that there is an optimaldynami poliy of a threshold type (Proposition 2) whih we fully haraterize (Proposition3). The performane of the optimal stati and dynami poliies are ompared (Figures 1-4)for two di�erent utility funtions (U(k) = 1 and U(k) = 1/k).Setion 3 investigates the ooperative setting. We develop a ontinuous-time model in whihmobile nodes meet at random times and �le F is updated by the soure also at random times.The latter assumption implies that nodes do not know when a new version of F is reated,whih in turn implies that between two onseutive meetings with the soure a node does notknow the age evolution of the version of F it holds. For this reason, we assume that a nodenever deletes a �le (orresponding to K = ∞ in Setion 2) exept when it reeives a morereent version of F either from another node or from the soure. As a result, the state of anode may grow to in�nity, a situation referred to as instability. In Proposition 4 we deriveonditions for stability in a Markovian framework. Under more restritive assumptions,where node meeting times and update times are modeled by independent Poisson proesses,we derive a �mean-�eld like� approximation for the expeted number of nodes in state k ≥ 1in the ase where a stati poliy is enfored. We then use this result to quantify in Figures8-9 the bene�t of having nodes to ooperate.
RR n° 6645



6 Eitan Altman & Philippe Nain & Jean-Claude BermondThe deployment of optimal poliies derived in Setions 2-3 requires that the soure hasa omplete information on the network (node mobility, number of nodes). In Setion 4we release this assumption. We fous on the nonooperative setting and restrit to statipoliies, and we assume that the soure does not know the number of nodes N and doesnot know the meeting probability q. By using the theory of stohasti approximations, weonstrut an algorithm whih onverges to the optimal stati poliy found in Setion 2.Setion 5 onludes the paper.Remark on the notation: by onvention∑j

k=i · = 0 and ∏j

k=i · = 1 if i > j. IR+ denotes theset of all nonnegative real numbers.2 Non-ooperative nodesIn this setion we onsider the senario where nodes do not ooperate and may only reeive�le F from the soure. At times t = 0, 1, . . . the soure reates a new version of �le F . In thefollowing, a slot denotes any time-period [t, t+1), t ≥ 0, and slot t stands for the time-period
[t, t + 1). There is a probability q > 0 that a node meets the soure in a slot. We de�ne themeeting times between the soure and a node as the suessive slots at whih they meet. Themeeting times of eah node whih the soure form a sequene of independent and identiallydistributed (iid) random variables (rvs) and all meeting time proesses are assumed to bemutually independent. For sake of simpliity we assume that all transmissions between thesoure and the nodes initialized in a slot are ompleted by the end of this slot. This isequivalent to assuming that the transmission time of F is small with respet to the durationof a slot.When a node reeives an updated version of F it deletes at one the previous version of
F it was arrying, if any. We de�ne the age of a version of F as the number of slots thathave elapsed sine this version was generated by the soure. We assume that a version ofage K + 1 or more is useless and that a node deletes at one a �le that has reahed age
K + 1. Therefore, the age of a version of F varies between 1 (the version was generated inthe urrent slot) and K (the version was generated K slots ago). We further assume that
K < ∞ (see Remark 2.1).The state of a node is de�ned as the age of the version of F it arries, if any. A node is instate 0 if it does not arry any version of F . A node in state K at the end of a slot swithesto state 0 at the beginning of the next slot.At equilibrium let Xk be the average number of nodes in state k = 0, 1, . . . , K at the end ofa slot. Note that

K
∑

k=0

Xk = N. (1)
INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 7When the soure meets a node in state k with probability ak it transmits to it the newestversion of F . This deision is independent of all past deisions made by the soure and isalso independent of the meeting time proesses. Introdue pk := qak, (k = 0, 1, . . . , K) theprobability that a node in state k reeives the newest version of F in a slot.Under the above assumptions the following equilibrium equations hold
X0 = X0(1 − p0) + XK(1 − pK) (2)
Xk = Xk−1(1 − pk−1), k = 2, . . . , K. (3)There is one additional equilibrium equation given by X1 = p0X0 + p1X1 + · · · + pKXKwhih we will not onsider sine it an be derived by summing up all equations (2)-(3).Equations (1)-(3) de�ne a linear system of K + 1 equations and K + 1 unknowns.If p0 = 0, namely if a0 = 0 sine we have assumed that q > 0, the existene of a uniquesolution to this linear system of equations will depend on the values of p1, . . . , pK . Forinstane, if p0 = 0 and pk < 1 for all k = 1, . . . , K the solution is unique and given by

X0 = N and Xk = 0 for some k = 1, . . . , K. This result is of ourse not surprising sinein this ase eah node will reah state 0 with a positive probability and will never leavethat state afterward. On the other hand, if p0 = 0 and pk = 1 for all k = 1, . . . , K thesteady-state will depend on the initial state, implying that the solution to the linear systemwill not be unique. For instane, if p0 = 0 and p1 = 1 then the number of nodes in state 1in steady-state is equal to the number of nodes in that state at time t = 0.From now on we will assume that p0 > 0 (i.e. a0 > 0) sine we are only interested in thesituation where the stationary regime does not depend on the initial state.De�ne p := (p0, . . . , pK). From (3) we �nd
Xk = X1

k−1
∏

i=1

(1 − pi), k = 2, . . . , Kso that, by (2), X0 = (X1/p0)
∏K

i=1(1 − pi). The above together with (1) yields
X0 =

N

K
∏

i=1

(1 − pi)

D(p)
, Xk =

Np0

k−1
∏

i=1

(1 − pi)

D(p)
(4)for k = 1, . . . , K, where

D(p) := p0

K
∑

j=1

j−1
∏

i=1

(1 − pi) +

K
∏

i=1

(1 − pi).In the partiular ase when pk = p for k = 0, 1, . . . , K then
X0 = N(1 − p)K , Xk = Np(1 − p)k−1, k = 1, . . . , K. (5)RR n° 6645



8 Eitan Altman & Philippe Nain & Jean-Claude BermondRemark 2.1 (K = ∞) Formulas (4) hold if K = ∞ (i.e. nodes never delete the �le theyarry) provided that the denominator in (4) is �nite as K → ∞. This is so if limj→∞ pj > 0(Hint: apply d'Alembert's riterion to the in�nite series ∑j≥1

∏j−1
i=1 (1 − pi)). Also notefrom (4) that X0 = 0 if K = ∞.Remark 2.2 (Intermittently avaivalable nodes) The situation where nodes are inter-mittently available an be handled by replaing p by rp in (4), with r the probability that anode is available in a slot.2.1 Performane metrisThere are several performane metris of interest whih an be derived from (4). One ofthese is the expeted number opies of F given by

X(p) =
K
∑

k=1

Xk = N − X0. (6)Another metri is the expeted age of opies of F given by
Age(p) =

1

N

K
∑

k=1

kXk. (7)Of partiular interest is to evaluate the power onsumption. Sine the power onsump-tion, denoted as Q(p) with p = (p0, . . . , pK), is proportional to the expeted number oftransmissions during a slot, we will de�ne it as
Q(p) = γX1. (8)Without loss of generality we assume from now on that γ = 1.2.2 Energy e�ient �le management poliiesA �le management poliy is any deision vetor a = (a0, . . . , aK) ∈ (0, 1] × [0, 1]K , wherewe reall that ak is the (onditional) probability that the soure transmits F to a node instate k when it meets suh a node. An equivalent de�nition of a �le management poliyis any vetor p = (p0, . . . , pK) ∈ (0, q] × [0, q]K sine pk = qak for k = 0, 1, . . . , K. Unlessotherwise mentioned we will work with the latter de�nition.Our objetive is to �nd an optimal �le management poliy p whih maximizes the systemutility given a power onsumption onstraint. More preisely, let U(k) be the utility forhaving a �le of age k in the system. We assume that the mapping U : {0, 1, . . . , K} → IR+

INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 9is non-inreasing. Without loss of generality we assume U(0) = 0. The system utility isde�ned as
C(p) =

K
∑

k=1

XkU(k).If U(k) = 1 for all k then C(p) = X , given in (6).The optimization problem is the following:P:Maximize C(p) over the set (0, q]×[0, q]K given Q(p) ≤ V , where V is a positive onstant.We will solve P in two di�erent settings: the stati setting where management poliies arerestrited to poliies of the form p = (p, . . . , p) with p ∈ (0, q], and the dynami settingwhere the optimization is made over all vetors p = (p0, . . . , pK) ∈ (0, q] × [0, q]K .2.2.1 Stati optimal poliyIn the stati setting, problem P beomes (see (5)):P: Maximize C(p) := Np
∑K

k=1(1 − p)k−1U(k) over p ∈ (0, q] given that Np ≤ V .The following result holds:Proposition 1 (Optimal stati poliy)If Nq ≤ V then p⋆ = q is the optimal solution; otherwise p⋆ = V/N is the optimal solutionor, equivalently, p⋆ = min(q, V/N).Proof. It is enough to show that the mapping p → C(p) is non-dereasing. De�ne U(K +
1) = 0. We have

C(p) =

K
∑

k=1

(U(k) − U(k + 1))

k
∑

j=1

Xj

= N

K
∑

k=1

(U(k) − U(k + 1))(1 − (1 − p)k)by using (5). Sine the mapping U is non-inreasing, U(k) − U(k + 1) is non-negative forall k. The proof now follows sine the mapping p → 1 − (1 − p)k is non-dereasing for eah
k = 1, . . . , K.2.2.2 Dynami optimal poliyLet us introdue the new deision variables xk = 1 − pk for k = 1, . . . , K and xK =
(1 − pK)/p0. Note that 1 − q ≤ xk ≤ 1 for k = 1, . . . , K and xK ≥ (1 − q)/q with equalityRR n° 6645



10 Eitan Altman & Philippe Nain & Jean-Claude Bermondif and only if p0 = pK = q. Let x = (x1, . . . , xK). Introdue the set
E =

{

x : x ∈ [1 − q, 1]K−1 × [(1 − q)/q,∞)
}

.Any vetor x ∈ E is alled a poliy. De�ne the mappings
F (x) =

K
∑

k=1

U(k)

k−1
∏

i=1

xi, G(x) =

K+1
∑

k=1

k−1
∏

i=1

xiand let H(x) := F (x)/G(x). Note that F (x) does not depend on the variable xK .We have D(p) = p0G(x), and so by (4),
C(p) = NH(x) and Q(p) =

N

G(x)
.In this new notation problem P beomesP: maxx∈E H(x) subjet to the onstraint G(x) ≥ C, with C := N/V .An admissible poliy is any poliy suh that G(x) ≥ C.De�nition 2.1 (Threshold poliy)A poliy x = (x1, . . . , xK) ∈ E is a threshold poliy if either xi = 1 or xi+1 = 1 − q for

i = 1, . . . , K − 2 and if either xK−1 = 1 or xK = (1 − q)/q.Any threshold poliy x = (x1, . . . , xK) is suh that x1 ≥ . . . ≥ xK−1. More preisely, it iseasily seen that a threshold poliy if either of Type I or of Type II withType I: for k = 1, . . . , K

xk(α) := (1, . . . , 1, α, 1 − q, . . . , 1 − q, (1 − q)/q) (9)where 1 − q ≤ α < 1 is the k-th entry;Type II:
xK(β) := (1, . . . , 1, β) with β ≥ (1 − q)/q. (10)In terms of the �le management poliy p = (p0, . . . , pK) ∈ (0, q]× [0, q]K , Type I thresholdpoliy xk(α), uniquely translates into

pk(α) := (q, 0, . . . , 0, 1 − α, q . . . , q, q) (11)where 1−α ∈ (0, q] is the (k+1)-st entry (k = 1, . . . , K) (as already observed p0 = pK = q in(11) sine this is the only solution of the equation (1−pK)/p0 = (1−q)/q when 0 ≤ p0, pK ≤ qwith p0 6= 0). In partiular p1(1 − q) = (q, . . . , q).
INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 11Any �le management poliy
pK(β) = (p0, 0, . . . , 0, pK) (12)with (1 − pK)/p0 := β orresponds to the unique Type II threshold poliy xK(β) (seeRemark 2.3).Proposition 2 (Optimality of threshold dynami poliy) Under theassumption that the utility funtion U : {1, . . . , K} → IR+ is non-inreasing there exists anoptimal threshold poliy.Proof. Assume that the optimal poliy x is not a threshold poliy. Hene, there exists a k,

1 ≤ k ≤ K − 1, suh that either xk < 1 and xk+1 > 1 − q if k 6= K − 1 or xK−1 < 1 and
xK > (1 − q)/q if k = K − 1.Assume �rst that x1 · · ·xk−1 6= 0. Let us show that one an always �nd ǫk > 0 and
ǫk+1 > 0 suh that x′

k := xk + ǫk < 1, x′
k+1 = xk+1 − ǫk+1 > 1 − q if k 6= K − 1(resp. x′

k+1 = xk+1 − ǫk+1 > (1 − q)/q if k = K − 1) and G(x) = G(x′), where x′ =
(x1, . . . , xk−1, x

′
k, x′

k+1, xk+2, . . . , xK).Set δk := x′
kx′

k+1 − xkxk+1 = ǫkxk+1 − ǫk+1xk − ǫkǫk+1. The identity G(x′) = G(x) isequivalent to
x1 · · ·xk−1 (ǫk + δkAk) = 0that is ǫk + δkAk = 0, with Ak := 1 + xk+2 + xk+2xk+3 + · · · + xk+2 · · ·xK .The equation ǫk + δkAk = 0 rewrites

ǫk+1 = ǫk

1 + Akxk+1

Ak(xk + ǫk)
.So, we an �nd ǫk and ǫk+1 small enough so that they satisfy the onditions.Observe that ǫk + δkAk = 0 with ǫk > 0 yields δk < 0 sine Ak > 0.Let us �nally show that F (x′) > F (x) whih will ontradit the optimality of x. We have

F (x′) − F (x)

x1 · · ·xk−1
= ǫkU(k + 1) + δk[U(k + 2) + xk+2U(k + 3) + · · · + xk+2 · · ·xK−1U(K)]

= (ǫk + δkAk − δkxk+2 · · ·xK)U(k + 1) + δk[U(k + 2) − U(k + 1)

+xk+2(U(k + 3) − U(k + 1)) + · · · + xk+2 · · ·xK−1(U(K) − U(k + 1))]

= −δkxk+2 · · ·xKU(k + 1) + δk[U(k + 2) − U(k + 1)

+xk+2(U(k + 3) − U(k + 1)) + · · · + xk+2 · · ·xK−1(U(K) − U(k + 1))](13)where we have used the identity ǫk + δkAk = 0 to derive (13). Sine U is non-inreasing and
δk < 0 as notied earlier, we dedue that the right-hand side of (13) is stritly positive, andtherefore F (x′) > F (x).RR n° 6645



12 Eitan Altman & Philippe Nain & Jean-Claude BermondAssume now that x1 · · ·xk−1 = 0. This may only happen when q = 1 sine 1 − q ≤ xk ≤ 1for k = 1, . . . , K. Let j ∈ {1, . . . , k − 1} be the smallest integer suh that xj = 0.If the optimal poliy is suh that xj = 0 then the value of xj+1, . . . , xK are irrelevant sine
xj = 0 implies that Xj+1 = · · · = XK = 0 so that both the ost and the onstraint will notdepend on the values of xj+1, . . . , xK . Assume for instane that xj+1 = · · · = xK = 0 so thatpoliy x is of the form x = (x1, . . . , xj−1, 0, . . . , 0). It this is not a threshold poliy then onean �nd k′ ∈ {1, . . . , j − 2} suh that xk′ < 1 and xk′+1 > 1− q = 0. We an then dupliatethe same argument used to establish (13) with k replaed by k′. Sine x1 · · ·xk′−1 6= 0 fromthe de�nition of j we onlude that F (x′) > F (x). This ompletes the proof.It is atually possible to �nd the best dynami �le management poliy in expliit form, asnow shown.Proposition 3 (Best dynami �le management poliy)Assume that the utility funtion U : {1, . . . , K} → IR+ is non-inreasing. The followingresults hold:(a) if Nq < V the optimal �le management poliy is p1(1 − q) = (q, . . . , q);(b) if Nq

qk+1 < V ≤ Nq

q(k−1)+1 for some k = 1, . . . , K, the optimal �le management poliy is
pk(q(C − k)) = (q, 0 . . . , 0, 1 − q(C − k), q, . . . , q) (see (11));() if V ≤ Nq

q(K−1)+1 any �le management poliy pK(C −K) = (p0, 0, . . . , 0, pK) suh that
(1 − pK)/p0 = C − K is optimal.Proof. Sine we have shown in Proposition 2 that there exists an optimal threshold poliy,we only need to fous on threshold poliies as de�ned in (9)-(10). Easy algebra show that

G(xk(α)) = k +
α

q
, k = 1, . . . , K (14)

G(xK(β)) = K + β, (15)so that G(x1(α1)) ≤ · · · ≤ G(xK−1(αK−1)) ≤ G(xK(β)) for all α1, . . . , αK−1 ∈ [1 − q, 1),
β ≥ (1 − q)/q. From this we dedue that there are three di�erent ases to onsider (reallthat C = N/V ):(a) C < G(x1(1 − q)) = 1/q or equivalently V > Nq;(b) G(xk(1 − q)) ≤ C < G(xk+1(1 − q)) or equivalently Nq

qk+1 < V ≤ Nq

q(k−1)+1 ;() C ≥ G(xK((1 − q)/q)) or equivalently V ≤ Nq

q(K−1)+1 .Case (a): In this ase any threshold poliy satis�es the onstraint, so that the optimal poliyis the poliy whih maximizes the ost H(x). INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 13It is shown in Lemma 1 in the appendix that for eah k = 1, . . . , K, the mapping xk →
H(x) is non-inreasing for any x = (x1, . . . , xK) ∈ E. Therefore, poliy x1(1 − q) =
(1− q, . . . , 1− q, (1− q)/q) is optimal, or equivalently (see (11)) the �le management poliy
p1(1 − q) = (q, . . . , q) is optimal.Case (b): Assume that G(xk(1 − q)) ≤ C < G(xk+1(1 − q)) for some 1 ≤ k ≤ K − 1.By Lemma 1 in the appendix we see that the best threshold poliy is the one whih saturatesthe onstraint, namely poliy xk(α) suh that G(xk(α)) = C, that is α = q(C − k). By (14)this poliy is unique and is given by xk(q(C − k)). Equivalently (see (11)), the optimal �lemanagement poliy is pk(q(C − k)).Case (): In this ase there is no Type I poliy whih satis�es the onstraint G(x) ≥ C.Among all Type II poliies satisfying this onstraint the one with the smallest K-th entry isthe poliy suh that G(xK(β)) = C, that is (see (12)) poliy xK((C−K)) = (1, . . . , 1, C−K).We onlude again from Lemma 1 that this is the optimal poliy. Equivalently (see (12)),any �le management poliy pK(C −K) = (p0, 0, . . . , 0, pK) suh that (1− pK)/p0 = C −Kis optimal. This onludes the proof.Remark 2.3 (Non-uniqueness of best poliy in ase ()) If the onstraint is strongin the sense that no Type I poliy an meet it (ase () of Proposition 3) then any �lemanagement poliy p = (p0, 0, . . . , 0, pK) suh that (1− pK)/p0 = C −K is optimal, therebyshowing that p0 and pK are not unique and, in partiular, need not be equal like in ases (a)and (b) of Proposition 3.2.3 Numerial resultsIn all �gures the node population is set to 100 (N = 100) and the maximum age of opiesof F is set to 5 (K = 5).Let p⋆

s (resp. p⋆
d) be the stati (resp. dynami) �le management poliy whih solves theoptimization problem P � as found in Proposition 1 (resp. Proposition 3). Figures 1-4 dis-play the mappings q →

∑K

k=1 U(k)Xk under both poliies p⋆
s and p⋆

d (orresponding urvesare referred to as �stati� and �dynami�, respetively), for two di�erent utility funtions(U(k) = 1, U(k) = 1/k) and for two di�erent values of the onstraint V (V = 10, 20). Theseresults show that the use of the optimal dynami poliy may yield substantial gains (e.g.for U(k) = 1 gain of ≈ 22% for all q ≥ 0.2 � see Fig. 2; gain of ≈ 45% for q lose to 1 � seeFig. 1. Gain is halved for U(k) = 1/k.). The gain is an inreasing funtion of the meetingprobability q.Figures 5-7 display the mappings q → Age(p⋆
s) and q → Age(p⋆

d) for V = 20 and V = 50,respetively, where we reall that Age(p) is the expeted age of opies of F under poliy
p (see (7)). These results show that the best dynami poliy p⋆

d for problem P may yield
RR n° 6645



14 Eitan Altman & Philippe Nain & Jean-Claude Bermonda higher expeted age than the orresponding optimal stati poliy p⋆
s (see Figure 6 for

q ≥ 0.2).
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Figure 1: q →
∑5

k=1 Xk under optimal stati/dynami poliy: V=20 (N=100, K=5)
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Figure 3: q →
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k=1 Xk/k under optimal stati/dynami poliy: V=20 (N=100, K=5)
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k=1 Xk/k under optimal stati/dynami poliy: V=10 (N=100, K=5)
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Figure 5: q → {Age(p⋆
s), Age(p⋆

d)}: V=10 (N=100, K=5)

 2.5

 2.6

 2.7

 2.8

 2.9

 3

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

static

dynamic

Figure 6: q → {Age(p⋆
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d)}: V=20 (N=100, K=5)
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Figure 7: q → {Age(p⋆
s), Age(p⋆

d)}: V=50 (N=100, K=5)3 Cooperative nodesIn this setion we assume that nodes ooperate in the sense that when two nodes meet theone with the most reent version of F may send a opy to the other one. A node may onlydelete the version of F it arries when it reeives a more reent version from the soure orfrom another node.The identity of the soure is 0 and nodes are labeled 1, 2, . . . , N . We observe the system atdisrete times {tn}n≥0, where tn is the time of the nth event. An event is either the meetingof the soure with a node, the meeting of two nodes or the reation of a new version of Fby the soure. Let {ξi,j
n }n and {ζn}n be {0, 1}-valued rvs where ξi,j

n = 1, j 6= 0, if node imeets node j at time tn, ξi,0
n = 1 if node i meets the soure at time tn, and ζn = 1 if thesoure reates a new version of F at time tn. We assume that ζn +

∑

i,j ξi,j
n = 1 for all n(only one event at time tn).Let Y i

n be the age of the version of F that node i arries just before time tn. We assumethat Y i
0 ≥ 1 for all i. We introdue the additional {0, 1}-valued rvs {ai,j

n (k, l)} and {ai
n(k)},where ai,j

n (k, l) = 1 if node i in state k reeives a opy of F from node j in state l < k ifthey meet at tn, and ai
n(k) = 1 if the soure transmits the latest version of F to node i instate k if they meet at tn.Denote θi,j(k, l) = P (ai,j
n (k, l) = 1) and θi(k) = P (ai

n(k) = 1).
RR n° 6645



18 Eitan Altman & Philippe Nain & Jean-Claude BermondThe following reursions hold (i = 1, . . . , N):
Y i

n+1 = Y i
n + (1 − Y i

n)ξi,0
n ai

n(Y i
n) +

N
∑

j=1

j 6=i

(Y j
n − Y i

n)1
Y

j
n−Y i

n<0 ξi,j
n ai,j

n (Y i
n, Y j

n ) + ζn. (16)De�ne the vetors Yn = (Y 1
n , . . . , Y N

n ) ∈ E := {1, 2, . . .}N , Zn := ({ξi,j
n }), ζn).Assumptions A1:(1) {Zn}n is an iid sequene of rvs. De�ne qi := P (ξi,0

n = 1), qi,j := P (ξi,j
n = 1), and

r := P (ζn = 1);(2) r > 0, qi > 0, qi,j > 0 for all i 6= j;(3) the probability that two nodes ommuniate when they meet only depends on theiridentity and state, namely P (ai,j
n (Y i

n, Y j
n ) = 1|{Ym, Zm}m≤n) = θi,j(Y

i
n, Y j

n ) for all
i 6= j;(4) the probability that the soure ommuniate with another node when they meet onlydepends on the node identity and state, that is, P (ai

n(Y i
n) = 1 | {Ym, Zm}m≤n) =

θi(Y
i
n) for all i.3.1 StabilityProposition 4 (Stability of {Yn}n)Assume that A1 holds. Then, {Yn}n is an homogeneous, irreduible and aperiodi Markovhain on E. It is positive reurrent if there exist an integer M0 and θ > 0 suh that θi(k) ≥ θfor all k ≥ M0, i = 1, . . . , N .Proof. Only the positive reurrene property does not trivially follow from A1. We willshow it by applying Foster's riterion (see e.g. [7℄) to {Yn}n. Consider the Lyapounovfuntion f : E → IR+ de�ned by f(y) =

∑N

i=1 yi with y = (y1, . . . , yN ). We need to showthat there exists a �nite set F ⊂ E suh that ∆(y) := E[f(Yn+1) − f(Yn) |Yn = y] is �niteon F and that there exists ǫ > 0 with ∆(y) ≤ −ǫ for y ∈ E − F .Take yi ≥ max(2, M0), i = 1, . . . , N . We have
∆(y) =

N
∑

i=1

(1 − yi)qiθi(yi) +

N
∑

i=1

N
∑

j=1

j 6=i

(yj − yi)1yj<yi
qi,jθi,j(yi, yj) + Nr

≤ θ

N
∑

i=1

(1 − yi)qi + Nr. (17)INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 19Fix ǫ > 0. One an always �nd an integer M1 ≥ max(2, M0) suh that the r.h.s. of (17) isless than −ǫ as long as yi ≥ M1 for any i = 1, . . . , N . Hene, Foster's riterion applies with
F := {y ∈ E : yi ≤ M1 − 1} sine ∆(y) is �nite on F and is less than a negative onstanton E − F .We will show in a ompanion paper that the stability of {Yn}n an be investigated in a muhmore general framework than the Markovian framework.3.2 Quantitative performaneWe make additional assumptions in order to ompute Xk, the expeted number of �les ofage k ≥ in steady-state. We assume that the soure and node i = 1, . . . , N (resp. any pairof nodes i and j, i 6= j) meet aording to a Poisson proess with rate λ > 0 and that thesoure reates a new version of F at eah ourrene of a Poisson proess with rate µ > 0.These N(N + 1)/2 + 1 Poisson proesses are assumed to be mutually independent. Wefurther assume that θi(k) := ak > 0 and θi,j(k, l) := bk,l for any i, j, k, l. In other words,when two nodes (i.e. soure or nodes) meet the probability that a transmission ours onlydepends on the node state and not on their identity. By Proposition 4 we observe that thesystem is stable (in this setting qi = qi,j = λ/ν and r = µ/ν with ν := λN(N + 1)/2 + µ).Let Xk(t) be number of nodes in state k at time t. Set Xk(t) := E[Xk(t)].We have the Kolmogorov equations

dX1(t)

dt
= −µX1(t) + λ

∑

k≥2

akXk(t) + λ
∑

l≥2

b1,lE[X1(t)Xl(t)] (18)
dXk(t)

dt
= µXk−1(t) + λ

∑

l≥k+1

bk,lE[Xk(t)Xl(t)]

−λ

k−1
∑

l=1

bk,lE[Xk(t)Xl(t)] − (λak + µ)Xk(t), k ≥ 2. (19)Let Xk := limt→∞ Xk(t) (a.s.) and Xk = E[Xk]. From (18)-(19) we �nd
µX1 = λ

∑

k≥2

akXk + λ
∑

l≥2

b1,lE[X1Xl] (20)
µXk−1 + λ

∑

l≥k+1

bk,lE[XkXl] = λ

k−1
∑

l=1

bk,lE[XkXl] + (λak + µ)Xk, k ≥ 2. (21)We will onsider two ases.
RR n° 6645



20 Eitan Altman & Philippe Nain & Jean-Claude BermondCase (a): bk,l = 0 for all k, l. This orresponds to the non-ooperative setting studied inSetion 2. We �nd (Hint: use ∑k≥1 Xk = N)
Xk =

N
∏k

j=2
µ

µ+λaj

∑

j≥1

∏j

i=2
µ

µ+λai

, k ≥ 1. (22)If we perform the hange of variable µ/(µ + λai) = 1 − pi−1 in (22) we retrieve the or-responding results (4) found in the disrete-time setting with K = ∞ (see Remark 2.1),thereby showing that this model is the ontinuous-time analog of the disrete-time model.Case (b): ak = a > 0 and bk,l = b > 0 for all k, l. Beause of the terms E[XkXl] equations(20)-(21) annot be solved. To solve them we will assume that ov(Xk, Xl) is negligiblefor k 6= l so that E[XkXl] ≈ XkX l. We onjeture that this approximation (referred toas the �mean-�eld approximation� � see e.g. [1℄) is aurate for large N (the mean-�eldapproah in [6, Theorem 3.1℄ does not apply here and annot therefore be used to validatethese approximations). With this approximation and the use of the identity∑k≥1 Xk = N ,equations (20)-(21) beome (with ρ := λ/µ)
bX

2

1 − X1(bN − a − 1/ρ) − aN = 0 (23)
bX

2

1 − X1

(

bN − a − 1/ρ − 2b

k−1
∑

l=1

X l

)

+ Xk−1/ρ = 0 (24)for k ≥ 2. The unique nonnegative root of (23) is
X1 =

(

D1 +
√

D2
1 + 4abN

)

/2b (25)while for k ≥ 2 we get from (24)
Xk =

(

Dk +

√

D2
k + 4bXk−1/ρ

)

/2b (26)with Dk := bN − a − 1/ρ − 2b
∑k−1

l=1 Xl. Equations (25)-(26) de�ne a reursive shemeallowing the omputation of Xk for any k.3.3 Numerial resultsWe want to quantify the impat of node ooperation on the system performane in the asewhere the soure has limited power resoures. We want to maximize the system utility
∑K

k=1 U(k)Xk under a onstraint on the expeted number of transmissions by the sourebetween the reation of two onseutive version of F . To this end, we will assume thatthe soure transmits to any node that it meets with the probability a = a⋆, where a⋆ :=INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 21
min(1, (1+ρ)V/Nρ) is the stati poliy that solves problem P (Proposition 1). Let qρ be theprobability that the soure meets a given node between two reations of a new version of F .We have qρ = λ/(λ + µ) = ρ/(1 + ρ) thanks to the Poisson assumptions. In all experimentsreported below we set N = 100, V = 20 and K = 5. Figures 8-9 display the mapping
qρ →

∑K

k=1 U(k)Xk (with U(k) = 1 in Fig. (8) and U(k) = 1/k in Fig. 9) for three valuesof the probability b. The value b = 0 orresponds to the non-ooperative setting (ase (i);urve referred to as �nonooperative�) and the values b = 0.05, b = 0.1 orrespond to theooperative setting (ase (ii); urves referred to as �b=0.05� and �b=0.1�). One (expeted)onlusion is that the ooperative setting outperforms the nonooperative setting. Anotheronlusion is that the impat of b is more pronouned when U(k) = 1/k, namely when theutility funtion gives more weight to reent versions of F .
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Figure 8: qρ →
∑5

k=1 Xk (a = a⋆, b ∈ {0, 0.05, 0.1}, N = 100, V = 10, K = 5)4 Imperfet state informationIn this setion we onsider the stati setting of Setion 2 where nodes do not ooperate.We assume that the soure does not know parameters N and q, so that it annot ompute
a⋆ := min(1, V/Nq), the (onditional) transmission probability that solves problem P (f.Proposition 1). Instead, we will assume that every M ≥ 1 slots the soure updates thetransmission probability a, where M is an arbitrary integer. More preisely, let θm be the
RR n° 6645



22 Eitan Altman & Philippe Nain & Jean-Claude Bermond

 0

 20

 40

 60

 80

 100

 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45  0.5

b=0.1

b=0.05

noncooperative

Figure 9: qρ →
∑5

k=1 Xk/k (a = a⋆, b ∈ {0, 0.05, 0.1}, N = 100, V = 10, K = 5)transmission probability used in slots mM, . . . , (m+1)M−1. De�ne the projetion operator
ΠH(u) =







1 if u > 1
u if 0 ≤ u ≤ 1
0 if u < 0.Consider the stohasti reursion

θm+1 = ΠH

(

θm + ǫm(MV − Ym)
) (27)where Ym is the total number of transmissions in slots mM, . . . , (m + 1)M − 1, and {ǫm}mare nonnegative real numbers satisfying

∑

m≥0

ǫ2m < ∞,
∑

m≥0

ǫm = ∞, (28)Observe that the soure knows Ym for every m. Reursion (27) is motivated by the fat that
a⋆ is the unique zero of h(a) := V −X1 if h(1) > 0 and a⋆ = 1 otherwise, so that the souretarget is to �nd the zero, if any, of h(a) (or, equivalently, the zero of Mh(a)) in [0,1℄.Proposition 5 (Stohasti approximation algorithm)As m → ∞, θm in (27) onverges with probability one to a⋆, the optimal stati poliy ofSetion 2.2.1. INRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 23Proof. The proof diretly follows from the remark after Theorem 2.1 in [8, p. 127℄. Letus brie�y heked that onditions (A2.1)-(A2.5) of Theorem 2.1 hold. Sine 0 ≤ Ym ≤ MNfor all m, ondition (A2.1) holds (this ondition requires that supm E|Ym|2 < ∞). By anindutive argument applied to (27) we see that E[Ym|θ0, Yi, i < m] = E[Ym|θm, θi, Yi, i < m].We then note that E[Ym|θm, θi, Yi, i < m] = E[Ym|θm] := g(θm) sine the deision bythe soure to transmit a opy of F to a node only depends on the enfored transmissionprobability. This implies that ondition (A2.2) holds (ondition (A2.2) in [8, p. 126℄ statesthat E[Ym|θ0, Yi, i < m] has the form of g(θm) + βm where βn is a r.v.). We have
g(x) = M(V − Nqx)so that onditions (A2.3) (g is ontinuous) and (A2.5) (∑m≥0 ǫm|βm| < ∞ w.p.1) aresatis�ed. Last, ondition (A2.4) (∑m≥0 ǫ2n < ∞) holds from (28).Consider the ODE dx(t)/dt = g(x(t)). Its solution is x(t) = (x(0)−V/Nq)e−MNqt +V/Nq.It has a unique equilibrium point, given by x0 = V/Nq, whih is asymptotially stable inthe sense of Lyapounov [8, p. 104℄ (i.e. for eah δ > 0, there exists η > 0 suh that if

|x(0) − x0| < η then |x(t) − x0| < ǫ for all t ≥ 0). By [8, Remark p. 127℄ we onlude that
{θm}m onverges with probability one to min(1, V/Nq).Figure 10 below provides a numerial illustration of the onvergene of algorithm (27) tothe optimal poliy a⋆ for M = 1, N = 100, V = 10 and q = 0.2. In this ase a⋆ = 0.5.
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24 Eitan Altman & Philippe Nain & Jean-Claude Bermondinvestigated. We have shown that using dynami poliies instead of stati poliies yieldssubstantial gain in the performane; this result holds both in the non-ooperative setting,where only the soure is allowed to ommuniate with the other nodes, and in the oopera-tive setting where all pairwise ommuniations are possible. Future works inlude the studyof multi-soure and multi-�le senarii.Lemma 1 (Monotoniity of H(x))For eah k = 1, . . . , K, the mapping xk → H(x) is non-inreasing for any x = (x1, . . . , xK) ∈
E.Proof. First, notie that the mapping xK → H(x) is learly non-inreasing sine xK onlyappears in G(x), the denominator of H(x), and sine G(x) is non-dereasing in xK .Assume now that k = 1, . . . , K. Let

B(j) := 1 + x1 + x1x2 + · · · + x1 · · ·xj

Bk(j) := 1 + xk+1 + xk+1xk+2 + · · · + xk+1 · · ·xjwith B(0) = 1, Bk(k) = 1. Set U(K + 1) = 0. We have
F (x) =

K
∑

j=1

[U(j) − U(j + 1)]B(j − 1)

G(x) = B(K)so that
∂

∂xk

F (x) =

k−1
∏

j=1

xj

K
∑

j=k+1

[U(j) − U(j + 1)]Bk(j − 1)

∂

∂xk

G(x) = Bk(K)
k−1
∏

j=1

xj .Therefore
∂

∂xk

H(x) =
(
∏k−1

j=1 xj)
2

G(x)2

(

k
∑

j=1

[U(j + 1) − U(j)] × B(j − 1)Bk(K) +

K
∑

j=k+1

[U(j + 1) − U(j)]

×[B(j − 1)Bk(K) − Bk(j − 1)B(K)]

)

.The �rst summation is non-positive sine U is non-inreasing and sine B(j − 1)Bk(K) ≥ 0for all x ∈ E. Using again the dereasingness of U a su�ient ondition for the seondINRIA



Distributed Storage Management of Evolving Files in Delay Tolerant Ad Ho Networks 25summation to be non-positive is that oe�ients B(j − 1)Bk(K) − Bk(j − 1)B(K) are allnon-negative. To see that this is indeed true, note that B(j) = B(k−1)+x1 . . . , xkBk(j) sothat B(j − 1)Bk(K)−Bk(j − 1)B(K) = B(k− 1)[Bk(K)−Bk(j − 1)] whih is non-negativefor all x ∈ E. This onludes the proof.Referenes[1℄ M. Benaïm and J-Y. Le Boude, �A Class of Mean Field InterationModels for Computerand Communiation Systems.� Tehnial Report LCA-Report-2008-010, April 2008. Toappear in Performane Evaluation.[2℄ R. Groenevelt, P. Nain and G. Koole, �Message Delay in Mobile Ad Ho Networks,� Pro.of PERFORMANCE 2005, Juan-les-Pins, Frane, Otober 3-7, 2005. In: PerformaneEvaluation, Vol. 62, No. 1-4, pp. 210-228, Otober 2005.[3℄ M. Grossglauser and D.N. Tse, �Mobility Inreases the Capaity of Ad Ho WirelessNetworks,� IEEE/ACM Transations on Networking, Vol. 10, No. 4, pp. 477-486, August2002.[4℄ Z.J. Haas and T. Small, �A New Networking Model for Biologial Appliations of AdHo Sensing Networks,� IEEE/ACM Transations on Networking, Vol. 14 , No. 1, pp.27-40, February 2006.[5℄ B. Hammersley, Content Syndiation with RSSSharing Headlines and Information.O'Reilly, 2003.[6℄ T.G. Kurtz, �Solutions of Ordinary Di�erential Equations as Limits of Pure JumpMarkov proesses,� J. Appl. Prob., 7, pp. 49-58, 1970.[7℄ S. Meyn and R.I. Tweedie, Markov Chains and Stohasti Stability. Springer Verlag,London, 1993.[8℄ H.J. Kushner and G.G. Yin, Stohasti Approximation and Reursive Algorithms andAppliations. Appliation of Mathematis, Stohasti Modelling and Applied Probabil-ity, Springer Verlag, vol. 35, 2nd Edition, 2003.[9℄ G. Sharma, R.R. Mazumdar and N.B. Shro�, �Delay and Capaity Trade-o�s in MobileAd Ho Networks: A Global Perspetive,� IEEE/ACM Transations on Networking, Vol.15, No. 1, pp. 981-992, 2007.[10℄ X. Zhang, G. Neglia, J. Kurose and D. Towsley, �Performane Modeling of EpidemiRouting,� Elsevier Computer Networks, Vol. 51, No. 10, pp. 2867-2891, July 2007.
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