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A k-segments algorithm for �nding prini-pal urvesJ.J. Verbeek, N. Vlassis and B. Kr�oseComputer Siene InstituteFaulty of SieneUniversity of AmsterdamThe Netherlands
We propose an inremental method to �nd prinipal urves. Line segments are�tted and onneted to form polygonal lines. New segments are inserted until aperformane riterion is met. Experimental results illustrate the performane ofthe method ompared to other existing approahes.Keywords: dimension redution, feature extration, polygonal line, prinipalurve, self-organization, unsupervised learning
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Setion 1 Introdution 11 IntrodutionPrinipal urves are the nonlinear generalization of prinipal omponents. They give a summa-rization of the data in terms of a 1-d spae nonlinearly embedded in the data spae. Intuitively,a prinipal urve `passes through the middle of the (urved) data loud'. Appliations inludedimension redution for feature extration and visualization.Several de�nitions of prinipal urves have been proposed in the literature. One of theearliest de�nitions is based on `self-onsisteny' [Hastie and Stuetzle, 1989℄, i.e. the urve shouldoinide at eah position with the expeted value of the data projeting to that position. Anotherapproah [K�egl et al., 2000℄ is to de�ne prinipal urves of length l as urves of length l thatahieve the minimum expeted squared distane from points to their projetion on the urve.The Polygonal Line Algorithm (PLA) �nds prinipal urves in terms of the latter de�nition. Amore probabilisti approah [Tibshirani, 1992℄ de�nes prinipal urves as urves minimizing apenalized log-likelihood measure. The data is modeled by a mixture of the form:p(x) = Z l0 p(xjt)p(t)dt (1)where t is a latent variable distributed on an arlength parameterized urve of length l. p(xjt)is, for example, a spherial Gaussian modeling the noise loated on point t of the urve.In addition to the above mentioned prinipal urve algorithms, several other methods an beused to takle this and losely related problems. The Generative Topographi Mapping (GTM)[Bishop et al., 1998℄, �nds a nonlinear urve embedded in the data spae. Along this urve amixture of Gaussian kernels is plaed to generate a distribution on the data spae. Also somevetor quantization tehniques an be used to �nd approximations to prinipal urves, e.g. SelfOrganizing Maps (SOM) [Kohonen, 1995℄ and Growing Cell Strutures (GCS) [Fritzke, 1994℄.These methods inorporate a topology among the prototype-vetors. The original spae is thenmapped to a disrete 1-d spae instead of a ontinuous 1-d spae.Several problems exist with the afore mentioned methods. A ommon feature of these is thatthey onsist of a ombination of `loal models' that are related by a �xed topology. When thedata is onentrated around a highly urved or self-interseting urve, these methods exhibit poorperformane. This is due to the �xed topology among the loal models and to bad initialization.Also, often one does not know a-priori how many `loal models' one needs and one has tomake an (eduated) guess for the number of loal models. On the other hand, the de�nitionof [Hastie and Stuetzle, 1989℄ expliitly exludes self-interseting urves as prinipal urves. Ingeneral PLA and Tibshirani's method also fail due to bad initialization in ases where the datais onentrated around highly urved or self-interseting urves. See Figure 1 for an illustration(for PLA, the dashed urve passing through the data is the generating urve).In this paper, we use a probabilisti setting to �nd prinipal urves by means of maximizinglog-likelihood, resembling the method of [Tibshirani, 1992℄. We assume the data is orruptedby some noise, therefore we do not require the urve to �t the data exatly. We use the model(1), where p(t) is uniform along the urve and p(xjt) is a spherial Gaussian loated on pointt of the urve, with onstant variane over all t. The variane is a smoothing parameter, tobe set by the user. We restrit the onsidered urves to polygonal lines (PLs). Our methodavoids many of the poor solutions mentioned above (and shown in Figure 1) by �tting loallinear models without any topologial onstraints. To enable an eÆient searh among PLs witha varying number of segments and to avoid loal minima, we use an inremental method thatonsiders PLs onsisting of an inreasing number of segments. Hene, it starts with models thatare relatively easy to �t and gradually inreases their omplexity.Overview of the method. By means of loal Prinipal Component Analysis (PCA) we �ndloal linear models. The loal linear models are �tted by a (two-step) iterative update sheme.
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Figure 1: A spiral with some noise. Results for (left to right, top to bottom): GTM, PLA, GCSand SOM.After �tting, the loal linear models are ombined to form a PL by means of a heuristi searh.Next, if appropriate, a new loal linear model is added. The loation of the new loal linearmodel is found by means of a global searh over the data set. Among all PLs enountered by thealgorithm, the PL that maximizes an approximation of the log-likelihood of the data is seleted.Overview of the paper. In the next setions we disuss the algorithm in detail. Setion 2 isonerned with how we �t the loal linear models. In Setion 3 we desribe the method to �nd`good' PLs given a set of line segments. In Setion 4 the objetive funtion is onsidered. Weend the paper with a disussion.2 A k-segments algorithmIn order to �nd a `good' PL for the data, we �rst searh for a set of k `good' line segments. Inthe �rst subsetion we disuss how we extend the k-means algorithm to an algorithm for �ndingk lines. In Setion 2.2 we adapt the k-lines algorithm to �nd line segments that an be used forPL onstrution. In the last subsetion we desribe a method to insert a new segment given ksegments and a data set.2.1 Extending k-means to k-lines.The Generalized Lloyd Algorithm or `k-means' [Gersho and Gray, 1992℄ is a well-known vetorquantization method. To extend this method to k-lines, we start with some de�nitions. Wede�ne a line si as: si = fsi(t)jt 2 IRg, where si(t) = i + uit. The distane from a point to aline is de�ned as: d(x; si) = inft2IR ksi(t)� xk:Let Xn be a set of n samples from IRd. De�ne the Voronoi Regions (VRs) V1; : : : ; Vk as:Vi = fx 2 Xnj i = argminj d(x; sj)g:



Setion 2 A k-segments algorithm 3Analogue to k-means, the goal is to �nd k lines s1; : : : ; sk that minimize:kXi=1 Xx2Vi d(x; si)2: (2)To �nd lines that are loal optima of (2) we modify the k-means algorithm slightly: Start withrandom orientations and loations of the k lines. Next, alternate between the following twosteps until onvergene:1. determine the VRs.2. replae the lines by the �rst Prinipal Component (PC) of their VR.1To prove that this algorithm onverges, we make two observations:� The objetive funtion (2) dereases both in step 1 and step 2. For step 1 this followsfrom the de�nition of the VRs. For step 2 this follows from the reonstrution errorminimization property of the �rst PC [Ripley, 1996℄.� Due to the �nite ardinality of Xn, there are only a �nite number of distint (Voronoi)partitions of Xn.From these two observations it follows trivially that the algorithm ahieves a loal optimum for(2) in a �nite number of steps.2.2 From k-lines to k-segments.Sine we want to onstrut a polygonal line we atually do not searh for lines but for linesegments instead. We therefore replae step 2 of the algorithm. Instead of using the �rst PC,we use a segment of it. For example, we ould use the shortest segment of the �rst PC suh thatall projetions to the �rst PC of the points in the VR are inluded in the segment. We adjustthe de�nition of the VR straightforwardly by using the distanes to the segments. Using thesesegments the value of the objetive funtion is not altered. However, two observations suggestedanother approah:� The objetive funtion (2) is an easy to ompute substitute for the log likelihood of thedata given the segments, see Setion 4. The length of the segments is not reeted in (2).As a result relatively long segments are found whih result in suboptimal PLs.� In appliations of the algorithm we sometimes observed poor performane. This was dueto loal optima of (2) whih ould be avoided by removing the restrition that the segmentshave to inlude all projetions of the points in the VR to the �rst PC.To inlude expliit optimization of the segment length would be omputationally very ostly.Therefore, we settled for a heuristi that works well in pratie. Experimentally, we found thatin general good performane is obtained if we use segments of the �rst PC that are ut o� at3�=2 from the entroid of the VR, where �2 is the variane along the �rst PC. To maintainthe onvergene property, we hek whether (2) is atually dereased by the new segment. If(2) is not dereased, we use the segment that inludes all projetions to the �rst PC to obtainguaranteed derease of (2).1More preisely: we �rst translate the data in the VR to obtain zero mean and then take the line along the�rst PC of the translated data.



4 J.J. Verbeek et al.2.3 Inremental k-segments.In most appliations we do not know in advane how many segments are `optimal' to modelthe data. Therefore, it makes sense to try (many) di�erent numbers of segments and use someriterion to selet the best number. Sine running the algorithm for many di�erent numbersof segments is time onsuming, we propose to use an inremental strategy. We start withk = 1 segment and use the searh method desribed in the previous subsetions to �nd optimalsegments. Next, we insert a new segment and optimize the k + 1 segments again. The shemeis repeated until some riterion is met (i.e. a prede�ned maximum of lines is reahed or someperformane riterion is met).To determine where to insert the new segment, we �rst ompute for eah xi in our data setthe derease of (2) if we would plae a zero-length segment2 on xi. (Below we explain why weuse this riterion.) To avoid obtaining segments representing too few points, we only onsiderthose zero-length segments for whih the ardinality of the orresponding VR is at least three.Let Vk+1 be the VR of the zero length segment maximizing the derease in (2). Then we inserta segment along the �rst PC of the data in Vk+1 whih is ut o� at 3�=2 on eah side of itsmean. After the insertion of the new segment, again we are ready to do stepwise optimizationof the segments.The derease in (2) due to the insertion of the zero-length segment provides a lower boundon the derease due to the segment insertion performed. To see this, let Vk+1 denote the VRorresponding to the zero-length segment at xi. It is a well known fat [Gersho and Gray, 1992℄that for a given �nite set of points S � IRd the mean m of those points minimizes the squareddistane funtion: m = argmin�2IRdPx2S kx� �k2, hene: Px2S kx�mk2 �Px2S kx� xik2.Sine the new segment s inludes m, the total square distane to the segment is at most thetotal square distane to m i.e. Px 2 Sd(x; s)2 � Px2S kx �mk2. Hene, we have the lowerbound. Note that the searh for the minimizing xi an be implemented eÆiently as desribedin Appendix A.3 Combining segments into a polygonal lineUntil now we have introdued an inremental method to �nd a set of line segments. The outset,however, was to �nd a PL maximizing the log-likelihood of the data. In this setion we disusshow to link the segments together to form a PL Sine there are in general many ways to linkthe segments together, we settle for a greedy strategy. First we generate an initial PL and nextwe make stepwise improvements on the initial PL.To ahieve a fast algorithm to �nd the PL we do not onsider the data in the onstru-tion of the PL. We de�ne a fully onneted graph G = (V;E), where the set of verties Vonsists of the 2k endpoints of the k segments. Also, de�ne a set of edges A � E whih on-tains all edges that orrespond to the segments. Following [Wilson, 1972℄, a sequene of edgesf(v0; v1); (v1; v2); : : : ; (vm�1; vm)g in whih all edges are distint is alled a `path'. A path is`open' if v0 6= vm. An open path that passes through every vertex in the graph exatly one isalled a `Hamiltonian path' (HP). Note that we an onsider a HP as a set P � E. We want to�nd the HP P minimizing the total ost of the path, under the onstraint: A � P � E.3 Theost of a path P is de�ned as l(P ) + �a(P ), with 0 < � 2 IR is a parameter to be set by theuser. The term l(P ) denotes the length of the path, de�ned as the sum of the lengths of theedges in P . The length of an edge e = (vi; vj) is taken as the Eulidean distane between its2With a zero-length segment we just mean a point.3There always exists a HP for G that ontains A sine G is fully onneted and A onnets only pairs ofverties.
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Figure 2: Conneting two sub-paths: the angle penalty is the sum of the angles between anedge and the adjaent edges, i.e. �+ �.verties: l(e) = kvi � vjk. The seond term, a(P ), is a penalty term equal to the sum of theangles between adjaent edges.To onstrut an initial PL we use the greedy strategy outlined below. We all a HP on asubset of V a sub-HP. We start with the original k segments as k sub-HPs. At eah step weonnet two sub-HPs with an edge e. Note that the total ost of a (sub-) HP onsisting of twosub-HPs Pi and Pj linked together by an edge e is the sum of the osts of eah sub-HP plus l(e)plus an angle penalty a(e). Figure 2 illustrates the angle penalty a(e) = � + � inurred by anedge e = (vi; vj) that onnets two sub-HPs Pi and Pj . We assign to eah edge e 2 (E�A) ost(e) = l(e) + �a(e). The onstrution algorithm inserts at eah step the edge that minimizes(e) over all edges that onnet two sub-paths. Summarizing, the proedure is as follows:1. Start with k sub-HPs de�ned by A.2. While there are at least two sub-HPs3. Join those two sub-HPs Pi and Pj (i 6= j) by edge e 2 (E �A) suh that e minimizes (e)over all edges onneting two distint sub-HPs.Due to the greedy nature of the onstrution disussed above, it might well happen that wean obtain a HP with lower ost by some simple modi�ations of the initial HP. To �nd suhimprovements we use a simple result from graph theory [Lawler et al., 1985℄: �nding the optimal(in terms of ost) HP for k verties, an be expressed as �nding the optimal solution for ak + 1 ities traveling salesman problem (TSP). We use the 2-opt TSP optimization sheme[Lawler et al., 1985℄ to improve our initial HP.4 Objetive funtionUsing the inremental method desribed above, we obtain a sequene of PLs with an inreasingnumber of segments. As stated in the introdution, we searh for the PL that maximizes thelog-likelihood of the data.Consider a PL as a ontinuous arlength parameterized 1-d latent variable t embedded inIRd. For simpliity, we assume a uniform distribution p(t) on t here. Furthermore, let p(xjt)be a spherial Gaussian distribution with mean point t on the PL and ovariane matrix �2I,where I is the d� d identity matrix.It turns out that, for a latent variable distributing uniformly over a line segment s of lengthl � �, the negative log-likelihood for a point x an be roughly approximated by 2�2 log l +d(si; x)2 + , where  is some onstant dependent on �. We neglet the e�et of higher densityourring at one side of the PL at plaes where di�erent non-parallel segments are onneted.Hene, we approximate the total log-likelihood of the data as:2n�2 log l + kXi=1 Xx2Vi d(si; x)2; (3)
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Figure 3: Results on a syntheti data set for our method (left) and GTM (right).where l is the total length of the PL.In pratie, if we take the objetive funtion as a funtion of k, the number of segments, theglobal minimum often is the �rst loal minimum of the objetive funtion. So, a simple stoppingstrategy ould be to keep inserting segments until the objetive funtion (3) reahes its �rstminimum. It is also possible to keep inserting segments until some limit kmax on k is reahed.A variety of other stopping riteria is possible.5 DisussionTo test the ideas presented above, we onduted experiments on several arti�ial data sets. Weused 2-d and 3-d data spaes, rossing urves, non-rossing urves along whih we generated data,di�erent amounts of noise and di�erent numbers of training examples. The results are promising,see Figure 3 and 4 for an illustration (the thik segments in the plots are the �tted segments,the thin segments are inserted by the PL onstrution). Due to limited spae we annot presentexhaustive experimental results but just some illustrations here. The good performane is dueto (i) the exibility of the method: the segments are �tted without being onneted, and (ii) itsinremental nature: segments are added one by one to avoid loal optima and (iii) the `optimal'number of segments is determined automatially. In Figure 4 we illustrate, on the same data asin Figure 1, several stages of the prinipal urve �tting.A di�erene between our method and other prinipal urve algorithms is the absene of aurvature penalty in our objetive funtion (3). Although a urvature penalty is used in theonstrution of the urves, the algorithm is not too sensitive to hanges in its setting and it mayeven be omitted when modeling non-rossing urves. Regularization of the model omplexity isinstead introdued in (3) by (i) modeling the distribution of the latent variable by a uniformdistribution and (ii) assuming a given level of noise all along the urve. This results in aregularization parameter � with a lear physial interpretation. The essene is that we avoid(i) distributions on the latent variable that have only �nite support4 and (ii) arbitrarily smallnoise levels. Experimentally we found that the appliability of the method is not limited toases where the naive assumption of a uniform distributed latent variable holds. Furthermore,it an be readily replaed by less rigid assumptions on the distribution of the latent variable,for example by a segment-wise uniform distribution on the latent variable.Our algorithm has a running time O(kn2) that is dominated by the insertion proedure,see Appendix A. For eah of the k insertions the alloation takes O(n2) operations and henetakes O(kn2) in total. Construting and optimizing all the PLs takes in total O(k3) (taking the4The distribution on the latent variable maximizing likelihood is a distribution with support only at the pointson the urve where data projets [Tibshirani, 1992℄.
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Figure 4: Some of the PLs enountered (using 4, 6 and 12 segments respetively) by the algo-rithm when �tting data distributed along a spiral.maximal number of iterations of 2-opt �xed). Computing the VRs in the optimization proedureafter eah segment alloation takes O(nk2) operations in total. The total number of operationsneeded by the determination of the prinipal omponents is O(kn) (taking the dimensionalityof the data spae �xed). Some extensions on the presented method suggest themselves:Smooth urves. In some situations there may be a preferene for smooth urves over PLs. Insuh ases one an use the found PL to assign a latent variable value to eah datum (implyingan ordering on the data). Subsequently, one may use some regression method to �nd a `good'smooth urve. The found PL may also serve as an initialization of one of the other methodsmentioned that �nd smooth urves.Obviate variane estimation. The use of an objetive funtion that does not need to betuned by the user would inrease usefulness of the method. We plan to use the MinimumDesription Length priniple to �nd a parameter-free model seletion riterion.Soft version. Currently we are investigating a `soft' version of the presented method in whihthe `hard' Voronoi partitions are replaed by a probabilisti weighting sheme. This way wehope to obtain better performane on very noisy data.A EÆient searh for alloation of new segmentAt the start of the algorithm we ompute the pairwise squared distanes between all pointsin the data set, denote the resulting symmetri n � n matrix by D. In the optimization ofthe segments, we determine their VRs at eah step. To do so we ompute distanes betweenall points and all segments, we store for eah point xi the squared distane dV Ri to the losestsegment. Let DV R = (dV R1 ; dV R2 ; : : : ; dV Rn )> and VD = [DV R : : :DV R℄ be a square n�n matrix.If A is a matrix and a 2 IR, then let M = max(A; a) denote the matrix M where Mi;j =max(Ai;j; a). Let G = max(VD �D; 0). Then Gi;j equals the derease in squared distanefor xi to its losest segment if we insert the zero-length segment at xj . Let 1 denote the 1 � nmatrix [1 1 : : : 1℄. Then, argmaxf1Gg gives us the index of the datum maximizing the lowerbound.
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