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The global k-means lustering algorithmAristidis LikasDepartment of Computer SieneUniversity of IoanninaGreeeNikos VlassisComputer Siene InstituteFaulty of SieneUniversity of AmsterdamThe NetherlandsJaob J. VerbeekComputer Siene InstituteFaulty of SieneUniversity of AmsterdamThe Netherlands
We present the global k-means algorithm whih is an inremental approah tolustering that dynamially adds one luster enter at a time through a determin-isti global searh proedure onsisting of N (with N being the size of the dataset) exeutions of the k-means algorithm from suitable initial positions. We alsopropose modi�ations of the method to redue the omputational load without sig-ni�antly a�eting solution quality. The proposed lustering methods are testedon well-known data sets and they ompare favorably to the k-means algorithmwith random restarts.Keywords: Clustering; K-means algorithm; Global optimization; k-d trees, Datamining.
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Setion 1 Introdution 11 IntrodutionA fundamental problem that frequently arises in a great variety of �elds suh as pattern reog-nition, image proessing, mahine learning and statistis is the lustering problem [1℄. In itsbasi form the lustering problem is de�ned as the problem of �nding groups of data points in agiven data set. Eah of these groups is alled a luster and an be de�ned as a region in whihthe density of objets is loally higher than in other regions.The simplest form of lustering is partitional lustering whih aims at partitioning a givendata set into disjoint subsets (lusters) so that spei� lustering riteria are optimized. Themost widely used riterion is the lustering error riterion whih for eah point omputes itssquared distane from the orresponding luster enter and then takes the sum of these distanesfor all points in the data set. A popular lustering method that minimizes the lustering erroris the k-means algorithm. However, the k-means algorithm is a loal searh proedure and itis well-known that it su�ers from the serious drawbak that its performane heavily dependson the initial starting onditions [2℄. To treat this problem several other tehniques have beendeveloped that are based on stohasti global optimization methods (eg. simulated annealing,geneti algorithms). However, it must be noted that these tehniques have not gained wideaeptane and in many pratial appliations the lustering method that is used is the k-meansalgorithm with multiple restarts [1℄.In this work we propose the global k-means lustering algorithm, whih onstitutes a deter-ministi e�etive global lustering algorithm for the minimization of the lustering error thatemploys the k-means algorithm as a loal searh proedure. The algorithm proeeds in an in-remental way: to solve a lustering problem with M lusters, all intermediate problems with1; 2; : : : ;M�1 lusters are sequentially solved. The basi idea underlying the proposed method isthat an optimal solution for a lustering problem withM lusters an be obtained using a seriesof loal searhes (using the k-means algorithm). At eah loal searh the M � 1 luster entersare always initially plaed at their optimal positions orresponding to the lustering problemwith M � 1 lusters. The remaining M -th luster enter is initially plaed at several positionswithin the data spae. Sine for M = 1 the optimal solution is known, we an iteratively applythe above proedure to �nd optimal solutions for all k-lustering problems k = 1; : : : ;M . Inaddition to e�etiveness, the method is deterministi and does not depend on any initial ondi-tions or empirially adjustable parameters. These are signi�ant advantages over all lusteringapproahes mentioned above.In the following setion starts with a formal de�nition of the lustering error and a briefdesription of the k-means algorithm and then desribes the proposed global k-means algorithm.Setion 3 desribes modi�ations of the basi method that require less omputation at theexpense of being slightly less e�etive. Setion 4 provides experimental results and omparisonswith the k-means algorithm with multiple restarts. Finally Setion 5 provides onlusions anddesribes diretions for future researh.2 The global k-means algorithmSuppose we are given a data set X = fx1; : : : ; xNg, xn 2 Rd. TheM -lustering problem aims atpartitioning this data set into M disjoint subsets (lusters) C1; : : : ; CM , suh that a lusteringriterion is optimized. The most widely used lustering riterion is the sum of the squaredEulidean distanes between eah data point xi and the entroid mk (luster enter) of thesubset Ck whih ontains xi. This riterion is alled lustering error and depends on the luster



2 A. Likasenters m1; : : : ;mM : E(m1; : : : ;mM ) = NXi=1 MXk=1 I(xi 2 Ck)jxi �mkj2 (1)where I(X) = 1 if X is true and 0 otherwise.The k-means algorithm �nds loally optimal solutions with respet to the lustering error.It is a fast iterative algorithm that has been used in many lustering appliations. It is apoint-based lustering method that starts with the luster enters initially plaed at arbitrarypositions and proeeds by moving at eah step the luster enters in order to minimize thelustering error. The main disadvantage of the method lies in its sensitivity to initial positionsof the luster enters. Therefore, in order to obtain near optimal solutions using the k-meansalgorithm several runs must be sheduled di�ering in the initial positions of the luster enters.In this paper, the global k-means lustering algorithm is proposed, whih onstitutes adeterministi global optimization method that does not depend on any initial parameter valuesand employs the k-means algorithm as a loal searh proedure. Instead of randomly seletinginitial values for all luster enters as is the ase with most global lustering algorithms, theproposed tehnique proeeds in an inremental way attempting to optimally add one new lusterenter at eah stage.More spei�ally, to solve a lustering problem with M lusters the method proeeds asfollows. We start with one luster (k = 1) and �nd its optimal position whih orresponds tothe entroid of the data setX. In order to solve the problem with two lusters (k = 2) we performN exeutions of the k-means algorithm from the following initial positions of the luster enters:the �rst luster enter is always plaed at the optimal position for the problem with k = 1, whilethe seond enter at exeution n is plaed at the position of the data point xn (n = 1; : : : ; N).The best solution obtained after the N exeutions of the k-means algorithm is onsidered asthe solution for the lustering problem with k = 2. In general, let (m�1(k); : : : ;m�k(k)) denotethe �nal solution for k-lustering problem. One we have found the solution for the (k � 1)-lustering problem, we try to �nd the solution of the k-lustering problem as follows: we performN runs of the k-means algorithm with k lusters where eah run n starts from the initial state(m�1(k� 1); : : : ;m�(k�1)(k� 1); xn). The best solution obtained from the N runs is onsidered asthe solution (m�1(k); : : : ;m�k(k)) of the k-lustering problem. By proeeding in the above fashionwe �nally obtain a solution with M lusters having also found solutions for all k-lusteringproblems with k < M .The latter harateristi an be advantageous in many appliations where the aim is alsoto disover the `orret' number of lusters. To ahieve this, one has to solve the k-lusteringproblem for various numbers of lusters and then employ appropriate riteria for seleting themost suitable value of k [3℄. In this ase the proposed method diretly provides lusteringsolutions for all intermediate values of k, thus requiring no additional omputational e�ort.In what onerns omputational omplexity, the method requires N exeutions of the k-means algorithm for eah value of k (k = 1; : : : ;M). Depending on the available resoures andthe values of N and M , the algorithm may be an attrative approah, sine, as experimentalresults indiate, the performane of the method is exellent. Moreover, as we will show laterthere are several modi�ations that an be applied in order to redue the omputational load.The rationale behind the proposed method is based on the following assumption: an optimallustering solution with k lusters an be obtained through loal searh (using k-means) startingfrom an initial state with� the k � 1 enters plaed at the optimal positions for the (k � 1)-lustering problem and� the remaining k-th enter plaed at an appropriate position to be disovered.



Setion 3 Speeding-up exeution 3This assumption seems very natural: we expet that the solution of the k-lustering problemto be reahable (through loal searh) from the solution of (k � 1)-lustering problem, one theadditional enter is plaed at an appropriate position within the data set. It is also reasonableto restrit the set of possible initial positions of the k-th enter to the set X of available datapoints. It must be noted that this is a rather omputational heavy assumption and several otheroptions (examining fewer initial positions) may also be onsidered. The above assumptionsare also veri�ed experimentally, sine in all experiments (and for all values of k) the solutionobtained by the proposed method was at least as good as that obtained using numerous randomrestarts of the k-means algorithm. In this spirit, we an autiously state that the proposedmethod is experimentally optimal (although it is diÆult to prove theoretially).3 Speeding-up exeutionBased on the general idea of the global k-means algorithm, several heuristis an be devised toredue the omputational load without signi�antly a�eting the quality of the solution. In thefollowing subsetions two modi�ations are proposed, eah one referring to a di�erent aspet ofthe method.3.1 The fast global k-means algorithmThe fast global k-means algorithm onstitutes a straightforward method to aelerate the globalk-means algorithm. The di�erene lies in the way a solution for the k-lustering problem isobtained, given the solution of the (k � 1)-lustering problem. For eah of the N initial states(m�1(k � 1); : : : ;m�(k�1)(k � 1); xn) we do not exeute the k-means algorithm until onvergeneto obtain the �nal lustering error En. Instead we ompute an upper bound En � E � bnon the resulting error En for all possible alloation positions xn, where E is the error in the(k� 1)-lustering problem. We then initialize the position of the new luster enter at the pointxi that minimizes En, or equivalently that maximizes bn, and exeute the k-means algorithm toobtain the solution with k lusters. Formally we havebn = NXj=1max(djk�1 � jxn � xjj2; 0); (2)i = argmaxn bn (3)where djk�1 is the squared distane between xj and the losest enter among the k � 1 lusterenters obtained so far (ie., enter of the luster where xj belongs). The quantity bn measuresthe guaranteed redution in the error measure obtained by inserting a new luster enter atposition xn.Suppose the solution of the (k�1)-lustering problem is (m�1(k�1); : : : ;m�(k�1)(k�1)) and anew luster enter is added at loation xn. Then the new enter will alloate all points xj whosesquared distane from xn is smaller than the distane djk�1 from their previously losest enter.Therefore, for eah suh data point xj the lustering error will derease by djk�1 � jxn � xjj2.The summation over all suh data points xj provides the quantity bn for a spei� insertionloation xn. Sine the k-means algorithm is guaranteed to derease the lustering error at eahstep, E� bn upper bounds the error measure that will be obtained if we run the algorithm untilonvergene after inserting the new enter at xn (this is the error measure used in the globalk-means algorithm).Experimental results (see next setion) suggest that using the data point that minimizesthis bound leads to results almost as good as those provided by the global k-means algorithm.
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Moreover, the luster insertion proedure an be eÆiently implemented by storing in a matrixall pairwise squared distanes between points when the algorithm starts, and using this matrixfor diretly omputing the upper bounds above. A similar `trik' has been used in the relatedproblems of greedy mixture density estimation using the EM algorithm [4℄ and prinipal urve�tting [5℄.Finally, we may still apply this method as well as the global k-means algorithm when we donot onsider every data point xn (n = 1; : : : ; N) as possible insertion position for the new enter,but use only a smaller set of appropriately seleted insertion positions. A fast and sensible hoiefor seleting suh a set of positions based on k-d trees is disussed next.3.2 Initialization with k-d treesA k-d tree [6, 7℄ is a multi-dimensional generalization of the standard one-dimensional binarysearh tree, that failitates storage and searh over k-dimensional data sets. A k-d tree de�nesa reursive partitioning of the data spae into disjoint subspaes. Eah node of the tree de�nesa subspae of the original data spae and, onsequently, a subset ontaining the data pointsresiding in this subspae. Eah nonterminal node has two suessors, eah of them assoiatedwith one of the two subspaes obtained from the partitioning of the parent spae using a uttinghyperplane. The k-d tree struture was originally used for speeding up distane-based searhoperations like nearest neighbors queries, range queries, et.In our ase we use a variation of the original k-d tree proposed in [7℄. There, the uttinghyperplane is de�ned as the plane that is perpendiular to the diretion of the prinipal om-ponent of the data points orresponding to eah node, therefore the algorithm an be regardedas a method for nested (reursive) prinipal omponent analysis of the data set. The reursionusually terminates if a terminal node (alled buket) is reated ontaining less than a prespe-i�ed number of points b (alled buket size) or if a prespei�ed number of bukets have beenreated. It turns out that, even if the algorithm is not used for nearest neighbor queries, merelythe onstrution of the tree provides a very good preliminary lustering of the data set. Theidea is to use the buket enters (whih are fewer than the data points) as possible insertionloations for the algorithms presented previously.In Figure 1 average performane results are shown on 10 data sets eah one onsisting of 300data points drawn from the same mixture of 15 Gaussian omponents. The omponents of the



Setion 4 Experimental results 5Gaussian mixture are well separated and exhibit limited eentriity.We ompare the results of three methods to the lustering problem with k = 15 enters: (i)The dashed line depits the results when using the fast global k-means algorithm with all datapoints onstituting potential insertion loations. The average lustering error over the 10 datasets is 15:7 with standard deviation 1:2. (ii) The solid line depits results when the standardk-means algorithm is used: one run for eah data set was onduted. At eah run the 15 lusterenters were initially positioned to the entroids of the bukets obtained from the appliationof the k-d tree algorithm until 15 bukets were reated. The average lustering error over the10 data sets is 24:4 with standard deviation 9:8. (iii) The solid line (with error bars) showsthe results when using the fast global k-means algorithm with the potential insertion loationsonstrained by the entroids of the bukets of a k-d tree. On the horizontal axis we vary thenumber of bukets for the k-d tree of the last method.We also omputed the `theoretial' lustering error for eah data set, ie., the error omputedby using the true luster enters. The average error value over the 10 data sets was 14:9 withstandard deviation 1:3. These results were too lose to the results of the standard fast globalk-means to inlude them in the �gure.We an onlude from this experiment that (a) the fast global k-means approah gives rise toperformane signi�antly better than when starting with all enters at the same time initializedusing the k-d tree method, and (b) restriting the insertion loations for the fast global k-meansto those given by the k-d tree (instead of using all data points) does not signi�antly degradeperformane if we onsider a suÆiently large number of bukets in the k-d tree (in generallarger than the number lusters).Obviously, it is also possible to employ the above presented k-d tree approah with the globalk-means algorithm.4 Experimental resultsWe have tested the proposed lustering algorithms on several well-known data sets, namely theiris data set [8℄, the syntheti data set [9℄ and the image segmentation data set [8℄. In all datasets we onduted experiments for the lustering problems obtained by onsidering only featurevetors and ignoring lass labels. The iris data set ontains 150 four-dimensional data points,the syntheti data set 250 two-dimensional data points and the for the image segmentationdata set we onsider 210 six-dimensional data points obtained through PCA on the original18-dimensional data points. The quality of the obtained solutions was evaluated in terms of thevalues of the �nal lustering error.For eah data set we onduted the following experiments:� one run of the global k-means algorithm for M = 15.� one run of the fast global k-means algorithm for M = 15.� the k-means algorithm for k = 1; : : : ; 15. For eah value of k, the k-means algorithm wasexeuted N times (where N is the number of data points) starting from random initialpositions for the k enters and we omputed the minimum and average lustering error aswell as its standard deviation.For eah of the three data sets the experimental results are displayed in Figures 2, 3 and4 respetively. Eah �gure plot displays the lustering error value as a funtion of the numberof lusters. It is lear that the global k-means algorithm is very e�etive providing in all asessolutions of equal or better quality with respet to the k-means algorithm. In what onernsthe fast version of the algorithm, it is very enouraging that, although exeuting signi�antly
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faster, it provides solutions of exellent quality, omparable to those obtained by the originalmethod. Therefore, it onstitutes a very eÆient algorithm, both in terms of solution qualityand omputational omplexity and an run even faster if k-d trees are employed as explained inthe previous setion.Matlab implementations of the fast global k-means and the k-d tree building algorithms anbe downloaded from http://www.siene.uva.nl/researh/ias.5 Disussion and onlusionsWe have presented the global k-means lustering algorithm, whih onstitutes a deterministilustering method providing exellent results in terms of the lustering error riterion. Themethod is independent of any starting onditions and ompares favorably to the k-means algo-rithm with multiple random restarts. The deterministi nature of the method is partiularlyimportant in ases where the lustering method is used either to speify initial parameter val-ues for other methods (for example RBF training) or onstitutes a module in a more omplexsystem. In suh a ase we an be almost ertain that the employment of the global k-means (orany of the fast variants) will always provide sensible lustering solutions. Therefore, one anevaluate the omplex system and adjust ritial system parameters without having to worry fordependene of system performane on the lustering method employed.Another advantage of the proposed tehnique is that in order to solve the M -lusteringproblem, all intermediate k-lustering problems are also solved for k = 1; : : : ;M . This mayprove useful in many appliations where we seek for the atual number of lusters and thek-lustering problem is solved for several values of k. We have also developed the fast globalk-means algorithm, whih signi�antly redues the required omputational e�ort, while at thesame time providing solutions of almost the same quality.We have also proposed two modi�ation of the method that redue the omputational loadwithout signi�antly a�eting solution quality. These methods an be employed to �nd solutionsto lustering problems with thousands of high-dimensional points and one of our primary aimsis to test the tehniques on large sale data mining problems.Another diretion of future work is related with the use of parallel proessing for aeleratingthe proposed methods sine, for every k, the N exeutions of the k-means algorithm are inde-
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