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A Soft k-Segments Algorithm for Principal
Curves

J.J. Verbeek and N. Vlassis and B. Krose

Computer Science Institute, University of Amsterdam
Kruislaan 403, 1098 SJ Amsterdam, The Netherlands

Abstract. We propose a new method to find principal curves for data
sets. The method repeats three steps until a stopping criterion is met. In
the first step, k£ (unconnected) line segments are fitted on the data. The
second step connects the segments to form a polygonal line, and evaluates
the quality of the resulting polygonal line. The third step inserts a new
line segment. We compare the performance of our new method with other
existing methods to find principal curves.

1 Introduction

Principal curves form the natural generalization of Principal Component Anal-
ysis (PCA) [4]. The first principal component can be thought of as the ‘optimal’
linear 1-d summarization of the data. A principal curve generalizes this idea to
1-d non-linear summarizations of the data. Since for finite data-sets there are
always curves passing exactly through all the data, some regularization of the
complexity of the curve is inevitable. Possible applications of principal curves
include dimension reduction for feature extraction or visualization of data.

Several definitions of principal curves have been proposed [3,5]. In [5] the
Polygonal Line Algorithm (PLA) is provided as a method to find principal
curves. In a probabilistic setting [10] principal curves are defined as curves min-
imizing a penalized log-likelihood measure. Let x € IRP and assume a mixture
density

l
p(x) = / p(x|t)p(t)dt (1)

where t is a latent variable distributed on an arc-length parameterized curve of
length [. p(x|t) is, for example, a spherical Gaussian modeling the noise located
on point ¢ of the curve.

Several other methods from the field of unsupervised learning can also be
employed to find principal curves: Generative Topographic Mapping (GTM) [1],
Self Organizing Maps (SOM) [6], Growing Cell Structures (GCS) [2] and Isomap
[9]. Situations in which the data-set is concentrated along a non-linear curve but
the aforementioned methods perform poorly or fail completely typically consist of
data-sets that are concentrated along a highly curved or self-intersecting curves,



see Figure 1. The poor performance in such situations is mainly due to the local-
search strategies employed by these methods.! By local-search we mean that the
methods start with some initial curve and gradually improve upon it. The result
is that the methods end up in rather poor local optima in the space of curves.

Fig. 1. Results on synthetic data for (left to right) GTM, SOM, GCS and PLA.

We propose an alternative method to find principal curves that is able to
overcome some of these local optima. The key feature is that our method can
make jumps in the space of curves. This is achieved by splitting the search for

curves in two parts. First, k¥ unconnected line segments sy, ..., s are fitted on
the data by means of local-search. Note that we can insert (k — 1) line segments
to join si,...,s; to form a polygonal line, we can do so in 2¥~1k! ways. The

second search consists of a local search among the 2¥~1k! candidate polygonal
lines. In the next section we discuss exactly what curves we are looking for. The
subsequent sections discuss the algorithm in detail. Section 6 ends the paper
with a discussion and conclusions.

2 Principal Curves

In this paper, we use a probabilistic setting to find principal curves by means
of maximizing log-likelihood, resembling the method by Tibshirani [10]. We use
the model (1), where p(t) is uniform along the curve and p(z|t) is a spherical

Gaussian located on point ¢ of the curve, with constant variance o2 over all t.

The variance o2 is a smoothing parameter, to be set by the user. If o2 tends
to zero, the preference of the algorithm is drawn towards curves passing exactly
through all data. We restrict the considered curves to Polygonal Lines (PLs).
Suppose our data-set lives in IRP. Let s be a line segment, defined as: s =
{£(t)|t € [—a,a]}, with £(t) = ¢ + ut, u,c € RP and [jul| = 1. Let x| = ¢ +
(x—c¢)"u)uand x; = x — x. If the PL is a line segment and p(t) and p(x[t) are
as defined above, then (1) can be written as the product: pj(x))p.L(xL), where
py is a (D-1) dimensional spherical Gaussian with zero mean and variance o2.

We approximate p;| with a function that is constant 1/(2a) on the interval [—a +

! This does not hold for Isomap. However, Isomap is not able to find self-crossing
curves. This is not surprising since Isomap is based on multi dimensional scaling
(MDS).



04,a—0,] and drops to zero outside this interval like a Gaussian with variance o2,
hence — log py (x) ~ log 2a+max (||x) || — a + 0.,0)*/(202) +const.? Combining
this approximation with p, and letting d?(x,s') = max (||x[| —a + o, 0)? +
||x.||> denote the squared distance between x and the line segment s’ = {f(#)|t €
[—a + 0x,a — 0.]} we have:

—logp(x) ~ d*(x,s')/(202) + log 2a + const (2)

We use (2) to measure the negative log-likelihood of the data given a principal
curve. We neglect effects of higher density occurring in bends of the curve.

Note that, using our density model, computing the negative log-likelihood
involves measuring the Euclidean distance between a data point and a line seg-
ment, whereas using a multivariate Gaussian, like in [1,10, 11], we measure Ma-
halanobis distance to the centroid.

3 Local Search I: Good Unconnected Segments

The task of the first part of the algorithm is to fit k line segments to a data-set.
In an accompanying paper [12], we discussed how we can extend the well-known
k-means or Generalized Lloyd algorithm to a k-lines or k-segments algorithm.
Here, we take another approach where we replace the hard partitioning of the
data-set with a ‘soft’ weighting scheme that determines how much a data point
contributes to the configuration of a line segment.

We interpret the fitting of the line segments as a mixture density estimation
problem which we solve in an EM style. Each segment defines a mixture com-
ponent of the form (1). Let m; be the mixing weight of component ¢ and let D
denote the dimensionality of the data space. It is easy to derive the following
update equations for o2 (recall that o is assumed constant along the curve) and

T [12]
s Y Y Paa(ix)d(x, 55)?
Orew = > _’ 3)
Tinew = M (4)

We do not have such update equations for the parameters that determine the
length, location and orientation of the segments. However, given the posterior
distribution over the components given a data point, p(j|z), we can compute the
optimal center and covariance matrix if we were fitting a multivariate Gaussian.
We do so and derive, heuristically, parameter updates for the line segments. The
center of the segment is taken equal to the center of the Gaussian. The direction
is taken along the eigenvector with maximal eigenvalue A4, of the covariance

? One can approximate p closer with a sigmoid function of ||z ||. However, the Gaus-
sian approximation allows for simplifications in the computation of the log-likelihood
that are not obtained when using the sigmoid.



matrix of the Gaussian. The length of the segment is taken as 3v/Apqz, this
value was experimentally. Using longer segments may yield segments that cover
subsequent parts of the curve to cross. Shorter segments describe the data less
well. In both cases the construction of the curve (see next section) is made more
difficult.

This method is not guaranteed to provide a sequence of pdf’s with increasing
log-likelihood on the data due to its heuristic nature. Therefore, we only update
the parameters of the mixture if this results in an increase in log-likelihood. We
stop updating if the increase in log-likelihood drops below a certain threshold.

4 Local Search II: Good Combinations of Segments

To achieve a fast algorithm to find the PL from a set of segments, we do not
consider the data in the construction of the PL. The only requirements on the
PL are that it is reasonably short and does not contain too sharp angles between
adjacent segments. To each PL P we assign a cost [(P) + Aa(P), where the first
term is the length of the PL and the second is the sum of all angles between
adjacent segments of the PL. The value of A determines the importance of a
‘smooth’ curve. We construct a first PL in a greedy fashion as follows: First,

Fig. 2. Connecting two sub-PLs: the angle penalty is the sum of the angles between
an edge and the adjacent edges, i.e. a + .

we start with all original segments as sub-PLs. Then at each step we connect
those two sub-PLs P; and P; that can be connected with minimal cost. The
cost is given by the length of the connection and A times the total incurred
angle penalty, see Figure 2. We repeat this procedure until just one complete
PL is left. The angle penalty is a heuristic used to prevent the construction
algorithm from constructing very long curves. Suppose the algorithm can connect
a segment s to several other segments at approximately the same distance, then
the heuristic articulates a preference for the segment that is most alligned with s.
In our experiments we found this heuristic to improve performance significantly,
especially when modeling data originating from crossing curves.

Due to the greedy nature of the construction discussed above, it might well
happen that we can obtain a PL with lower cost by some simple modifications
of the initial PL. To find such improvements we use a simple result from graph
theory: finding the optimal (in terms of cost) Hamiltonian Path for k vertices, can



be expressed as finding the optimal solution for a k + 1 cities traveling salesman
problem (TSP). We use the 2,,, TSP optimization scheme [7] to improve our
initial PL. This procedure is discussed in more detail in [12].

5 Inserting New Segments

When fitting mixture models we often do not know the ’optimal’ number of com-
ponents. Furthermore, the more components we use the greater the risk becomes
of getting stuck at a local minimum. Li and Barron [8] recently provided evidence
that an approach that interleaves greedy search and component insertion may
provide a promising alternative to local search. These reasons motivate why we
start our algorithm with one segment and then insert a new segment after both
aforementioned local searches (fitting the segments and combining them) have
finished. To apply this strategy, we need an efficient method to determine the
parameters of a new mixture component given a mixture and a data-set.

Since we cannot compute directly the optimal parameters for the new seg-
ment, we use a heuristic to find reasonable initial values for the new segment.
We limit the possible locations of the new segment to points in the data-set and
choose the location x;+ that minimizes an upper bound on the total squared dis-
tance from data points to the closest segment. We initialize the new component
using the data points for which x;+ is closer than any of the k segments, we
denote this subset by X*. The center of the new segment sp41 is taken as the
centroid of X*. The direction of si; is taken along the direction with maximal
variance in X*, denote this variance by A;,4.. The length of si4; is taken again
3vAmaz- The mixing weight 71 of the new component is set to 1/(k + 1), all
other mixing weights are rescaled, so that Y m; = 1. The noise variance o is
updated according to o3, = (ko2,; + 04, y)/(k + 1), where o}, is the mean
squared distance from points in X* to the new segment.

Alternatively, we could initialize the new component as a spherical Gaussian
with variance equal to the variance of the other segments. We could then compute
p(k + 1|z) and compute new parameters for the new component accordingly.

In addition to computing/guessing initial values for the new component once,
we could in an EM style optimize the parameters of the new component and the
mixing weight. In our experiments we found that applying this extra optimiza-
tion does not very much improve and sometimes even worsens performance.

Once the new segment is initialized, we can again start the iterative update
scheme discussed in Section 3. The insertion of the new component is not guar-
anteed to increase the likelihood of the data. Hence, we monitor the change in
log-likelihood due to the insertion and only accept the insertion if it leads to
increased log-likelihood.

6 Demonstration and Discussion

Ezxperiments To test our algorithm, we conducted several experiments. We com-
pared the performance of our algorithm with the performance of GTM, SOM,



GCS and PLA, see Figure 1. We also compared results with Isomap [9], as ex-
pected Isomap is not able to find the crossing structures due to its MDS nature.
Data-sets distributed along a number of different curves embedded in both IR?
and IR? were used. Most of the data-sets used were data-sets on which the afore-
mentioned methods performed poorly. Figure 3 provides results obtained for our
method, both on the data used for the other methods (right) and for two other
data sets. All other methods failed on the other data sets, we did not include
illustrations of these results.

Fig. 3. Some results of our method. In the middle and right-hand picture the thin line
segments are the unconnected fitted segments.

Conclusions We observed that our method can avoid poor local minima in many
of the situations where the other methods gave poor results. This is due to the
combination of local search for the unconnected segments and the local search
for good polygonal lines built from those segments. The combination of the two
local search steps allows for a non-local search in the space of curves.

The soft weighting scheme used to fit the components as compared to the
hard Voronoi partitions used in [12] provides more robustness to the method by
making it less sensitive to the details of the configuration of the data-set.

The first local search, the fitting of the line segments, resembles a procedure
by Tipping et al. [11]. By using the density model of the form (1) we obtain a
mixture density that resembles the final density generated by the curve more
closely than when using a simple mixture of Gaussians. We also found

Experimentally we found that if the noise estimation was off up to 1/4 of the
real noise level the algorithm still found correct curves. The weighting factor of
the angle penalty is typically set to A = 1, although values in the range (1/2, 2)
still gave good performance. The ’correct’ setting of A depends on the actual
data set.

Note that in cases where one has a preference for smooth curves over the
polygonal lines, the algorithm is still of interest. One can simply use the projec-
tion indices of the data on the polygonal line as an new variable, and then use
standard regression techniques to find a smooth curve for the data.



Future research An objective function that does not require a smoothing param-
eter o, to be set by the user is a subject of further study. We hope to achieve
this by implementing an objective function based on Rissanen’s Minimum De-
scription Length principle. A different approach to find the ’right’ number of
segments is to base the objective function on preservation of pairwise distances
between (a subset of) the datapoints obtained in a neighbourhood graph.

Finally, we hope to replace some of the heuristic update rules by closed form
update equations. Especially for the center and direction of the segments we
speculate closed form update equations exist.
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