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Abstract

We present a method for non-linear data pro-
jection that offers non-linear versions of Principal
Component Analysis and Canonical Correlation
Analysis. The data is accessed through a prob-
abilistic mixture model only, therefore any mix-
ture model for any type of data can be plugged
in. Gaussian mixtures are one example, but mix-
tures of Bernoulli’s to model discrete data might
be used as well. The algorithm minimizes an ob-
jective function that exhibits one global optimum
that can be found by finding the eigenvectors of
some matrix. Experimental results on toy data
and real data are provided.

1 Introduction

Much research has been done in the field of
unsupervised non-linear feature extraction to ob-
tain a low dimensional description of high dimen-
sional data that preserves important properties of
the data. In this paper we are interested in data
that lies on or close to a low dimensional manifold
embedded (possibly non-linearly) in a Euclidean
space of much higher dimension. A typical ex-
ample of such data are images of an object un-
der different conditions (e.g. pose and lighting)
obtained with a high resolution camera. A low
dimensional representation may be desirable for
different reasons like compression for storage and
communication, for visualization of high dimen-
sional data, and as a preprocessing step for fur-
ther data analysis or prediction tasks.

An example is given in Fig. 1, we have data
in IR3 which lies on a two dimensional manifold
(top plot). We want to recover the structure of
the data manifold, so that we can ‘unroll’ the data

manifold and work with the data expressed in the
‘latent coordinates’, i.e. coordinates on the man-
ifold (second plot).

Here, we consider a method to integrate sev-
eral local feature extractors into a single global
representation. The idea is to learn a mixture
model on the data where each mixture compo-
nent acts as a local feature extractor. A mixture
of Probabilistic Principal Component Analyzers
[1] is a typical example. After this mixture has
been learned, the local feature extractors are ‘co-
ordinated’ by finding for each local feature ex-
tractor a suitable linear map into a single ‘global’
low-dimensional coordinate system. The collec-
tive of the local feature extractors together with
the linear maps into the global latent space pro-
vides a global non-linear projection from the data
space into the latent space.

This differs from other non-linear feature ex-
traction methods like: Generative Topographic
Map (GTM) [2], Locally Linear GTM [3], Koho-
nen’s Self-Organizing Map [4] and a Variational
Expectation Maximization algorithm similar to
SOM [5]. These algorithms are actually quite op-
posite in nature to the method presented here:
they start with a given configuration of mixture
components in the latent space and adapt the
mixture configuration in the data space to opti-
mize some objective function. Here we start with
a given and fixed mixture in the data space and
find an optimal configuration in the latent space.
The advantage of the latter method is that it is
not prone to local optima in the objective func-
tion.1 Moreover, the solution for a d-dimensional
latent space can be found by finding the eigenvec-

1Of course, fitting the mixture model on the data might
be susceptible to local optima.



tors of a matrix corresponding to the 2nd smallest
up to the (d + 1)st smallest eigenvalues. The size
of this matrix is given by the total number of lo-
cally extracted features plus the number of mix-
ture components, i.e. if all k components extract
d features then the size is k(d + 1).

The work presented in this paper can be cat-
egorized together with other recent algorithms
for unsupervised non-linear feature extraction like
IsoMap [6], Local Linear Embedding [7], Kernel
PCA [8], Kernel CCA [9] and Laplacian Eigen-
maps [10]. All these algorithms perform non-
linear feature extraction by minimizing an objec-
tive function that exhibits a limited amount of
stable points that can be characterized as eigen-
vectors of some matrix. These algorithms are gen-
rally simple to implement, since it is only needed
to construct some matrix, then the eigenvectors
are found by standard methods.

In this paper we build upon recent work of
Brand [11]. In the next section we review the
work of Brand, we derive the objective function
by a slight modification of the free-energy used
in [12] and we discuss how we can find its stable
points. In Section 3 we present a method to ob-
tain better results by using several mixtures for
the data in parallel. Secondly, we show in Sec-
tion 4 that finding the locally valid linear maps
between the data space and the latent space can
be regarded as a weighted form of Canonical Cor-
relation Analysis (CCA), and we show how we
can generalize the work of Brand to perform non-
linear CCA. A general discussion and conclusions
can be found in Section 5.

2 Linear Embedding of Local Fea-

ture Extractors

In this section we describe the work of Brand
[11], in a notation that allows us to draw links
with CCA in section 4.

Consider a given data set X = {x1, . . . ,xN}
and a collection of k local feature extractors of
the data fs(x) for s = 1, . . . k. Thus, fs(x) is a
vector containing the features extracted from x

by feature extractor s. Each feature extractor
gives zero or more (linear) features of the data.
With each feature extractor, we associate a mix-
ture component in a probabilistic k-component
mixture model. We write the density on high di-
mensional data items x as:

p(x) =

k
∑

s=1

p(s)p(x|s), (1)

where s is a variable ranging over the mixture
components and p(s) is the a-priori probability

on component s (sometimes also termed ‘mixing
weight’ of component s).

Next, we consider the relationship between the
given representation of the data (denoted with x)
and the representation of the data in the latent
space, which we have to find. Throughout, we
will use g to denote latent coordinates for data
items. The g is for ‘Global’ latent coordinate as
opposed to locally extracted features, which we
will denote by z. For the unobserved latent co-
ordinate g corresponding to a data point x and
conditioned on s, we assume the density:

p(g|x, s) = N (g;κs + Asfs(x), σ2I) (2)

where N (g;µ,Σ) is a Gaussian distribution on
g with mean µ and covariance Σ. The mean,
gns, of p(g|xn, s) is the sum of the component
mean κs in the latent space and a linear trans-
formation, implemented by As, of fs(xn). From
now on we will use homogeneous coordinates and
write: Ls = [Asκs] and zns = [fs(xn)>1]>, and
thus gns = Lszns.

Consider the marginal (over s) distribution on
latent coordinates given data:

p(g|x) =
∑

s

p(s,g|x) =
∑

s

p(s|x)p(g|x, s). (3)

Given a fixed set of local feature extractors and
a corresponding mixture model, we are interested
in finding linear maps Ls that give rise to ‘nice’
projections of the data in the latent space. By
‘nice’, we mean that components that have a
high posterior probability to have generated x

(i.e. p(s|x) is large) should give similar projec-
tions of x in the latent space. So we would like
the p(g|x, s) to look similar for the components
with large posterior. Since the marginal p(g|x)
is a Mixture of Gaussians, we can measure the
similarity between the predictions by looking how
much the mixture resembles a single Gaussian. If
the predictions are all the same, the mixture is a
single Gaussian.

We are now ready to formally define the ob-
jective function Φ({L1, . . . ,Lk}), which sums the
data log-likelihood and a Kullback-Leibler diver-
gence D which measures how uni modal the dis-
tribution p(g|x) =

∑

s p(s|x)p(g|x, s) is.

Φ =

N
∑

n=1

log p(xn)

−
∑

n

D(Qn(g, s) ‖ p(g, s|xn)), (4)

where Qn distributes independently over g and s:

Qn(g, s) = qnsQn(g) = qnsN (g;gn,Σn). (5)



This objective function is similar to the one used
in [12, 13]. The difference here is that the covari-
ance matrix of p(g|x, s) does not depend on the
linear maps Ls. If we fix the data space model,
turning the data log-likelihood into a constant,
and set qns = p(s|xn), then the objective sums
for each data point xn the Kullback-Leibler di-
vergence between Qn(g) and p(g|x, s), weighted
by the posterior p(s|xn):

Φ =
∑

n,s

qnsD(Qn(g) ‖ p(g|xn, s)). (6)

In order to minimize the objective Φ with respect
to gn and Σn, it is easy to derive that we get:

gn =
∑

s

qnsgns and Σn = σ2I, (7)

where I denotes the indentity matrix. Skipping
some additive and multiplicative constants with
respect to the linear maps Ls, the objective Φ
then simplifies to:

Φ =
∑

n,s

qns ‖ gn − gns ‖2≥ 0, (8)

with gns = Lszns as before. Note that we can
rewrite the objective as:

Φ =
1

2

∑

n,s,t

qnsqnt ‖ gnt − gns ‖2≥ 0. (9)

The objective is a quadratic function of the
linear maps Ls [11]. At the expense of some extra
notation, we obtain a clearer form of the objective
as a function of the linear maps. Let:

un = [qn1z
>
n1 . . . qnkz

>
nk], (10)

U = [u>
1 . . .u>

N ]>, (11)

L = [L1 . . .Lk]>. (12)

Note that from (7), (10) and (12) we have: gn =
(unL)>. The expected projection coordinates
can thus be computed as:

G = [g1 . . .gN ]> = UL. (13)

We define the block-diagonal matrix D as:

D =









D1 0

. . .

0 Dk









(14)

where Ds =
∑

n qnsznsz
>
ns. The objective then

can be written as:

Φ = Tr{L>(D − U>U)L}. (15)

The objective function is invariant for translation
and rotation of the global latent space, as can be
easily seen from (8). Furthermore, re-scaling the
latent space changes the objective monotonically.
To make solutions unique with respect to transla-
tion, rotation and scaling, we put two constraints:

(trans.) : ḡ =
1

N

∑

n

gn = 0, (16)

(rot. + sc.) : Σg =
∑

n

(gn − ḡ)(gn − ḡ)> (17)

= L>U>(I − 1/N)UL = I,

where we used 1 to denote the matrix with ones
everywhere. Solutions are found by differentia-
tion using Lagrange multipliers, and the columns
v of L are found to be generalized eigenvectors:

(D − U>U)v = λU>(I − 1/n)Uv (18)

Since the solutions are zero mean, it follows that
1Uv = 0, and hence that:

(D − U>U)v = λU>Uv (19)

⇔

Dv = (λ + 1)U>Uv. (20)

The value of the objective function is given by:

Φ =
∑

i

v>
i (D − U>U)vi (21)

=
∑

i

λiv
>
i U>Uvi (22)

= (N − 1)
∑

i

λivar(g
i), (23)

where var(gi) denotes the variance in the ith co-
ordinate of the projected points. So rescaling to
get unit variance makes the objective equal to
(N − 1)

∑

i λi. The smallest eigenvalue is always
zero, corresponding to projections that collapses
all projections in the point κ. This projection has
for s = 1, . . . , k : As = 0 and κs = κ. This is
embedding tells us nothing about the data, there-
fore we need the eigenvectors corresponding to
the second up to the (d + 1)st smallest eigenval-
ues to obtain the best embedding in d dimensions.
Note that there is no problem if different feature
extractors extract a different number of features.

In Fig. 1 we give an illustration of the above.
The top two images show the original data pre-
sented to the algorithm and the 2-dimensional
representation found by the algorithm. The blue
and yellow sticks indicate the local feature extrac-
tors which are centered on the red dots. The two
lower scatter plots compare the coordinates on
the data generating manifold with the discovered
latent coordinates. For both coordinates there is
high correlation with the true latent coordinates.
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Figure 1: From top to bottom. (1) Data in
IR3 with charts indicated by the blue and yel-
low sticks. (2) Data representation in IR2. (3)
First original coordinate on manifold against first
found latent coordinate. (4) Second original co-
ordinate on manifold against second found latent
coordinate.

3 Incorporating more points in the

objective function

In this section we discuss how using multiple
mixtures for the data can help obtain more stable
results. The next section then discusses how this
method can be exploited to define a non-linear
form of Canonical Correlation Analysis.

Sometimes the method of the previous section
collapses several linear feature extractors in some
part of the underlying data manifold onto a point
or a line. Whereas the Automatic Alignment
(AA) method [14] was less sensitive to such phe-
nomena.

AA is based on the Local Linear Embedding
algorithm [7] and finds linear maps to integrate a
collection of locally valid feature extractors in a
manner similar to what we described in the pre-
vious section. In AA the objective function is:

ΦAA =
∑

m,n

Wnm ‖ gn − gm ‖2, (24)

again we have gn =
∑

s qnsg
s
n. The weights, col-

lected in the weight matrix W, are found by first
determining for every data point xn its nearest
neighbors nn(n) in the data space and use the W

that minimizes:

∑

n

‖ xn −
∑

m∈nn(n)

Wnmxm ‖2, (25)

under the constraint that
∑

m Wnm = 1 and
only nearest neighbors can have non-zero weights,
thus: ∀m /∈ nn(n) : Wnm = 0.

The objective function (8) of the previous sec-
tion is in fact only based on points for which the
posteriors qns assigns non-negligible mass on at
least two mixture components. This is seen di-
rectly from (9), since if one of the qns takes all
mass, all products of the posteriors are zero ex-
cept for one term where the squared distance is
zero. In other words, the objective only focuses
on data that is on the overlap of at least two
mixture components. So, only points for which
the entropy of the posterior is reasonably high
contribute to the objective function. The other
data, for which the entropy in the posterior is
low, is thus completely neglected in the objective
function and thus in the coordination of the local
feature extractors.

In practice, often the bulk of the data has a
low entropy posterior and hardly plays a role in
the objective function. To make more use of the
available data we should have more entropy in the
posteriors. One way to do that is to smoothen
the posteriors by taking the closest posterior in
KL-divergence sense to the old posterior that has



a certain entropy, yielding: q′ns ∝ qα
ns. Another

possibility is to smoothen such that the average

entropy has a certain value. However, to deter-
mine the ‘right’ amount of entropy in the poste-
riors seems a rather problematic question.

The problem can also be circumvented by us-
ing several mixtures, say two, in parallel. The
mixtures are trained independently and the final
posterior for a specific mixture component from
one of the two mixtures is defined as half of the
posterior within the mixture from which this com-
ponent originates. So, the sum of the posteriors
on the components originating from the first mix-
ture equals 1/2 and similarly for the second mix-
ture. In this manner we always have an entropy
of at least one bit in the posteriors, and hence
all points make a significant contribution to the
objective function.

Note that we are using just a heuristic here,
more principled ways to learn a mixture with high
entropy in the posteriors could be divised but do
not seem essential. Only in the case that the two
independently learned mixtures are the same we
have not gained anything. This, however, is not
likely to be the case for mixture models fitted by
EM algorithms that find local optima of the log-
likelihood function. We initialize the EM mix-
ture learning algorithm at different values and in
this manner we (probably) find mixtures that are
different local optima of the data log-likelihood
function. We can think of this method as cover-
ing the data manifold not with one set of tiles,
but using two coverings of the manifold. In this
way every tile is overlapping with several other
tiles on its complete extent.

We found in experiments that using two mix-
tures instead of one gives great improvement in
the obtained results. Moreover, we prevent the
computation of the weight matrix W needed by
AA. The time needed to compute the weight ma-
trix is in principle quadratic in the number of data
points and can be problematic in non-Euclidean
spaces. By using several mixtures in parallel, we
avoid the quadratic cost and have a method that
is based purely on mixture models and that can
be readily applied to any type of mixture models.

In Fig. 2 we give some examples of data em-
beddings obtained on a data set of 1965 pictures
of a face.2 First the images were projected from
the original 28 × 20 pixel coordinates to 10 di-
mensions with PCA. The projection from 10 to
2 dimensions was done by fitting a 10 compo-
nent mixture of 2-dimensional probabilistic PCA
[1] and aligning them with the method described
in the previous section. We show the latent co-

2These images can be obtained from the web page of
Sam Roweis at http://www.cs.toronto.edu/~roweis.

ordinates assigned to the pictures as dots, some
pictures are shown next to their latent coordinate.

The two bottom figures, where we used two
parallel mixtures, show a nice separation of the
‘smiling’ faces and the ‘angry’ faces. Further-
more, the variations in gaze direction are nicely
identified. The two top images, where we used
single mixtures with respectively ten and twenty
mixture components do not show the separation
between the two ‘moods’.

4 Non-linear Canonical Correla-

tion Analysis

In Canonical Correlation Analysis (CCA) [15,
16] two zero mean sets of points are given: X =
{x1, . . . ,xN} ⊂ IRp and Y = {y1, . . . ,yN} ⊂
IRq. The aim is to find linear maps a and b, that
map members of X and Y respectively on the
real line, such that the correlation between the
linearly transformed variables is maximized. This
is easily shown to be equivalent with minimizing:

E =
1

2

∑

n

[axn − byn]
2

(26)

under the constraints that a[
∑

n xnx>
n ]a> +

b[
∑

n yny>
n ]b> = 1. Several generalizations of

CCA are possible.

Generalizing the above such that the sets do
not need to be zero mean and allowing a transla-
tion as well gives the problem of minimizing:

E =
1

2

∑

n

[(axn + ta) − (byn + tb)]
2
, (27)

again under the constraints that the sum of vari-
ances of the projections of X and Y are equal to
some fixed constant. We can also generalize by
mapping to IRd instead of the real line, and then
requiring the covariance matrix of the projections
to be identity.3 CCA can also be readily extended
to take into account more than two point sets, c.f.
[9].

In the generalized CCA with multiple point-
sets and allowing translations and mapping to
IRd, we minimize the squared distance between
all pairs of projections under the constraints that
each set of projected points has unit variance. We
denote the projection of the n-th point in the s-
th point-set as gns. We thus minimize the error

3If the linear maps are constrained to be orthonormal
matrices (rotations plus reflection) then this is known as
the Procrustes rotation [17].

http://www.cs.toronto.edu/~roweis
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Figure 2: From top to bottom: (1) One mixture
of 10 components. (2) One mixture of 20 com-
ponents. (3) Two parallel mixtures of 10 compo-
nents each.

function:

ΦCCA =
1

2k

∑

n

k
∑

s=1

k
∑

t=1

‖ gns − gnt ‖
2 (28)

=
∑

n

∑

s

‖ gns − gn ‖2, (29)

where gn = 1
k

∑

s gns. The constraint is that:
∑

s

∑

n ‖ gns ‖2= 1.

Note that the objective Φ in equation (8) coin-
cides with ΦCCA in (29) if we set qns = 1/k. The
different constraints imposed upon the optimiza-
tion by CCA and our objective of the previous
sections turn out to be equivalent, since the sta-
ble points under both constraints coincide. We
can regard the features extracted by each local
feature extractor as a point set. Hence, we can in-
terpret the method of the Section 2 as a weighted
form of CCA that allows translation on multiple
point sets.

Viewing the coordination of local feature ex-
tractors as a form of CCA suggests using the co-
ordination technique for non-linear CCA. This is
achieved quite easily, without modifying the ob-
jective function (8). We consider different point
sets, each having a mixture of locally valid lin-
ear projections into the ‘global’ (in the sense of
shared by all mixture components and point sets)
latent space. We minimize the weighted sum of
the squared distances between all pairs of pro-
jections, i.e. we have pairs of projections due to
the same point set and also pairs that combine
projections from different point sets. As with the
use of parallel mixtures, the weight qns associ-
ated with the sth projection of observation n, is
given by the posterior of the mixture component
in the corresponding mixture (e.g. the posterior
p(s|xn) if projection s is due to a component in
the mixture for X and p(s|yn) if s refers to a com-
ponent in the mixture fitted to Y) divided over
the number of point sets. It is now clear that the
use of parallel mixtures in the previous section
was merely a form of non-linear CCA where both
point sets are the same.

We again define gn =
∑

s qnsgns, where s now
ranges over all mixture components in all mix-
tures fitted on the C different point sets. We use
qc
nr to denote the posterior on component r for

observation n in point set c. where the qc
nr are

rescaled with a factor C such that all qc
nr for one

point set c sum to one. Furthermore, we define
gc =

∑

r qc
nrg

c
nr as the average projection due to

point set c. The objective can be rewritten in



different forms:

Φ =
1

2

∑

n

∑

s,t

qnsqnt ‖ gns − gnt ‖
2 (30)

=
∑

n

∑

s

qns ‖ gns − gn ‖2 (31)

=
∑

c

1

C

[

∑

n,s

qc
ns ‖ gn − gc

ns ‖2

]

(32)

=
∑

c

1

C

∑

n

[

‖ gn − gc
n ‖2

]

+
∑

c

1

C

∑

n

[

∑

s

qc
ns ‖ gc

n − gc
ns ‖2

]

. (33)

Observe how in (33) the objective sums both
between point set consistency of the projections
(first summand) and within point set consistency
of the projections (second summand).

As an illustrative toy application of the non-
linear CCA we took two point-sets in IR2 of 600
points each. The first point-set was generated on
an S-shaped curve the second point set was gener-
ated along a circle segment. To both point sets we
added Gaussian noise. We learned a k = 10 com-
ponent mixture model on both point-sets, illus-
trated in the top figures of Fig. 3. In the bottom
figure the discovered latent space representation
(vertical axis) is plotted against the coordinate
on the generating curve (horizontal axis). The
relationship is monotonic and roughly linear.

5 Discussion and Conclusions

We have shown how we can globally maximize
a free-energy objective similar to that of [12, 13]
with respect to the linear maps Ls that map ho-
mogeneous coordinates of the local feature extrac-
tors into a global latent space. This was achieved
by making the variance of p(g|s,x) independent
of the linear maps. The linear maps are found by
computing the d+1 smallest eigenvectors of a ma-
trix. The edge size of the eigenproblem is given
by k plus the total number of extracted features.
Typically, if all feature extractors give the same
number of features, this will be k(d+1). However,
it is not necessary to let every mixture component
extract an equal number of features.

The way in which we find the latent representa-
tion of the data is very similar to the k-segments
algorithm [18]. In the latter we first fitted a
mixture of PCA’s and used a (only locally opti-
mal) combinatorial optimization algorithm to dis-
cover how the different PCA’s (segments) could
be aligned. Also here, first a mixture model is fit-
ted to the data and then an optimization problem
is solved to coordinate the mixture components.
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Figure 3: (Top) Two point-sets and the fitted
mixture models. Local charts are indicated by the
blue sticks. (Bottom) Scatter plot of the found la-
tent coordinates (vertical) and coordinate along
the generating curve (horizontal).



However, in the current work the optimization of
the alignment is globally optimal and can be ap-
plied to PCA’s of any dimension and latent spaces
of any dimension.

As compared to [14] we do not have to compute
neighbors anymore in the data space, which is
costly and moreover can be hard when processing
data with mixed discrete and continuous features.
We only need a mixture model to produce poste-
riors here. In [11] the same objective and solution
are used as here. We showed how using multiple
mixtures in parallel can boost performance signif-
icantly and how the same technique can be used
for non-linear CCA. We illustrated the viability
of the presented algorithms on synthetic and real
data.

In future work, we want to exploit the link with
CCA further by investigating its applicability in
classification and regression problems.
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