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Abstract

Mixture densities constitute a rich family of mod-
els that can be used in several data mining and ma-
chine learning applications, for instance, clustering.
Although practical algorithms exist for learning such
models from data, these algorithms typically do not
scale very well with large datasets. Our approach,
which builds on previous work by other authors, of-
fers an acceleration of the EM algorithm for Gaus-
sian mixtures by precomputing and storing sufficient
statistics of the data in the nodes of a kd-tree. Con-
trary to other works, we obtain algorithms that strictly
increase a lower bound on the data log-likelihood in
every learning step. Experimental results illustrate the
validity of our approach.

1 Introduction

Mixture modeling and clustering are common
tasks in data analysis and occur in applications across
many fields. Clustering is employed to find prototyp-
ical data items in a large data base or to determine
whether new data matches previously seen data. Clus-
tering and mixture modeling are also used in super-
vised classifier systems, where new data is compared
with each cluster and each cluster defines a mapping
to the class labels. Mixture modeling is used for den-
sity estimation in general with many different appli-
cations.

The Expectation-Maximization (EM) algorithm
and the k-means algorithm are among the most popu-
lar algorithms for data clustering and mixture model-
ing [1]. This is mainly due to the ease of implemen-
tation of these algorithms and the fact that they are
guaranteed to improve the associated objective func-
tions in every step of the algorithms without the need
to set any parameters. However, since for both algo-
rithms the run-time per iteration is linear in both the
number of data items n and the number of clusters k,

their applicability is limited in large scale applications
with many data and many clusters.

Recently several authors [2, 3, 4, 5] proposed
speedups of these algorithms based on analyzing large
chunks of data at once to save distance computations.
The idea is to use geometrical reasoning to determine
that for chunks of data a particular prototype is the
closest (k-means) or the posterior on mixture com-
ponents hardly varies in the chunk of data (EM for
Mixture of Gaussians). Cached sufficient statistics
can then be used to perform the update step of the
algorithms.

In this paper we employ a variational EM ap-
proach [6] and show how such speedups for the
EM algorithm can be guaranteed to increase a lower
bound on the data log-likelihood in each step. We also
derive closed form and efficiently computable optimal
assignments of chunks of data to mixture components
(E-step). Furthermore, the variational EM framework
allows for arbitrary partitionings, where existing tech-
niques were forced to use relatively fine partitionings
of the data. Thus the proposed framework allows
more freedom in designing new speedup algorithms.

The rest of this paper is organized as follows: in
the next section we discuss Gaussian mixture model-
ing and in Section 3 we derive the corresponding EM
algorithm. Section 4 shows how we can use locally
shared responsibilities to speed-up the EM algorithm.
Then, in Section 5 we compare our work with related
work. In Section 6 we describe our experiments on
speeding up Gaussian mixture learning and end with
conclusions in Section 7.

2 Clustering as Gaussian mixture learn-
ing

The problem of data clustering can be viewed as a
density estimation problem if we treat the data points
as samples from a mixture density of k components



(clusters). A typical case is to assume Gaussian com-
ponents.

A k-component Gaussian mixture for a random
vector x in IRd is defined as the convex combination

p(x) =

k
∑

s=1

p(x|s) p(s) (1)

of d-dimensional Gaussian densities

p(x|s) = (2π)−d/2|Cs|
−1/2

exp

[

−
1

2
(x − ms)
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s (x − ms)

]

(2)

each parameterized by its mean ms and covariance
matrix Cs. The components of the mixture are in-
dexed by the random variable s that takes values from
1 to k, and p(s) defines a discrete ‘prior’ distribution
over the components.

Given a set {x1, . . . , xn} of points, assumed to
be independent and identically distributed, the learn-
ing task is to estimate the parameter vector θ =
{p(s), ms, Cs}

k
s=1 of the k components that maxi-

mizes the log-likelihood function

L(θ) =

n
∑

i=1

log p(xi; θ) =

n
∑

i=1

log

k
∑

s=1

p(xi|s)p(s).

(3)
Throughout we assume that the likelihood function is
bounded from above (e.g., by placing lower bounds
on the eigenvalues of the components covariance ma-
trices) in which case the maximum likelihood esti-
mate is known to exist [7].

3 The variational EM algorithm

Maximization of the data log-likelihood L(θ) can
be efficiently carried out by the EM algorithm [8]. In
this work we consider a variational generalization of
EM [6] which allows for useful extensions.

The variational EM algorithm performs iterative
maximization of a lower bound of the data log-
likelihood. In our case, this bound F(θ, Q) is a func-
tion of the current mixture parameters θ and a factor-
ized distribution Q =

∏n
i=1

qi(s), where each qi(s)
corresponds to a data point xi and defines an arbitrary
discrete distribution over s. For a particular realiza-
tion of s we will refer to qi(s) as the ‘responsibility’
of component s for the point xi.

This lower bound, analogous to the (negative) vari-
ational free energy in statistical physics, can be ex-
pressed by the following two (equivalent) decompo-

sitions

F(θ, Q) =

n
∑

i=1

[log p(xi; θ) − D(qi(s) ‖ p(s|xi; θ))]

(4)

=

n
∑

i=1

k
∑

s=1

qi(s)[log p(xi, s; θ) − log qi(s)]

(5)

where D(· ‖ ·) denotes the Kullback-Leibler diver-
gence between two distributions, and p(s|xi) is the
posterior distribution over components of a data point
xi computed from (1) by applying the Bayes’ rule.
The dependence of p on θ is throughout assumed, al-
though not always written explicitly.

Since the Kullback-Leibler divergence between
two distributions is non-negative, the decomposi-
tion (4) defines indeed a lower bound on the log-
likelihood. Moreover, the closer the responsibilities
qi(s) are to the posteriors p(s|xi), the tighter the
bound. In particular, maxima of F are also maxima of
L [6]. In the original derivation of EM [8], each E step
of the algorithm sets qi(s) = p(s|xi) in which case,
and for the current value θt of the parameter vector,
holds F(θt, Q) = L(θt). However, other (subopti-
mal) assignments to the individual qi(s) are also al-
lowed provided that F increases in each step.

For particular values of the responsibilities qi(s),
we can solve for the unknown parameters of the mix-
ture by using the second decomposition (5) of F . It
is easy to see that maximizing F for the unknown pa-
rameters of a component s yields the following solu-
tions:

p(s) =
1

n

n
∑

i=1

qi(s), (6)

ms =
1

np(s)

n
∑

i=1

qi(s)xi, (7)

Cs =
1

np(s)

n
∑

i=1

qi(s)xix
>
i − msm

>
s . (8)

4 Locally shared responsibilities

As mentioned above, in each step of the variational
EM we are allowed to assign any responsibilities qi(s)
to the data as long as this increases F . The idea be-
hind our Chunky EM algorithm is to assign equal re-
sponsibilities to chunks of data points that are nearby
in the input space.

Consider a partitioning A of the data space into
a collection of non-overlapping cells {A1, . . . , Am},
such that each point in the data set belongs to a single
cell. To all points in a cell A ∈ A we assign the
same responsibility distribution qA(s) which we can
compute in an optimal way as we show next.



Note from (5) that the objective function F can be
written as a sum of local parts F =

∑

A∈A FA, one
per cell. If we impose qi(s) = qA(s) for all data
points xi ∈ A, then the part of F corresponding to a
cell A reads

FA =
∑

xi∈A

k
∑

s=1

qA(s)[log p(xi|s) + log p(s) − log qA(s)]

=|A|
k

∑

s=1

qA(s)[log p(s) − log qA(s)

+
1

|A|

∑

xi∈A

log p(xi|s)]. (9)

If we set the derivatives of FA w.r.t. qA(s) to zero
we find the optimal distribution qA(s) that (globally)
maximizes FA:

qA(s) ∝ p(s) exp〈log p(x|s)〉A (10)

where 〈·〉A denotes average over all points in cell A.
Such an optimal distribution can be separately com-
puted for each cell A ∈ A, and only requires com-
puting the average joint log-likelihood of the points
in A.

4.1 Speedup using cached statistics

We now show that it is possible to efficiently com-
pute (i) the optimal qA(s) for each cell A in the E-step
and (ii) the new values of the unknown mixture pa-
rameters in the M-step, if some statistics of the points
in each cell A are cached in advance. The averaging
operation in (10) can be written1:

〈log p(x|s)〉A =
1

|A|

∑

xi∈A

log p(xi|s)

= −
1

2
[log |Cs| +

1
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∑
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(xi − ms)
>C−1

s (xi − ms)]

= −
1

2
[log |Cs| + m>

s C−1

s ms + 〈x>C−1

s x〉A−

2m>
s C−1

s 〈x〉A]

= −
1

2
[log |Cs| + m>

s C−1

s ms + Tr{C−1

s 〈xx>〉A}−

2m>
s C−1

s 〈x〉A].

(11)

From this we see that the mean 〈x〉A and covariance
〈xx>〉A of the points in A are sufficient statistics for
computing the optimal responsibilities qA(s).

The same statistics can be used for updating the
mixture parameters θ. If we set the derivatives of (9)

1We ignore the additive constant − d

2
log(2π) which translates

into a multiplicative constant in (10).

w.r.t. θ to zero we find the update equations:

p(s) =
1

n

∑

A∈A

|A|qA(s) (12)

ms =
1

np(s)

∑

A∈A

|A|qA(s)〈x〉A (13)

Cs =
1

np(s)

∑

A∈A

|A|qA(s)〈xx>〉A − msm
>
s (14)

in direct analogy to the update equations (6)–(8), with
the advantage that the linear complexity in the number
of data points has been replaced by linear complexity
in the number of cells of the particular partitioning.

Note that, whatever partitioning we choose, the
Chunky EM algorithm presented above (which inter-
acts with the data only through the cached statistics of
chunks of data) is always a convergent algorithm that
strictly increases in each step a lower bound on data
log-likelihood. In the limit, if we partition all data
points into separate cells, the algorithm will converge
to a local maximum of the data log-likelihood.

4.2 Using a kd-tree for partitioning

The algorithm presented in the previous section
works for any partitioning, as long as sufficient statis-
tics of the data have been stored in the corresponding
cells. We note that the amount of computation needed
to perform one iteration of the Chunky EM increases
linearly with the number of cells. Moreover, it is easy
to see that if we refine a specific partitioning and re-
compute the responsibilities qA(s) then F cannot de-
crease. In the limit holds F = L and the approxi-
mation bound is tight. Clearly, various trade-offs be-
tween the amount of computation and the tightness of
the bound can be made, depending on the particular
application.

A convenient structure for storing statistics in a
way that permits the use of different partitionings in
the course of the algorithm is a kd-tree [9, 2]. This is a
binary tree that defines a hierarchical decomposition
of the data space into cells, each cell corresponding
to a node of the tree. Each node is split into two chil-
dren nodes by a hyperplane that cuts through the data
points in the node. Typically, a node is represented
by a hyper-rectangle and an axis-aligned hyperplane
is used for splitting nodes. In our case we use a kd-
tree where each node is split along the bisector of the
first principal component of the data in the node [10],
leading to irregularly shaped cells. As in [2] we store
in each node of the kd-tree the sufficient statistics
of all data points under this node. Building these
cached statistics can be efficiently done bottom-up by
noticing that the statistics of a parent node are the
sum of the statistics of its children nodes. Building
the kd-tree and storing statistics in its nodes has cost
O(n log n).



A particular expansion of the kd-tree corresponds
to a specific partitioning A of the data space, where
each cell A ∈ A corresponds to an outer node of the
expanded tree. Further expanding the tree means re-
fining the current partitioning, and in our implementa-
tions as heuristic to guide the tree expansion we em-
ploy a best-first search strategy in which we expand
the node that leads to maximal increase in F . Note
that computing the change in F involves only a node
and its children so it can be done fast.

We also need a criterion when to stop expanding
the tree, and one could use among others bounds on
the variation of the data posteriors inside a node like
in [2], a bound on the size of the partitioning (number
of outer nodes at any step), or sampled approxima-
tions of the difference between log-likelihood and F .
Another possibility, explained in the next section, is to
control the tree expansion based on the performance
of the algorithm, i.e., whether a new partitioning im-
proves the value of F from the previous partitioning.

5 Related work

The idea of using a kd-tree for accelerating the EM
algorithm in large-scale mixture modeling was first
proposed in [2]. In that work, in each EM step every
node in the kd-tree is assigned responsibility distribu-
tion equal to the Bayes posterior of the centroid of the
data points stored in the node, i.e., qA = p(s|〈x〉A).
In comparison, we use qA proportional to the average
joint log-likelihood, c.f. (10). If there is little variation
in the posteriors within a node (and this is achieved by
having very fine-grained partitionings), the approxi-
mation will hardly affect the update in the M-step,
and therefore the M-step will probably still increase
the data log-likelihood. However this is not guaran-
teed. Also, in [2] a different tree expansion is com-
puted in each EM step, while as stopping criterion for
tree expansion bounds are used on the variation of the
posterior probabilities of the data inside a node of the
kd-tree (a nontrivial operation that in principle would
involve solving a quadratic programming problem).

The main advantage of our method compared
to [2] is that we provably increase in each EM step a
lower bound of the data log-likelihood by computing
the optimal responsibility distribution for each node.
Moreover, this optimal distribution is independent of
the size, shape, or other properties of the node, allow-
ing us to run EM even with very coarse-grained parti-
tionings. As mentioned above and as demonstrated in
the experiments below, by gradually refining the par-
titioning while running EM we can get close to the op-
tima of the log-likelihood in relatively few EM steps.

6 Experimental verification

In this section we describe our experiments and
present and discuss the obtained results.

6.1 Implementation

In the experiment we apllied our variational EM al-
gorithm to learn a k-component mixture of Gaussians
for the data. First, a kd-tree is constructed as in [10]
and we cache in its nodes the data statistics bottom-
up, as explained above. The EM algorithm is started
with an initial expansion of the tree to depth two. We
keep this partitioning fixed and run the variational EM
till convergence. Convergence is measured in terms
of relative increase in F . We then refine the parti-
tioning by expanding the node of the tree that leads to
maximal increase in F . Then we run again the varia-
tional EM till convergence, refine the partitioning by
expanding best-first a single node of the tree, etc. We
stop the algorithm if F is hardly improved between
two successive partitionings.

Note that a refining a particular partitioning and
computing the new (shared and optimal) responsibili-
ties, can be viewed as applying a single E step which
justifies the use of the relative improvement of F as a
convergence measure.

In all experiments we used artificially gener-
ated data sampled from a randomly initialized k-
component Gaussian mixture in d dimensions with a
component separation of c. A separation of c means
[11]:

∀i6=j : ||mi−mj ||
2 ≥ c2·max

{i,j}
{trace(Ci), trace(Cj)}.

(15)

6.2 Difference with suboptimal shared
responsibilities

As indicated by theory, the responsibilities com-
puted from (10) are optimal w.r.t. maximizing F .
Since θ is unaffected by the choice of responsibili-
ties, we see from (4) that the sum of Kullback-Leibler
divergences should be smaller when using (10) than
when for example using p(s|〈x〉A), as in [2]. In this
experiment, we investigate the difference in summed
Kullback-Leibler divergences (or equivalently the dif-
ference in F) between using (10) and the method of
[2].

We generated 20 data sets of 5000 points from
a random k = 20 component Gaussian mixture in
d = 10 dimensions with a separation of c = 2. We
then initialized a mixture using k-means and approx-
imated the responsibilities for this mixture. Figure 1
shows the differences in the Kullback-Leibler diver-
gence summed over all data points, for different par-
titioning sizes, averaged over the 20 data sets. Each
unit on the horizontal axis corresponds to expanding
the tree one level down, and hence doubling the num-
ber of nodes used in the partition.

The result confirms that our method indeed gives
a better approximation, as predicted from theory. The
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Figure 1: Differences in Kullback-Leibler divergence
as a function of partition size.

difference is larger for rough partitionings, this is as
expected since p(s|〈x〉A) becomes a better approxi-
mation of the individual responsibilities as the parti-
tion gets finer.

6.3 Gaussian mixture learning: Chunky
vs. regular EM

In the second experiment we compared our method
to the regular EM algorithm in terms of speed and
quality of the resulting mixture. We looked at how
difference in performance and speed is influenced by
the number of data points, dimensions, components,
and the amount of separation.

The default data set consisted of 10,000 points
drawn from a 10-component 3-separated Gaussian
mixture in 2 dimensions. To compare log-likelihoods
we also created a test set of 1000 points from the same
mixture. We applied both algorithms to a mixture ini-
tialized using k-means. Figure 2 shows the (differ-
ences in) negative log-likelihood and speed between
the algorithms and the generating mixture averaged
over 20 data sets. Speed was measured using the total
number of basic floating point operations needed for
convergence.

The results show with respect to the run-times that
(i) the speedup is at least linear in the number of data
points (ii) the number of dimensions and components
have a negative effect on the speedup and (iii) the
amount of separation has a positive effect. In gen-
eral the Chunky EM requires more EM iterations to
converge but it is still faster than regular EM since the
iterations themselves are executed much faster. The
difference in the performance of the two algorithms
w.r.t. log-likelihood becomes larger (our method per-
forms worse) as the number of components and data
dimension increase. However, the difference in log-
likelihood between Chunky and regular EM is still
small compared to the respective differences with the

log-likelihood of the generating mixture, even using
many components in high dimensional spaces.

7 Conclusions

We presented a variational EM algorithm that can
be used to speed-up large-scale applications of EM to
learn Mixtures of Gaussians. Our contributions over
similar existing techniques are two-fold.

Firstly, we can show directly that the algorithm
maximizes a lower bound on data log-likelihood and
that the bound becomes tighter if we use finer parti-
tionings. The algorithm finds mixture configurations
near local optima of the log-likelihood surface which
are comparable with those found by the regular EM
algorithm, but considerably faster.

Secondly, because we have a convergent algorithm
that maximizes a lower bound on data log-likelihood
we can use any partitioning of the data. This allows
us to use partitionings where the true posteriors dif-
fer heavily in each part, which might be needed when
working on very large data sets and only limited com-
putational resources are available. Another option is
to start the algorithm with a rough partitioning (for
which the EM iterations are performed very fast) and
only refine the partitioning when needed because the
algorithm converged with the rough partitioning.

Comparing our work with [2], we conclude that
with the same computational effort we can use the
optimal shared responsibilities instead of the poste-
rior at the node centroid. Furthermore, we obtained a
provably convergent algorithm and have the freedom
to use arbitrary partitionings of the data.

Current research involves integrating the Chunky
EM with greedy Gaussian mixture learning [12, 13].
In greedy mixture learning, the mixture is build
component-wise, starting from one component. Af-
ter the EM for the k-component mixture converged,
a new mixture component is added and EM cycles
are performed on the resulting k + 1 component mix-
ture, etc. Finally, we would like to remark that the
proposed technique can directly be applied to other
Gaussian mixture models like e.g. the Generative To-
pographic Mapping [14] or the supervised mixture
modeling [15].
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Figure 2: Experimental results on Gaussian mixture learning. (Left) Speedup factor. (Right) Negative log-
likelihoods at convergence: generating mixture (black), regular EM (light), Chunky EM (dark).
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