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Abstract

Mixture probability densities are popular mod-
els that are used in several data mining and
machine learning applications, e.g., clustering.
A standard algorithm for learning such mod-
els from data is the Expectation-Maximization
(EM) algorithm. However, EM can be slow
with large datasets, and therefore approxima-
tion techniques are needed. In this paper
we propose a variational approximation to the
greedy EM algorithm which offers speedups that
are at least linear in the number of data points.
Moreover, by strictly increasing a lower bound
on the data log-likelihood in every learning
step, our algorithm guarantees convergence. We
demonstrate the proposed algorithm on a syn-
thetic experiment where satisfactory results are
obtained.

1 Introduction

An important task in data analysis is to search
and identify clusters of data items. These clus-
ters can be used for a number of purposes, such
as classification of new data or for predicting
missing data. Data clustering methods can also
be used as learning algorithms when applied to
partially labelled data, where each found cluster
corresponds to a class.

The task of clustering algorithms is to fit
a model to the data. A useful and popu-
lar class of models are Mixture models which
are convex combinations of basic model compo-
nents (McLachlan and Peel, 2000). Typically
these components are Gaussian density func-
tions, because often data is locally Gaussian dis-
tributed, in which case the data set can be as-
sumed to have been generated by a hypothetical
Gaussian mixture. The task is then to find the
parameters of that generating mixture.

Because of their probabilistic nature, Gaus-
sian mixtures are in principle preferred over
models that partition a data set in discrete
parts. In most applications where a new data
item needs to be classified, it is more desirable
to calculate the probability that this item be-
longs to certain clusters than to assign it to
strictly one cluster.

The most popular algorithm for train-
ing a Gaussian mixture is the Expectation-
Maximization (EM) algorithm (Dempster et al.,
1977). Among its advantages are its easy imple-
mentation, no need to set extra user-defined pa-
rameters, and guaranteed monotone increase in
model quality. There are also some downsides,
however, the most important of which are its
high dependency on initialization, and its com-
putational complexity which is linear with re-
spect to the size of the data set.

Over the past years several improvements of
the EM algorithm were proposed to counter-
act those problems. One of them is a gen-
eralization of the EM algorithm, analogous to
the (negative) variational free energy in statis-
tical physics, that justifies several useful vari-
ants (Neal and Hinton, 1998). Also, some
improvements aimed at lowering the compu-
tational cost by working with groups of data
items instead of the items themselves (Moore,
1999) (In (Alsabti et al., 1998; Kanungo et al.,
2002) this method is applied to the k-means
algorithm). Finally, a greedy version of EM
was proposed, which deals with the initializa-
tion problems of EM, thus resulting in higher
quality models (Verbeek et al., 2003; Vlassis and
Likas, 2002). This greedy method, however, is
computationally more expensive.

In this paper we propose a variational approx-
imation to the greedy EM algorithm for Gaus-
sian mixtures proposed in (Verbeek et al., 2003)



that offers a speedup without compromising sta-
bility. As in (Moore, 1999), we first partition
the data and cache some statistics in each par-
tition cell. A variational bound (Neal and Hin-
ton, 1998) allows us to compute for each cell
optimal responsibilities over mixing components
(E-step), which are further used to update the
mixture parameters (M-step). Both steps have
cost that is independent of the size of the data
set, and is linear in the number of partition cells.
We demonstrate the proposed algorithm on a
synthetic experiment where very satisfactory re-
sults are obtained. A more detailed treatment
can be found in (Nunnink, 2003).

2 Gaussian mixtures and the EM
algorithm

A k-component Gaussian mixture for a random
vector x in IRd is defined as the convex combi-
nation

p(x) =

k
∑

s=1

p(x|s) p(s) (1)

of d-dimensional Gaussian densities

p(x|s) = (2π)−d/2|Cs|
−1/2

exp

[

−
1

2
(x − ms)

>C−1
s (x − ms)

]

(2)

each parameterized by its mean ms and covari-
ance matrix Cs. The components of the mixture
are indexed by the random variable s that takes
values from 1 to k, and p(s) defines a discrete
‘prior’ distribution over the components.

Given a set {x1, . . . , xn} of points, assumed to
be independent and identically distributed, the
learning task is to estimate the parameter vector
θ = {p(s),ms, Cs}

k
s=1 of the k components that

maximizes the log-likelihood function

L(θ) =

n
∑

i=1

log p(xi; θ) =

n
∑

i=1

log

k
∑

s=1

p(xi|s)p(s).

(3)
Throughout we assume that the likelihood func-
tion is bounded from above (e.g., by placing
lower bounds on the eigenvalues of the com-
ponents covariance matrices) in which case the
maximum likelihood estimate is known to ex-
ist (Lindsay, 1983).

3 The variational EM algorithm

Maximization of the data log-likelihood L(θ)
can be efficiently carried out by the EM al-
gorithm (Dempster et al., 1977). In this
work we consider a variational generalization of
EM (Neal and Hinton, 1998) which allows for
useful extensions.

The variational EM algorithm performs iter-
ative maximization of a lower bound of the data
log-likelihood. In our case, this bound F(θ,Q)
is a function of the current mixture parameters
θ and a factorized distribution Q =

∏n
i=1 qi(s),

where each qi(s) corresponds to a data point
xi and defines an arbitrary discrete distribution
over s. For a particular realization of s we will
refer to qi(s) as the ‘responsibility’ of compo-
nent s for the point xi.

This lower bound, analogous to the (negative)
variational free energy in statistical physics, can
be expressed by the following two (equivalent)
decompositions

F(θ,Q) =
n

∑

i=1

[log p(xi; θ) − D(qi(s) ‖ p(s|xi; θ))]

(4)

=
n

∑

i=1

k
∑

s=1

qi(s)[log p(xi, s; θ) − log qi(s)]

(5)

where D(· ‖ ·) denotes the Kullback-Leibler di-
vergence between two distributions, and p(s|xi)
is the posterior distribution over components of
a data point xi computed from (1) by apply-
ing Bayes’ rule. The dependence of p on θ is
throughout assumed, although not always writ-
ten explicitly.

Since the Kullback-Leibler divergence be-
tween two distributions is non-negative, the de-
composition (4) defines indeed a lower bound on
the log-likelihood. Moreover, the closer the re-
sponsibilities qi(s) are to the posteriors p(s|xi),
the tighter the bound. In particular, maxima
of F are also maxima of L (Neal and Hinton,
1998). In the original derivation of EM (Demp-
ster et al., 1977), each E step of the algorithm
sets qi(s) = p(s|xi) in which case, and for the
current value θt of the parameter vector, holds
F(θt, Q) = L(θt). However, other (suboptimal)
assignments to the individual qi(s) are also al-
lowed provided that F increases in each step.



For particular values of the responsibilities
qi(s), we can solve for the unknown parameters
of the mixture by using the second decomposi-
tion (5) of F . It is easy to see that maximizing
F for the unknown parameters of a component
s yields the following solutions:

p(s) =
1

n

n
∑

i=1

qi(s), (6)

ms =
1

np(s)

n
∑

i=1

qi(s)xi, (7)

Cs =
1

np(s)

n
∑

i=1

qi(s)xix
>
i − msm

>
s , (8)

from which we directly see the linear complexity
of EM in the number n of datapoints.

4 Locally shared responsibilities

As mentioned above, in each step of the varia-
tional EM we are allowed to assign any responsi-
bilities qi(s) to the data as long as this increases
F . The idea behind our algorithm is to assign
equal responsibilities to chunks of data points
that are nearby in the input space.

Consider a partitioning P of the data
space into a collection of non-overlapping cells
{A1, . . . , Am}, such that each point in the data
set belongs to a single cell. To all points in a
cell A ∈ P we assign the same responsibility
distribution qA(s) which we can compute in an
optimal way as we show next.

Note from (5) that the objective function F
can be written as a sum of local parts F =
∑

A∈P
FA, one per cell. If we impose qi(s) =

qA(s) for all data points xi ∈ A, then the part
of F corresponding to a cell A reads

FA =
∑

xi∈A

k
∑

s=1

qA(s)[log p(xi|s) + log p(s)−

log qA(s)]

= |A|

k
∑

s=1

qA(s)[log p(s) − log qA(s)+

1

|A|

∑

xi∈A

log p(xi|s)].

(9)

If we set the derivatives of FA w.r.t. qA(s) to
zero we find the optimal distribution qA(s) that

(globally) maximizes FA:

qA(s) ∝ p(s) exp〈log p(x|s)〉A (10)

where 〈·〉A denotes average over all points in
cell A. Such an optimal distribution can be
separately computed for each cell A ∈ A, and
only requires computing the average joint log-
likelihood of the points in A.

4.1 Speedup using cached statistics

We now show that it is possible to efficiently
compute (i) the optimal qA(s) for each cell A
in the E-step and (ii) the new values of the
unknown mixture parameters in the M-step, if
some statistics of the points in each cell A are
cached in advance. The averaging operation
in (10) can be written1:

〈log p(x|s)〉A =
1

|A|

∑

xi∈A

log p(xi|s)

= −
1

2
[log |Cs| +

1

|A|

∑

xi∈A

(xi − ms)
>C−1

s (xi − ms)]

= −
1

2
[log |Cs| + m>

s C−1
s ms + 〈x>C−1

s x〉A−

2m>
s C−1

s 〈x〉A]

= −
1

2
[log |Cs| + m>

s C−1
s ms + Tr{C−1

s 〈xx>〉A}−

2m>
s C−1

s 〈x〉A].
(11)

¿From this we see that the mean 〈x〉A and co-
variance 〈xx>〉A of the points in A are sufficient
statistics for computing the optimal responsibil-
ities qA(s).

The same statistics can be used for updating
the mixture parameters θ. If we set the deriva-
tives of (9) w.r.t. θ to zero we find the update
equations:

p(s) =
1

n

∑

A∈P

|A|qA(s), (12)

ms =
1

np(s)

∑

A∈P

|A|qA(s)〈x〉A, (13)

Cs =
1

np(s)

∑

A∈P

|A|qA(s)〈xx>〉A − msm
>
s ,

(14)

1We ignore the additive constant − d

2
log(2π) which

translates into a multiplicative constant in (10).



in direct analogy to the update equations (6)–
(8), with the advantage that the linear complex-
ity in the number of data points has been re-
placed by linear complexity in the number of
cells of the particular partitioning.

Note that, whatever partitioning we choose,
the Chunky EM algorithm presented above
(which interacts with the data only through the
cached statistics of chunks of data) is always a
convergent algorithm that strictly increases in
each step a lower bound on data log-likelihood.
In the limit, if we partition all data points into
separate cells, the algorithm will converge to a
local maximum of the data log-likelihood.

5 Greedy mixture learning

A recent approach to mixture learning involves
building a mixture in a ‘greedy’ manner (Ver-
beek et al., 2003; Vlassis and Likas, 2002; Li
and Barron, 2000). The idea is to start with a
single component (which is trivial to find), and
then alternate between adding a new compo-
nent to the mixture and updating the complete
mixture.

In particular, given a k-component Gaussian
mixture pk(x) that has converged, the greedy
method seeks a new component φ(x) with mean
mφ and covariance Cφ, and a mixing weight a ∈
(0, 1) that maximize the log-likelihood Lk+1 of
the two-component mixture

pk+1(x) = (1 − a)pk(x) + aφ(x;mφ, Cφ), (15)

where pk(x) is kept fixed. The advantages of
greedy mixture learning are: (1) initializing the
mixture is trivial, (2) local maxima of L are eas-
ier to escape, and (3) model selection becomes
more manageable.

In (Verbeek et al., 2003), the search for a good
component to add to pk(x) involves first split-
ting the data according to their ‘nearest’ (with
highest posterior) component, then randomly
generating a number of candidate components
from the points in each subset, and finally max-
imizing Lk+1 using only the data from the cor-
responding subset.

The same principle can also be applied in the
case of pre-partitioned data sets. In particu-
lar, in component allocation we divide all cells
A ∈ P into k disjoint subsets Ps according to
their ‘nearest’ (with highest responsibility) com-

ponent:

Ps = {A ∈ P : s = arg max
s′

qA(s′)}. (16)

Then we randomly split Ps in two sets of adja-
cent cells and for each such set S we generate
a component φ(x;mφ, Cφ) from the data con-
tained in S:

mφ =
1

n
S

∑

A∈S

nA〈x〉A, (17)

Cφ =
1

n
S

∑

A∈S

nA〈xx>〉A − mm>, (18)

where n
S

is the total number of points in S.
Note that both mφ and Cφ can be calculated
without requiring the data points themselves.
Subsequently we update (a,mφ, Cφ) in (15) by
maximizing a lower bound of Lk+1 using only
the cells in Ps. (Cells outside Ps will not con-
tribute significantly to the bound.) Let qA
be the responsibility of the new component
φ(x;mφ, Cφ) for any cell A ∈ Ps, and 1−qA the
responsibility of the old mixture pk. The free
energy (9) for cell A under the two-component
mixture (15) then reads

Fk+1

A = nAqA

[

log
a

qA

+ 〈log φ(x)〉A

]

+

nA(1 − qA)
[

log
1 − a

1 − qA

+ 〈log pk(x)〉A

]

.
(19)

Since Fk
A is a lower bound on

∑

x∈A log pk(x)
which we have already computed from (9), we
can replace the latter in (19) to get the bound

Fk+1

A ≥ nAqA

[

log
a

qA

+ 〈log φ(x)〉A

]

+

nA(1 − qA)
[

log
1 − a

1 − qA

+
Fk

A

nA

]

.

(20)

In the E-step we compute the optimal qA for
each cell A ∈ Ps by setting the derivative of
(20) w.r.t. qA to zero. This gives:

qA =
a exp〈log φ(x)〉A

(1 − a) exp(Fk
A/nA) + a exp〈log φ(x)〉A

,

(21)
where 〈log φ(x)〉A can be computed fast us-
ing (11). Similarly, in the M-step we maximize

Fk+1

P
=

∑

A∈P
Fk+1

A using the qA found in (21).



As in (Verbeek et al., 2003), we set the respon-
sibility of the new component for all cells out-
side Ps to zero, in which case it is not difficult to
see that we get the following update equations:

a =

∑

A∈Ps
nAqA

n
, (22)

mφ =

∑

A∈Ps
nAqA〈x〉A
na

, (23)

Cφ =

∑

A∈Ps
nAqA〈xx>〉A
na

− mφm>
φ . (24)

Note that the sums run over cells in Ps ⊂ P.
We refer to (Nunnink, 2003) for more details.

6 Choosing a partition

The analysis presented in the previous sections
applies to any partition, as long as sufficient
statistics of the data have been stored in the cor-
responding cells. As we showed above, for any
partition we obtain a convergent algorithm that
strictly increases in each step a lower bound on
the data log-likelihood. Moreover, by refining a
given partition F cannot decrease, and in the
limit holds F = L making the approximation
bound tight. Clearly, various trade-offs can be
made between the computational cost and the
approximation quality.

A convenient structure for storing statistics
in a way that permits the use of different par-
titions in the course of the algorithm is a kd-
tree (Bentley, 1975; Moore, 1999). This is a
binary tree in which the root contains all data
points, and each node is recursively split by a
hyperplane that cuts through the data points
contained in the node. Typically, axis-aligned
hyperplanes are used for splitting nodes. In
our experiments we used hyperplanes that cut
along the bisector of the first principal compo-
nent of the points in the node, leading to irregu-
larly shaped cells (Sproull, 1991). As in (Moore,
1999), we store in each node of the kd-tree the
sufficient statistics of all data points under this
node. Building the kd-tree and storing statis-
tics in its nodes has cost O(n log n), but this
needs to be done only once at the beginning of
the algorithm.

The outer nodes of a given expansion of the
kd-tree form a partition P of the data set. Fur-
ther expanding the tree means refining a current
partition. In our implementations as heuristic

to guide the tree expansion we employ a best-
first search strategy in which we expand the
node that leads to maximal increase in F . Note
that computing the change in F involves only
a node and its children so it can be done fast.
We also need a criterion when to stop expand-
ing the tree, and one could use among others
bounds on the variation of the data posteriors
inside a node like in (Moore, 1999), a bound
on the size of the partition (number of outer
nodes at any step), or sampled approximations
of the difference between log-likelihood and F .
Another possibility, which we adopted in our ex-
periments, is to control the tree expansion based
on the performance of the algorithm, that is, we
refine a partition only if this (significantly) im-
proves the value of F .

7 Related work

The idea of using a kd-tree for accelerating the
EM algorithm in large-scale mixture modeling
was first proposed in (Moore, 1999). In that
work, in each EM step every node in the kd-
tree is assigned responsibility distribution equal
to the Bayes posterior of the centroid of the data
points stored in the node, i.e., qA = p(s|〈x〉A).
(Compare this with (10).) If there is little vari-
ation in the posteriors within a node, which is
in turn achieved by having relatively fine par-
titions, the approximation qA = p(s|〈x〉A) will
only slightly affect the update in the M-step and
therefore this will probably increase the data
log-likelihood. However this is not guaranteed.
Also, in (Moore, 1999) a different tree expansion
is computed in each EM step, while as stopping
criterion for tree expansion bounds are used on
the variation of the posterior probabilities of the
data inside a node of the kd-tree (a nontrivial
operation that in principle would require solving
a quadratic programming problem).

The main advantage of our method compared
to (Moore, 1999) is that our algorithm strictly
increases in each step a lower bound of the data
log-likelihood by computing the optimal respon-
sibility distribution for each node. Moreover,
this optimal distribution is independent of the
size, shape, or other properties of the node, al-
lowing us to use even rough partitions. As men-
tioned above and as demonstrated in the experi-
ments below, by gradually refining the partition
while running the algorithm we can get close to



the optima of the log-likelihood in relatively few
steps.

8 Demonstration

In a synthetic experiment we compared the
greedy EM algorithm described in (Verbeek et
al., 2003) with the proposed accelerated greedy
algorithm, for learning a k-component Gaus-
sian mixture. We used artificially generated
data sampled from a randomly initialized k-
component Gaussian mixture in d dimensions
with a component separation of c (Dasgupta,
1999). For each data set we built a kd-tree
and stored in its nodes the data statistics as
explained above.

We started the accelerated greedy EM algo-
rithm with a partition of size four and expanded
the tree one node at a time, best first, as in the
first experiment. We used a default data set of
10,000 points and a test set of 500 points drawn
from a 5-component 2-separated mixture in two
dimensions. In Fig. 1 we show the results av-
eraged over 20 trials. The accelerated greedy
algorithm is always faster, with a speedup that
is linear in the size of the data set. Moreover,
this speedup comes almost ‘for free’: the log-
likelihoods of both algorithms are practically
equal to that of the generating mixture.

9 Conclusions

We have presented a variant of the Expectation-
Maximization algorithm specifically designed
for dealing with large-scale data sets, without
paying much in terms of quality. The exper-
iment described above clearly shows that the
proposed algorithm is faster than previous ver-
sions and that this speedup is linear with re-
spect to the size of the data set. The experi-
ment also shows that there is barely any loss in
quality even when working with large or com-
plex data sets.

The theory shows that the effect of the EM
algorithm, namely the guaranteed monotone in-
crease in model quality with respect to the free
energy, still holds independent of the size of the
partition. Therefore one can use the size of the
partition as an easy to implement trade-off be-
tween speed and quality. This is useful when
there are, for example, only limited resources
available.
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