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Gaussian fields (GF) have recently received considerable attention for dimension
reduction and semi-supervised classification. This paper presents two contribu-
tions. First, we show how the GF framework can be used for regression tasks on
high-dimensional data. We consider an active learning strategy based on entropy
minimization and a maximum likelihood model selection method. Second, we
show how a recent generalization of the Locally Linear Embedding algorithm for
correspondence learning can also be cast into the GF framework, which obviates
the need to choose a representation dimensionality.
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1 Introduction

Regression on the basis of high-dimensional data is a challenging problem in machine learning. In
order to successfully learn regression functions either a limited class of regression models must be
used (e.g. only linear models) or large quantities of data are required to reliably find a good model
from a larger class. Recently several techniques have been proposed for unsupervised dimension
reduction and semi-supervised classification that are based on a nearest neighbor graph on the
set of high-dimensional ‘inputs’. The graph on the data is used to specify the assumption that
nearest neighbors (according to some similarity measure) in the high-dimensional input space will
have similar ‘outputs’. In case of dimension reduction [12, 15, 7] the outputs are the desired low-
dimensional representations of the inputs, in the case of semi-supervised classification [5, 17, 1]
the outputs are class labels.

These techniques are based on a non-negative energy function that sums terms that are
quadratic in the outputs of neighbors in the graph. With the energy function we can associate
a Gaussian field (GF); a probability density function on all outputs. The GF density associated
with a quadratic energy function is proportional to the exponent of the negative energy function
(therefore it follows that the density is a Gaussian). The methods mentioned above return a
vector of outputs that minimizes the energy function; this is the mean of the corresponding GF
density.

In this paper we consider GFs defined on nearest neighbor graphs for two different learning
problems. The first problem is semi-supervised regression on high-dimensional data that exhibits
a low-dimensional structure. For example, the input data can be the pixel values of images of
a face that looks in different directions and we want to map these images to pose parameters.
If we consider the raw images as input vectors then the input equals the number of pixels in
the images, but the data are confined to an embedding of a low-dimensional manifold that
contains the images of the face looking in different directions. In this setting, unsupervised
data (for which we do not know the pose parameters) can be exploited to identify the low-
dimensional manifold structure of the data. Due to the low-dimensionality of the manifold,
only few supervised examples are needed to successfully learn a regression function to predict
the pose parameters. The amount of supervised data that can be acquired in practice is often
limited. This motivates active learning approaches, which determine on the basis of a set of
unsupervised data (and possibly some supervised data), which unsupervised data are expected
to yield the most information if the supervised signal would be available for them.

The second problem is correspondence learning. In this problem two high-dimensional data
sets are given that share the same underlying modes of variability. For example, each set can be
a collection of images of different views of a particular object. The manifolds on which the two
data sets lie, parameterized by the shared modes of variability, can be aligned if some ‘correspon-
dences’ are given. A correspondence is a pair that consists of a point in the first data set and
one in the second, which are known to share the same underlying low-dimensional coordinate
(e.g. images of the first and second object viewed from the same direction, see Fig. 4). The goal
is now to predict for a data point in one set the corresponding observation in the other set. This
problem is similar to regression, except that in this case the ‘output’ is also high dimensional.
Also in this setting, the low-dimensional manifolds can be recovered from unsupervised data,
which can then be aligned using only relatively few correspondences. Moreover, as opposed to
earlier work on correspondence learning [3, 16], in the GF framework we do not need to specify
a dimensionality of the underlying manifold. This is advantageous since the dimensionality is
not always known for the problem at hand.

The main difference between the GF approach and more traditional approaches lies in how
we specify a density over the outputs. For GFs, this density model is determined by the nearest
neighbor graph on the inputs; in this manner the density is derived from —and reflects the
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density of— the given inputs. More traditional techniques also define a density on the outputs,
although often implicitly. They do this by limiting attention to a parametric class of functions
(e.g. linear functions or feed-forward neural networks) that map inputs to outputs. The choice
for a specific class of functions is often motivated by reasons of computational efficiency rather
than by the suitability of this class for the given problem.

In the next section we introduce GFs defined on nearest neighbor graphs. In section Section 3
we focus on regression. First, we consider a maximum likelihood method to select an appropriate
number of nearest neighbors to specify the neighborhood graph. Second, we consider an entropy
minimization based query selection procedure for active learning. We present experimental
results that show the effectiveness of both procedures. In Section 4 we turn to correspondence
learning using GFs. We propose a new approach for the correspondence learning based on
GFs, and compare it to an existing approach based on the LLE algorithm. We emphasize
an attractive property of GFs for correspondence learning, namely that correspondences can
be predicted without an explicit low-dimensional representation as required by the LLE based
approach. We conclude with a discussion in Section 5.

2 Gaussian fields for unsupervised and semi-supervised learning

In this section we briefly summarize how Gaussian Fields have been used before for dimension
reduction and semi-supervised classification. Given a set of high-dimensional ‘inputs’ X =
{xi}ni=1, the first step in defining the GF is to find the nearest neighbors of each xi. Throughout
this we define nearest neighbors on the basis of Euclidean distance. We note that it is not
necessary to naively compute all pairwise squared distances to find the nearest neighbors, see
e.g. [6].

Let yi denote the scalar ‘output’ of xi, and let y denote the n-dimensional vector with all
outputs. Given the nearest neighbors, we define an energy function E(y) over the outputs by
summing over all input pairs xi and xj which are nearest neighbors, the squared difference of
their outputs (yi− yj)2 times a weighting factor aij . If we let aij 6= 0 only for nearest neighbors,
then:

E(y) =
n∑

i=1

n∑
j=1

aij(yi − yj)2 = y>(D−A)y = y>Ly, (1)

where the degree matrix D is a diagonal matrix containing the row sums of the adjacency
matrix A. The matrix L is known as the graph Laplacian of A. Note that if ∀i,jaij ≥ 0 then
∀yE(y) ≥ 0, however the converse is not true: matrices A with negative entries exist with
∀yE(y) ≥ 0. For example, the Locally Linear Embedding (LLE) algorithm [12] uses

A = W + W> −W>W, (2)

where each row of W sums to 1 and wij 6= 0 only for nearest neighbors. Using this adjacency
matrix D = I and the energy E(y) can be written as:

E(y) =
n∑

i=1

(yi −
n∑

j=1

wijyj)2 = ‖(I−W)y‖2F ≥ 0, (3)

where ‖ · ‖F denotes the Frobenius norm of a matrix (i.e. the square root of the sum of the
square of all elements).

The LLE algorithm and the Laplacian Eigenmap algorithm [7] (the latter uses an adjacency
matrix with non-negative entries) perform dimension reduction by solving for y that minimizes
E(y). Note that there is a trivial solution y = 1c, which is an eigenvector of L with eigenvalue
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zero. In order to prevent the trivial solution we can minimize the energy under the constraint
that y is zero mean and has unit variance. The minimizer is then given by the eigenvector of L
with the second smallest eigenvalue. To extract (d+1) rather than d features, one can minimize
E under the constraint that yd+1 should be orthogonal to the already extracted eigenvectors
yi (i = 1, . . . , d). The resulting minimizing vectors yi are all eigenvectors of L, the eigenvalues
corresponding to later added features exceeding those corresponding to the already extracted
features.

For semi-supervised classification, see e.g. [5, 17, 1], the value of some outputs yi (i.e. the
class labels, being 0 or 1 in the two class problems) of some data points xi are known and thus
fixed to these values. The energy E(y) is then minimized with respect to the remaining entries
of y. Without loss of generality we can assume that all indices of supervised points are smaller
than those of the unsupervised points. We can thus use the partition y = [y>s y>u ]>, where yu

denotes the sub-vector for unsupervised points and ys the sub-vector for the supervised points.
Let Lss,Lus and Luu denote the corresponding blocks of L:

L =

(
Lss Lsu

Lus Luu

)
. (4)

Throughout we will use this subscripting to refer to blocks of matrices and vectors that corre-
spond to supervised and unsupervised points. The energy can be expanded as:

E(y) = y>u Luuyu + y>s Lssys + 2y>u Lusys, (5)

and for fixed ys, the minimizer y∗u of E(y) with respect to yu, is characterized by the linear
equation:

Luuy∗u = −Lusys. (6)

Although Luu is sparse, its inverse may be full and for large n computing and even storing the
inverse can be problematic.

Some authors [5, 1] constrain y to be in the span of the m eigenvectors of L with smallest
eigenvalues, i.e. y = Vw where V contains the m eigenvectors as columns. The coefficients
in w are set to minimize the squared error ‖ys − Vsw‖2, where Vs contains the rows of V
corresponding to the supervised points. We note here that an alternative (and exact) method to
solve (6), that avoids explicit inversion and that is in practice often much faster than computing
a small eigenbasis, is to use the Cholesky decomposition Luu = R>R, then solve for R>z =
−Lusys, and then for Ry∗u = z. Several quantities which need to be evaluated in the techniques
developed in the next sections can be computed using Cholesky factors in a similar manner.

In practice, the energy function E(y) cannot be directly used to specify a GF since L is
singular (the constant vector is an eigenvector with eigenvalue zero). By adding a regularizer we
ensure that it is positive definite and can be used as an inverse covariance matrix of the GF. Let
M = L + αI, then it is easy to see that M has the same eigenvectors as L, with the eigenvalues
increased by α. The regularizer replaces the infinite variance in the direction 1 from the GF
distribution with variance α−1.

For the given points X we define the GF density over outputs y as:

p(y) = N (y; 0, β−1C) ∝ exp(−β

2
y>My), (7)

where β is a scale parameter that controls the smoothness of the density and C denotes the
inverse of M. Note that in the GF formulation, fixing some of the outputs to ys induces
a conditional density p(yu|ys). The mean y∗u of this conditional density is given by (6) if we
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replace the blocks of L with the corresponding blocks of M. Thus the methods considered above
can be interpreted as computing the mean of the corresponding Gaussian field conditioned on
the supervised points. In the next section we will exploit several other quantities associated
with the GF density.

3 Active semi-supervised regression with Gaussian fields

Previous work [12, 7, 5, 17, 1] has considered the use of GFs for semi-supervised classification and
dimension reduction; here we consider GFs for semi-supervised regression. The GF density p(y)
defined in the previous section can be regarded as a prior density over outputs that favors the
outputs of neighboring inputs to be similar. Given the values of some of the variables, collected
in ys, we obtain the posterior on the remaining variables p(yu|ys) (in the previous section we
already discussed how to compute the mean of the posterior). It is straightforward to generalize
this setup to predict several response variables independently using the same Gaussian field; for
clarity we focus here on the case with a single response variable.

In work by others on semi-supervised classification, the adjacency matrix A that determines
the energy function was specified directly by putting non-negative entries for nearest neighbors,
or by using Gaussian kernels. As we argue next, for regression it is more useful to define A
through a weight matrix W, as in (2). We set wij = 1/k if xj is among the k nearest neighbors
of xi and wij = 0 otherwise. In this way the energy function sums for each point the squared
difference of its output and the average of its neighbors, cf. (3). In comparison, if we directly
set the entries A corresponding to nearest neighbors to 1/k then the energy function sums for
each point the average squared difference between its output and that of its neighbors.

The apparently small difference to define A has an important consequence for extrapolation
performance of regression using the GF. The effect is best understood through a simple example
illustrated in Fig. 1. The input data consists of 300 data points along a spiral. The desired
output of each point is its position if the data points are numbered along the spiral. For three
data points (shown as circles) the desired output is specified. When A is specified directly, there
is no force that drives extrapolation: if all points toward the end of the spiral are assigned the
same output as the last supervised point, the contribution to the energy induced by these points
is zero. When A is defined in the LLE-based manner (2) extrapolation is obtained: the data
points towards the end of the spiral are assigned higher values to ensure that the average at the
last supervised point matches the supervised value as good as possible. This is necessary since
the unsupervised points at the other side of the last supervised point are assigned smaller values
for the interpolation between the supervised points.

Because of the lack of extrapolation in the direct method, we use the LLE based energy
function (3) in the remainder of this paper, with wij = 1/k when xj is one of the k neighbors of xi.
Note that the extrapolation effect does not appear in the case of semi-supervised classification,
since then desired outputs are always in the range of the supervised outputs (i.e. between zero
and one).

3.1 Model selection

The GF density (7) is parameterized by k, the number of nearest neighbors connected to each
point, and the variance scale parameter β. Since it is hard to set these parameters by hand, it
is desirable to find optimal values automatically. We can use the maximum a-posteriori (MAP)
criterion to select appropriate values for k and β.

The posterior distribution on the parameters given the supervised outputs collected in ys

is p(k, β|ys) ∝ p(ys|k, β)p(k, β). Below we assume a uniform prior p(k, β) over the parameters.
In this case MAP parameter estimation reduces to maximum marginal likelihood parameter
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Figure 1: Input data distributed along spiral (left panel). True and predicted output for the
data (right panel). The supervised points are encircled in both panels. Predictions are made
using the direct and LLE based method to specify matrix A.

estimation, i.e. find arg maxk,β p(ys|k, β). Note that if the weights wij are not fixed to 1/k but
set to maximize the marginal likelihood, then a uniform prior on the parameters cannot be used.
This is because the set of models with k + 1 neighbors then includes the set of models with k
neighbors as a subset.

Since p is Gaussian, the marginal likelihood of the supervised points is obtained relatively
easily. Using ns to denote the number of supervised points, the marginal log-likelihood of ys,
for particular k and β, is given by:

log p(ys|β, k) = −1
2

[
log |Css| − ns log β + βy>s C−1

ss ys,
]
, (8)

where Css depends on k. Through differentiation, the maximum of the marginal log-likelihood
over β and the maximizer β∗ can be analytically obtained as:

β∗ = arg max
β

log p(ys|β, k) = ns/(y>s C−1
ss ys), (9)

which can be substituted in (8) to find

l∗ = log p(ys|β∗, k) = −1
2

[
log |Css|+ ns + ns log(y>s C−1

ss ys/ns)
]
. (10)

Thus, to find the optimal number of neighbors k∗ we can evaluate (10) for k = {1, 2, . . . , kmax}
and pick the value for which (10) is maximum. To evaluate (10), we need to find Css, which can
be computed without explicitly computing all entries of C. Recall that C = M−1, then using
the Cholesky decomposition M = R>R we can find the required entries of Css by noting that
Cij = e>i Cej = e>i (R>R)−1ej , s>i sj , where ei is a vector with all zeros except for the i-th
entry which equals 1, and si = R−>ei. Since R is triangular we can solve for si in time linear
in n.

Maximization of the marginal likelihood over the regularizer α cannot be performed in closed
form, but it is possible to use gradient based techniques. The derivative of l∗ (the marginal log-
likelihood maximized over β) with respect to the regularizer α equals:

∂l∗

∂α
=

1
2
Tr{C−1

ss [C2]ss} −
ns

2
y>s C−1

ss [C2]ssC−1
ss ys

y>s C−1
ss ys

. (11)

To find the required block of C2 it is not necessary to explicitly compute this product. To
see this, note that [C2]ij = e>i CCej , s>i sj . Again using the Cholesky decomposition of M
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(ignoring β for clarity), we can write si = Cei = (R>R)−1ei. We can solve for si by first solving
R>z = ei and then for Rsi = z. Thus, to find the elements of [C2]ss we only need the Cholesky
factor R and solve the triangular linear systems to find the required si. However, after each
gradient step the Cholesky factors will need to be recomputed. This makes optimization over the
regularizer computationally demanding. In our experiments we therefore fixed the regularizer
at α = 10−11.

3.2 Query selection

In a semi-supervised active learning setting a set of unlabelled points is given and the learning
system asks the user to label one or more of these points to gain prediction accuracy on the
remaining unlabelled points. The question is now: for a given labelled set of points, which data
points should be additionally labelled to maximize prediction accuracy?

To determine which query set of fixed size is the most informative, we may consider the
entropy H(yu|ys) of the conditional density of the unlabelled points given a labelled query set,
and aim for the query set that leads to the lowest conditional entropy, see also [8, 4]. Intuitively,
we want the uncertainty of our predictions on the unlabelled points, given the labelled points,
to be as small as possible. The rationale is that, if we assume that the mean of the field will
approach the true value of the response variable, then we would like the distribution p(yu|ys)
to be concentrated as tight as possible around its mean. The chain-rule of entropies tells us
that H(y) = H(ys) + H(yu|ys). Thus, since the entropy of the complete field H(y) is fixed, we
can equivalently aim for the query set with the largest entropy. Note that that to compute the
entropy H(ys) = 1

2 log |Css| − 1
2ns log β + const. we can use the Cholesky factors of M as above

to find Css.
To find the single variable with maximum variance we could compute all variances, the

diagonal elements of C. However, already by selecting the maximum variance variable from
a random subset of all variables, we have large probability of selecting one of the variables
with largest variance. In fact, like in [14], we can compute confidence bounds of the type: with
probability at least 1−δ the variable with largest variance among m uniformly randomly selected
variables is among the ε fraction of variables with largest variance, if m ≥ dlog δ/ log (1− ε)e.
For example, if we use a random subset of 59 variables then with probability at least 95% the
selected variable will be among the 5% of variables with the largest variances.

The number of possible query sets grows quickly with ns and heuristic search methods are
inevitable already when ns is moderately large. A simple, and in practice very successful, scheme
is to start with an initial random subset. Until some stopping criterion is met, randomly some
variable yi not in the current subset is selected. An exchange is made if replacing one of the
variables in the current query set with yi yields a higher joint entropy of the query set.

If we have some labelled points (the labels of which are collected in yt) and want to find an
additional set of queries indexed by s. Thus, the outputs are divided in two disjoint sets: the
already labelled yt and the sofar unlabelled yu and the new queries are a subset of the sofar
unlabelled : s ⊂ u. We can proceed as above, by considering the conditional field p(yu|yt) and
compute the required entropies from the Cholesky decomposition of Muu, rather than from the
decomposition of M. (We can also use this to greedily, one-by-one, select an initial set of queries
rather than randomly in the algorithm described above.) However, in an active learning system
that computes a new query after the user has answered a previous query, the set of unlabelled
points changes after each answered query. This would require to compute after each answered
query the Cholesky factors of a different matrix Muu.1 However, we can use the Cholesky
factors of the whole matrix M to find a query set which maximally reduces the entropy in the
distribution on the unlabelled points, if some points have already been labelled. To see this note

1Note that also to predict yu the Cholesky factor of Muu has to be computed.
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that from the chain-rule of entropies we have that H(yu\s|ys∪t) = H(y) − H(ys∪t). Thus to
find the next query set that maximally reduces the entropy in the remaining unlabelled points
we find the query set s that, together with t, has the maximum entropy in the complete field.
This can be done by evaluating the entropy H(ys∪t) for different new query sets and picking
the one that maximizes this entropy.

3.3 Experimental results

First we consider a face-pose estimation experiment to give a qualitative illustration of the
techniques described above. The input data consists of a set of 2000 images of a face that
looks in different directions, varying both horizontally and vertically (see the images depicted
in Fig. 2). The goal is to predict the pose of the face.

A neighborhood graph with 20 neighbors was used that was computed directly on the basis
of the squared distance between the 40 × 40 pixel images. The supervised data was obtained
as follows: first the user has to place a random image in a two-dimensional plane. Then, using
the minimum entropy principle a next query image is selected and the user places this image
also in the plane. This process was repeated until ten images were placed in the plane. The two
coordinates of the position in the plane of each image are considered as the supervised values
of the two response variables which correspond to the horizontal and vertical viewing direction
(pose) of the face.

In Fig. 2 the predicted pose parameters of all 2000 images are shown, the coordinates of the
ten supervised images are indicated with the digits 1, . . . , 10. Observe that the query selection
procedure mainly requested supervision for relatively extreme views. In the same figure we also
plotted four lines, the images nearest to the circles on the lines are plotted next to the figure.
These images show that using only 10 supervised examples a reasonable prediction on the pose
depicted in the other images can be made.

We continue with quantitative experimental results obtained using a data set of 698 images
(64×64 pixels) of a face rendered by computer graphics software.2 The face is viewed and lit from
different directions and for all images the ground truth viewing direction (longitude and latitude)
and lighting direction (longitude) are available. The task is to predict the viewing direction and
lighting direction of unsupervised images. The three response variables were normalized to the
range [0, 3.5] yielding approximately unit variance. We fixed the regularizer α at 10−11.

In the experiments we used all 698 images. Some of the images were supervised and others
not; the supervised images were selected either randomly or with by an active learning scheme.
The squared errors between the predictions and the ground truth are averaged over the unsuper-
vised points and over the different response variables. All reported results are averages over 20
experiments and we used t-tests to assess the p-value significance levels of the obtained results
presented in Fig. 3 (note the log scale).

3.3.1 Query selection.

In Fig. 3 we show both for random query selection (dotted lines) and for active query selection
(solid lines) the average squared errors over ten experiments against the number of neighbors
k used in the model. The different lines (from top to bottom) show results for 10, 20 and
100 labelled points. We started the query selection procedure with the greedy query selection
method, i.e. selecting one-by-one the queries that are expected to yield the most information
given the other already selected query points. After the greedy initialization we improved the
query set by an iterative procedure. We randomly selected one point not in the query set and
computed whether the query set entropy increased if this point replaced any of the points in

2The data, in [15] used for unsupervised learning, is available from http://isomap.stanford.edu.
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Figure 2: Predicted pose parameters of 2000 images, together with the pose parameters of the
10 supervised images. For 40 other points in the pose space we plotted next to the figure the
image with the most similar predicted pose-parameters.
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the current query set. We terminated the iterations if no entropy increase was achieved after
considering 20 unsupervised points in this manner.

We ran experiments for neighborhood graphs of different connectivity: k = 2, 3, . . . , 20. In all
but 4 of the 57 combinations of k and a number of labelled points the active learning algorithm
performs significantly (p < 0.001) better than using random queries. Also note that the standard
deviation in the performance of the active learning approach is much smaller. We conclude that
the active learning algorithm outperformed the usage of random queries.

3.3.2 Model selection.

Next, we consider the performance of the maximum likelihood model selection procedure de-
scribed in Section 3.1. Note that query selection depends on the number of neighbors that are
used, and that model selection depends on the supervised queries. To combine model selection
with query selection we use a greedy procedure: first a random query is labelled, and then al-
ternatingly k is selected using the labelled points (as described in Section 3.2), and a new query
is selected depending on the current k and already labelled points (as described in Section 3.1).
If instead a random query set is selected and labelled, we can do model selection directly using
all labelled points.

The table in Fig. 3 shows the (average) results that were obtained with the optimal value
of k in each experiment and with the value of k found by model selection. In each of the
20 experiments the optimal value of k was determined separately for using active and random
queries: it is the number of neighbors for which the smallest prediction error was obtained (using
active or random queries respectively).

For random queries using the optimal k does not give significantly better results than using
model selection (p = 0.1). Thus model selection works well when using random queries. How-
ever, for actively selected queries and only 10 supervised points, the results for optimal k are
significantly better (p < 0.02). The reason is that for few supervised points, model selection
picks too small k which causes the query selection procedure to perform poorly. Comparing
active and random queries, we found that for 10 queries there is no significant difference be-
tween active and random selection if model selection is used (p = 0.4). For more queries active
selection is significantly better (p < 0.0001).

4 Correspondence learning

The second learning problem we consider is learning correspondences between two sets of data
points. Each data set is assumed to be sampled from a different high-dimensional embedding
of the same underlying low-dimensional manifold. The learning examples consist of (i) several
‘supervised’ pairs of points (one from each data set) that are in correspondence, i.e. have the
same (unknown) coordinate on the underlying manifold and (ii) many ‘unsupervised’ points in
each set for which the corresponding point in the other set is unknown. The goal is to predict
other correspondences, i.e. for ‘unsupervised’ points we want to predict which point in the other
set corresponds to it.

4.1 Correspondence learning with the LLE algorithm

The approach to correspondence learning taken in [3] is to perform dimensionality reduction
for both sets simultaneously with LLE, explicitly aiming at discovering the underlying low-
dimensional coordinates. The energy function adds the separate LLE energy function (3) of
each set. The given correspondences are accounted for by constraining the low-dimensional
coordinates of corresponding points to coincide, as we explain next.
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Without loss of generality we order the points in both sets in such a manner that the
corresponding points have equal indices in each set, and all points with a correspondence have
a smaller index than points without a correspondence. Let us use a and b to index the two data
sets. Let La and Lb be the graph Laplacians, c.f. (1) and (3), of the separate sets as used by
LLE. We partition La as

La =

(
La

ss La
su

La
us La

uu

)
, (12)

and Lb is partitioned accordingly. The vector ya is partitioned into a block for the points with
correspondence ya

s and a block for the other points ya
u, and similarly for yb. Let

L =

La
ss + Lb

ss La
su Lb

su

La
us La

uu 0
Lb

us 0 Lb
uu

 . (13)

Taking into account the constraints ya
s = yb

s , ys, and letting y = [y
>
s ya>

u yb>
u ]>, the energy

function can be written as:

E(y) = y>Ly. (14)

Analogous to the normal LLE algorithm, the eigenvectors of L with smallest eigenvalues
give the minimum energy assignments of ya

u,yb
u, and ys. The low-dimensional coordinates of

each point are in the corresponding row of the matrix of which the columns are the smallest
eigenvectors of L. To predict a correspondence of an unsupervised point in set a, the nearest
(using Euclidean distance in the low-dimensional representation) point from set b is found. Note
that the dimensionality of the low-dimensional space, as well as relative scaling of the dimensions,
influences the obtained results. In some cases an appropriate dimensionality for the embedding
is known, in other cases however this dimensionality has to be estimated. Furthermore, in the
above approach an appropriate number of nearest neighbors has to be determined for each set.

The semi-parametric correspondence learning setup in [16] differs in that it delivers a mixture
of factor analyzers from which the high-dimensional corresponding observations can be recon-
structed without storing the training data. However, in the semi-parametric approach some
trade-off has to be made between satisfying the correspondences (making sure that correspon-
dences have similar low dimensional coordinates) and mutual alignment of the factor analyzers
fitted to each set of observations (making sure that each factor analyzer assigns approximately
the same low-dimensional coordinates to data points).

4.2 Correspondence learning with Gaussian fields

By casting the correspondence learning in the GF framework, we do not need an explicit repre-
sentation in a low-dimensional space. Essentially, we compute quantities that are averaged over
possible representations based on their likelihood under the GF distribution. As a first step we
define a GF for each point set separately as in the previous sections, with inverse covariance
matrices βMa and βMb. We may view this as a single GF with two independent subfields. To
account for correspondences, we constrain variables that are linked by the correspondences to
have identical (but unknown) values. The constraints induce correlations between other vari-
ables in the subfields. The inverse covariance matrix βM is obtained in the same way as L
above, where the two variables of each correspondence pair have been replaced by a single vari-
able. Again we use C to denote the inverse of M of the combined field. The expected squared
difference (yi − yj)2 under the constrained GF distribution is:

E[(yi − yj)2] = E[y2
i ] + E[y2

j ]− 2E[yiyj ] = β−1(Cii + Cjj − 2Cij). (15)



12 Semi-supervised learning with Gaussian fields

Given a query point i from one set we can then find the point j in the other set with smallest
expected squared difference (note that this point j is invariant for the value of β).

The LLE based method could be viewed as an approximation to our GF based method in
the following sense. Let vt and λt denote eigenvectors and the corresponding eigenvalues of C,
then we can write

Cij =
∑

t

vt(i)vt(j)λt. (16)

Let the eigenvalues be ordered from large to small: λt ≥ λt+1, the LLE based method [3] is
obtained (for embedding dimensionality d) as follows. We set λt ← 1 for t ∈ {1, . . . , d + 1} and
λt ← 0 for t > d+1. The squared distance in the eigenvector embedding used by the LLE based
method equals Cii + Cjj − 2Cij , where the Cij are computed as in (16) with the replaced λt.

4.2.1 Model selection

In the correspondence problem we can use a marginal likelihood model selection procedure
(selecting an appropriate number of neighbors k and variance scale parameter β) similar to the
procedure used in the previous section. However, here we consider the high-dimensional input
vectors as the variables that we want to predict. For the correspondences both high-dimensional
input vectors belonging to sets a and b are known.

The model selection method of the previous section is based on maximizing the marginal
log-likelihood of the supervised data. Suppose that the input vectors from set a and b have
dimensionality respectively da and db. Let d = da +db, then we define the ns×d matrix Z as the
matrix having in the i-th row the concatenation of the input vectors of the i-th correspondence
pair. In the current setting, model selection will be based on maximizing the marginal log-
likelihood of Z. Assuming all columns zj of Z are independently and identically distributed
according to the GF distribution, this translates into maximizing the sum of the marginal log-
likelihoods of the columns of Z. Thus model selection is based on finding k and β that maximize:

p(Z|k, β) =
d∑

j=1

log p(zj |k, β) (17)

=
d∑

j=1

−1
2

[
log |Css| − ns log β + βz>j C−1

ss zj

]
(18)

= −1
2

[
d log |Css| − nsd log β + βTr{Z>C−1

ss Z}
]
. (19)

The maximization with respect to β can again be done in closed form yielding an expressions
similar to (9) and (10):

β∗ = arg max
β

log p(Z|β, k) = nsd/Tr{Z>C−1
ss Z}, (20)

l∗ = log p(Z|β∗, k) (21)

= −1
2

[
d log |Css|+ nsd + nsd log

(
Tr{Z>C−1

ss Z}/(nsd)
)]

. (22)

To find the value of k for which l∗ is maximal (and the corresponding β∗) we evaluate (22)
for different values of k. To do this we need to find Css, which can be computed with meth-
ods discussed in the previous section. Note that to compute the trace in (22) we can use
Tr{Z>C−1

ss Z} =
∑d

j=1 z>j C−1
ss zj . Thus the required amount of computation grows only linearly

in the number of input dimensions d.
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Figure 4: Mean (top left) and standard deviations (top right) of error against number of corre-
spondences. Results are shown for the LLE based method using 1 up to 5 dimensions and the
GF method. Three examples of corresponding images connected by bars (bottom).

4.3 Experimental results

We compare the performance of our GF approach with the LLE approach proposed in [3] using
representations of different dimensionality. The data sets we used each contain 2500 views of a
toy puppet recorded by positioning a camera on different positions on the hemisphere centered
at the object.3 For each view of one object there is a corresponding view of the other object
recorded from the same camera position, see the images in Fig. 4. Given some corresponding
views, the task is to predict for each remaining image in set a which is the corresponding image
in set b. We compare the position of the camera of the true correspondence and the predicted
correspondence. The error we measure is the summed squared error in the longitude of camera
(0◦ − 360◦) and latitude (0◦ − 90◦). The neighborhood graph (using k = 20 neighbors) was
based on Euclidean distances when between the 64× 64 pixel images (considering each pixel as
a coordinate in the image space).

In Fig. 4 the mean and standard deviation of the errors are shown of ten experiments
using different random sets of 20, 50, 100 and 200 correspondences. First, we can see that for
dimensionality smaller than three the LLE based method performs poorly; the differences with
GF are significant with p < 0.01. The reason is that of the two degrees of freedom in the data,
one (the longitude of the camera) is periodic. Therefore an additional dimension is required for
a suitable representation. Second, the GF approach leads to equal or smaller errors and has less
variance in the errors than the LLE based method using three or more dimensions and less than
100 correspondences (7 of the 9 differences are significant with p < 0.05). We conclude that
the GF method (i) removes the need to find the optimal representation dimensionality and (ii)
performs as good as or better than the LLE based method.

3The data is available through G. Peters (Dept. of Computer Graphics, University Dortmund, Germany), see
[11] and http://ls7-www.cs.uni-dortmund.de/~peters.
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Figure 5: Mean error against the number of neighbors, for LLE based method (dotted) and GF
(solid). Horizontal lines give the average obtained result if model selection is used (left panel).
Mean and standard deviations of marginal log-likelihood against the number of neighbors (right
panel).

In Fig. 5 we show results for model selection, averaged over ten experiments, using dif-
ferent randomly selected sets of 50 correspondences. In each experiment we computed for
k = 2, 4, 6, . . . , 20 neighbors the marginal log-likelihood l∗ of the 2 × 642 observed pixel val-
ues of the correspondences. In each experiment, we also predicted the correspondences with
the LLE based method and the GF method. The average prediction error and marginal log-
likelihood are plotted against the number of neighbors in Fig. 5. Note that marginal likelihood
gives a good indication of the prediction error and that — on average — for k = 8 the high-
est marginal log-likelihood is obtained and both methods give the smallest prediction errors.
Another interesting quantity is the average prediction error when using in each experiment the
value of k for which the maximum marginal log-likelihood was achieved in that experiment.
This is the error that would be obtained if we used the maximum likelihood criterion for model
selection. The average of this error is given by the horizontal lines in the left panel of Fig. 5.
In five experiments k = 8 was selected, three times k = 10 was selected and in two cases k = 12
was selected.

5 Conclusion and discussion

In this paper we have shown how sparse GFs based on a neighborhood graph can be used
for semi-supervised regression and correspondence learning. For semi-supervised regression we
have shown that (i) a number of neighbors that yields good generalization can effectively be
estimated using a maximum-likelihood criterion and (ii) smaller errors can be obtained with an
equal number of labeled examples if an entropy minimization principle is used to select which
data points to label. For correspondence learning we have shown that our GF approach, for
which we do not have to fix a representation dimensionality, performs comparable or better than
the LLE based method. Furthermore, also for correspondence learning a number of neighbors
that gives accurate predictions can be determined through a maximum likelihood criterion.

An interesting alternative to using Cholesky decompositions, is to use iterative algorithms
to solve linear systems, e.g. methods based on Lanczos iterations [2], to find the blocks of C
and C−1 required for model selection and query selection. Such methods are attractive in active
learning settings since the solution after labelling a new point will be similar to the solution
before labelling the point. Therefore, accurate solutions can be found in relatively few iterations
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if the iterations are started with the (approximate) solution before the last labelling [9].
The Gaussian field (GF) models considered here resemble Gaussian Processes (GP) [10]. A

GP is given by a mean function m(x) and a covariance function C(x,x′) which together define a
Gaussian density over the outputs for all points in some input domain. The marginal Gaussian
on the outputs of n elements x1,x2, . . .xn of the input domain can be obtained as follows: the
mean vector is given by [m(x1) . . .m(xn)]> and the (i, j)th entry of the covariance matrix is given
by C(xi,xj). Thus, the data are used to specify the covariance matrix rather than the inverse
covariance function as in the GF considered in this paper. Therefore, in a GP the marginal
on the outputs of several data points does not depend on other unsupervised data points. The
marginal is simply obtained by removing the entries in the mean and covariance matrix that
correspond to the variables over which we we want to marginalize. The important difference
between GP and the GF considered here is that for the GF the marginal distribution on the
outputs of several data points does depend on other unsupervised points (for a fixed matrix
M). The covariance matrix of the marginal is given by the corresponding block of the inverse
of M and thus depends also on the parts of M corresponding to unsupervised points. In this
manner unsupervised data helps to identify the manifold structure of the data. The manifold
structure is reflected in the covariance matrix, the entries of which are not simply given by (a
transformation of) the Euclidean distance between data points, but also depend on other data
points that indicate how distant the points are on the manifold.

Semi-supervised learning is a machine learning approach that is very relevant when working
with high-dimensional data sets (e.g. images or text); in particular for nearest neighbor based
methods, due to their flexible non-parametric nature. Unfortunately nearest neighbor methods
need to access the training data to make predictions for future data. In future research we want
to consider combinations of nearest-neighbor models and parametric models. In particular we
want to use semi-supervised GF techniques (like those described here and in [18]) to define a
prior on the partially observed variable of interest y (e.g. a class label or response variable). This
prior can then be used to bias parametric model learning algorithms, like the latent variable
model proposed in [13], towards models that comply with the GF distribution on y.
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