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Searching George Bush using Yahoo! news photo search

Mensink & Verbeek (INRIA) Improving People Search Using Query Expansions ECCV 2008 2 / 21



Searching George Bush using Yahoo! news photo search

Mensink & Verbeek (INRIA) Improving People Search Using Query Expansions ECCV 2008 2 / 21



Presentation outline

• Problem and challenges

• Related work and motivation of our work

• Query expansion implemented in two approaches
I generative mixture model
I linear discriminant model

• Conclusion
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Finding people in captioned news images
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Abstract

We consider two scenarios of naming people in
databases of news photos with captions: (i) finding faces
of a single person, and (ii) assigning names to all faces. We
combine an initial text-based step, that restricts the name
assigned to a face to the set of names appearing in the
caption, with a second step that analyzes visual features
of faces. By searching for groups of highly similar faces
that can be associated with a name, the results of purely
text-based search can be greatly improved. We improve a
recent graph-based approach, in which nodes correspond
to faces and edges connect highly similar faces. We in-
troduce constraints when optimizing the objective function,
and propose improvements in the low-level methods used
to construct the graphs. Furthermore, we generalize the
graph-based approach to face naming in the full data set. In
this multi-person naming case the optimization quickly be-
comes computationally demanding, and we present an im-
portant speed-up using graph-flows to compute the optimal
name assignments in documents. Generative models have
previously been proposed to solve the multi-person naming
task. We compare the generative and graph-based methods
in both scenarios, and find significantly better performance
using the graph-based methods in both cases.

1. Introduction
Over the last decades large digital multimedia archives

have appeared, through digitalization efforts by broadcast-
ing services, through news oriented media publishing on-
line, or through user provided content concentrated on web-
sites such as YouTube and Flickr. The work in this paper
fits within a broad ongoing effort [2, 9] to develop meth-
ods to allow access to such archives in a user-oriented and
semantically-meaningful way. The volume of data in such
archives is generally large, and the semantic concepts of in-
terest differ greatly between different archives. As a result,
there is a great interest in ‘unsupervised’ systems for auto-
matic content analysis in such archives. These contrast with
‘supervised’ systems which require manual annotations to

Angela Merkel Hu Jintao

German Chancellor Angela Merkel
shakes hands with Chinese President
Hu Jintao (. . . )

Kate Hudson
Naomi Watts

Kate Hudson and Naomi Watts,
Le Divorce, Venice Film Festival -
8/31/2003.

Figure 1. Examples of typical image-caption pairs in the Ya-
hoo! News data set, and results for automatic face and named en-
tity detection and our face naming algorithm.

link content to semantic concepts.
The crux of unsupervised systems is to exploit the rela-

tions between different media, such as the relation between
images and text, and between video and subtitles combined
with scripts [1, 8, 13]. The correlations that can be auto-
matically detected are typically less accurate – e.g. images
and text associated using a web search engine like Google
[4, 9] – than supervised information provided by manual ef-
forts. However, the important difference is that the former
can be obtained at a lower cost, and therefore from much
larger amounts of data, which may in practice outweigh the
higher quality of supervised information.

In this paper we consider two problems: finding among
all detected faces those depicting a certain person, and at-
taching names to all faces appearing in an image. For both
tasks we use the Yahoo! News data set, similar to [3]: a
data set of roughly 15000 pictures and captions, see Fig-
ure 1 for two examples. It contains 15280 named entities
and 22750 detected faces appearing with wide variations
in pose, expression, and illumination from about 1250 dif-
ferent individuals. To find people in such a database, text
alone is clearly insufficient: if we return all faces in pic-
tures that have the queried person in the caption we find a
precision of 44% (averaging over 23 queries and comparing
to a hand-labeled ground truth). Our experimental results
show that by including visual information these results can
be dramatically improved, consistently with what has been

1

• Task: Find all faces of X
I Manual construction of labeled training sets costly
I Continued labeling effort needed for new people

• Only text does not work: only 44% of faces are person of interest
I Averaged over our set of 23 people with ground truth annotation

• Better approach: use correlation of names in caption and faces in image
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Challenges in the data

• Appearance variations: illumination, expression, pose, scale, occlusion, . . .

• Naming variations: Bush, George W. Bush, US president, . . .

• Imperfect detectors: both for names & faces
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Related work

• Work on related problems: multiple people, scripts in video, social networks
(Berg et al. CVPR ’04), (Everingham et al. BMVC ’06), (Stone et al. CVPR ’08)

• Approach in previous work on same problem:
(Ozkan & Duygulu CVPR’06), (Guillaumin, Mensink, Verbeek & Schmid CVPR’08)

I Given query name X
I Select all images with X in caption
I Analyze faces in those images to rank or classify them

• Underlying principles:
I Text filtering makes queried person the most frequent
I Task is reduced to finding the big mode among clutter

• Failure case:
I If text-filtering yields a precision < 40%
I Mode finding might return wrong person
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Improving people search using query expansions

• Motivation: avoid confusion with co-occurring people

• Query Expansion: use more images than just those with X in caption
I Find names co-occuring with the queried person: “friends”
I Query database for images with friends in caption, but not X
I Adds “negative” examples, different from typical query expansion in retrieval

• Example: search for “Bush”, expand with “Powell”, “Rumsfeld”, and “Rice”

Initial situation (left), models based on queries for friends (middle), simplified person identification (right).
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Query expansion example: Berlusconi
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Data and pre-processing pipeline

• Data set: 15.000 captioned images from Yahoo! News (Collected by Tamara Berg)

I Hand labeling of all faces in images with one of the 23 query names in caption

• Name detection: off-the-shelf detector (Deschacht & Moens, WOLP’06)

• Face detection: off-the-shelf detector (Mikolajczyk, Schmid & Zisserman, ECCV’04)

• Face representation: based on local features
I Detector of facial features: mouth, nose, eyes, . . .

supervised training (Everingham et al. BMVC ’06)

I Concatenate SIFT descriptors of all facial featureconnects every face to all other faces in an ε-neighbourhood,
and results in a symmetric connectivity. This implicitly
assumes that the distance measure is ‘uniform’ over the
complete space: the same threshold is applied for all face
pairs. In our experiments we consider two ways of im-
proving the graph construction: (i) using a k-nearest neigh-
bourhood (kNN) definition, and (ii) differentiating between
neighbours using real-valued weights.

It is important that there is enough difference between
the edge weights of similar and dissimilar faces: direct use
of similarity or distance values as edge weights tends to give
poor results, and some non-linear transformation of these
values using neighbourhood definition is crucial. The kNN
method assigns non-zero edge weights between each face
and its k most similar faces, which may be interpreted as an
adaptive threshold, and leads to asymmetric connectivity.

If we set the edge weight wij for all j among the k near-
est neighbors of node i to one, the densest component of the
graph is the entire set of nodes. Clearly f(V ) = k, and ex-
cluding any set of faces from V will remove at least k links
per face and therefore f(S) ≤ f(V ) for S ⊆ V . The con-
strained search introduced above, that includes at most one
face from each image in S, does not suffer from this prob-
lem since it limits the number of faces and is a prerequisite
for obtaining satisfactory results using kNN graphs.

In addition to using binary weights, we consider a linear
kNN approach in which the closest face is assigned a weight
k, the second k− 1 and so on down to 1 for the k-th nearest
and 0 for all other faces. This encodes the relative impor-
tance of the neighbors into our densest component search.

2.3. Feature Spaces and Similarity Measures

The methods described so far can be applied to any kind
of feature space and associated similarity measure or dis-
tance measure. In the baseline method the distance between
two faces is defined as the average distance between SIFT
features of matched interest points. Interest points are de-
tected using the Difference of Gaussians method [12] and
represented using SIFT descriptors. Examples of detected
interest points can be found in Figure 2. Two interest points,
I1
i from face 1 and I2

j from face 2, match when the follow-
ing criteria holds: (i) I1

i is most similar to I2
j among the

detections on face 2, i.e. ∀k !=j : d(I1
i , I2

k) > d(I1
i , I2

j ), and
vice-versa, (ii) the Euclidean distance between I1

i and I2
j ,

both represented by coordinates normalized with respect to
the bounding box of the face detection, is below a certain
limit, to work as a geometrical constraint. We refer to this
method for creating a face description using interest points
as ‘IP’ in our experiments, and to the distance definition in
terms of the average distance as ‘AV’.

This distance measure ignores the number of matches
between two faces, which is problematic: two faces with
only one single very good match yield a lower distance than

Figure 2. Example detections of interest points (IP, top), and facial
features (FF, middle). The bottom row shows the normalised faces.

two faces with 10 slightly worse matching interest points.
Motivated by established methods for object recognition,
see e.g.[16], we propose using the number of matches be-
tween two faces as a measure for their similarity. The simi-
larity measure based on counting the number of matches is
referred to as ‘CT’ in our experiments.

We can avoid the geometrical matching problem alto-
gether by using a representation based on a fixed set of pre-
defined locations in the face. We use a method that detects
nine facial features [9], illustrated in Figure 2. The nine de-
tected features plus an additional four (placed at the middle
of both eyes, the middle of the mouth and between the eyes)
are again represented using SIFT descriptors, which leads
to 1664-dimensional face descriptors. The descriptors are
extracted after image normalization which compensates for
low-frequency lighting variations and suppresses noise with
a Difference of Gaussians filter. This technique has recently
been shown to lead to state-of-the-art performance on face
recognition tasks [17] and improves the performance of our
descriptors. In this feature space we can either use the av-
erage Euclidean distance over the 13 SIFT descriptor pairs
as a distance measure, or count the number of matches for
these 13 features using the criterion given above; the geo-
metrical constraint then simply requires that for a matched
pair I1

i , I2
j we must have i = j. We use ‘FF’ to refer to

results obtained using the facial feature detector.

3. Multi-person Naming

In this section we consider naming all faces in a database
of captioned news images. For each face we want to know
to which name in the caption it corresponds, or possibly
that it corresponds to none of them: a null assignment. In
this setting, we can use the following constraints: (i) a face
can be assigned to at most one name, (ii) this name must
appear in the caption, and (iii) a name can be assigned to
at most one face. As an illustration, the seven admissible
assignments for a document with two names and two faces

Image gradients Keypoint descriptor

Figure 7: A keypoint descriptor is created by first computing the gradient magnitude and orientation

at each image sample point in a region around the keypoint location, as shown on the left. These are

weighted by a Gaussian window, indicated by the overlaid circle. These samples are then accumulated

into orientation histograms summarizing the contents over 4x4 subregions, as shown on the right, with

the length of each arrow corresponding to the sum of the gradientmagnitudes near that direction within

the region. This figure shows a 2x2 descriptor array computed from an 8x8 set of samples, whereas

the experiments in this paper use 4x4 descriptors computed from a 16x16 sample array.

6.1 Descriptor representation

Figure 7 illustrates the computation of the keypoint descriptor. First the image gradient mag-

nitudes and orientations are sampled around the keypoint location, using the scale of the

keypoint to select the level of Gaussian blur for the image. In order to achieve orientation

invariance, the coordinates of the descriptor and the gradient orientations are rotated relative

to the keypoint orientation. For efficiency, the gradients are precomputed for all levels of the

pyramid as described in Section 5. These are illustrated with small arrows at each sample

location on the left side of Figure 7.

A Gaussian weighting function with σ equal to one half the width of the descriptor win-
dow is used to assign a weight to the magnitude of each sample point. This is illustrated

with a circular window on the left side of Figure 7, although, of course, the weight falls off

smoothly. The purpose of this Gaussian window is to avoid sudden changes in the descriptor

with small changes in the position of the window, and to give less emphasis to gradients that

are far from the center of the descriptor, as these are most affected by misregistration errors.

The keypoint descriptor is shown on the right side of Figure 7. It allows for significant

shift in gradient positions by creating orientation histograms over 4x4 sample regions. The

figure shows eight directions for each orientation histogram, with the length of each arrow

corresponding to the magnitude of that histogram entry. A gradient sample on the left can

shift up to 4 sample positions while still contributing to the same histogram on the right,

thereby achieving the objective of allowing for larger local positional shifts.

It is important to avoid all boundary affects in which the descriptor abruptly changes as a

sample shifts smoothly from being within one histogram to another or from one orientation

to another. Therefore, trilinear interpolation is used to distribute the value of each gradient

sample into adjacent histogram bins. In other words, each entry into a bin is multiplied by a

weight of 1 − d for each dimension, where d is the distance of the sample from the central

value of the bin as measured in units of the histogram bin spacing.

15

Examples of facial feature detection SIFT descriptor
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I generative mixture model
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Approach 1: Gaussian mixture model

• Goal: which, if any, of the F faces in this image is X?
I Coded in assignment variable γ ∈ {0, 1, . . . ,F}

• Mixture model over set of feature vectors F
I A-priori over γ: equal for γ 6= 0
I Gaussian density for faces of X
I generic “background model” for other faces

p(F) =
F∑

γ=0

p(γ)p(F|γ), p(F|γ) =
F∏

i=1

p(fi |γ),

p(fi |γ) =

{
pBG (fi ) = N (fi ;µBG ,ΣBG ) if γ 6= i
pFG (fi ) = N (fi ;µFG ,ΣFG ) if γ = i

• EM algorithm to find face model and assignments
I Background model fixed, only foreground Gaussian and prior updated
I After convergence evaluate p(γ|F)
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Query expansion in the Gaussian mixture model

• Learn a Gaussian for each friend using standard 2-component model
I Using images with friend in the caption but without X
I At most 15 friends, at least 5 images per friend

• Define new background model: mixture of N friends + generic model

pBG (f ) =
1

N + 1

N∑
n=0

N (f ;µn,Σn)

• Run EM on standard 2-component model using mixture background

• Errors in friend model possible, but trained on images without X in caption

Mensink & Verbeek (INRIA) Improving People Search Using Query Expansions ECCV 2008 12 / 21



Query expansion in the Gaussian mixture model

• Learn a Gaussian for each friend using standard 2-component model
I Using images with friend in the caption but without X
I At most 15 friends, at least 5 images per friend

• Define new background model: mixture of N friends + generic model

pBG (f ) =
1

N + 1

N∑
n=0

N (f ;µn,Σn)

• Run EM on standard 2-component model using mixture background

• Errors in friend model possible, but trained on images without X in caption

Mensink & Verbeek (INRIA) Improving People Search Using Query Expansions ECCV 2008 12 / 21



Results using Gaussian mixture model

7 16 29 30 39 39 40 42 44 45 45 46 47 50 51 51 52 53 53 54 55 55 55
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0.9
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Percentage of faces representing queried person

Comparing mixture model without (green), and with (yellow) query expansion

• Failure case of previous work: low text-based precision (<40%)

• Progress mainly in those cases: 20%-50% increase in precision
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Results using Gaussian mixture model (2)

• Green: 1 background Gaussian: fitted to all faces with X in caption

• Red: 1 background Gaussian: fitted to all faces in expansion

• Blue: Mixture background: composed of Gaussian for friends + expansion
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Precision averaged over the 23 queries at different levels of recall
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Approach 2: logistic discriminant model

• Motivation: diagonal Gaussian model rather limited
I Too little data to allow learning of richer model

• Logistic discriminant: same nr. of parameters put to use for separation
I Laplace prior for sparsity in the weight vector

p(y = 1|f ) =
1

1 + exp(w>f )

• Positive examples: all faces in images with X in caption

• Negative examples:
I random set of faces without X in caption
I faces in query expansion
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Iterative re-labeling of noisy positive data

• Positive data is very noisy
I on average only 44% correct

• People appear once per image
I most of the time

• Iterative re-labeling of noisy positive examples
I Learn initial classifier from all faces after text search
I Re-label most suspicious faces as negative
I Re-train classifier using new labels
I Repeat until one face per positive image is left
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Results logistic discriminant model

• Green: Discriminate noisy positives from a set of random faces

• Red: Iteratively re-labeling of noisy positive set

• Blue: Idem, but use query expansion as negative example set
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Comparison of results with state-of-the-art
• Red: Discriminative model, re-labeling, query expansion (this paper)

• Blue: Gaussian mixture, query expansion (this paper)

• Green: Similarity-based method (our CVPR ’08)

• Black: Similarity-based method (Ozkan & Duygulu, CVPR ’06)
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Precision averaged over the 23 queries at different levels of recall

• More than 10% increase in precision for recall levels up to 90%
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Performance in absence of captions
• Classifiers learned from caption based supervision

• Test on “Labeled Faces in the Wild” data set
I public data set, 13.000 hand labeled faces, no captions

In each row: top 10 ranked faces for one person
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Conclusions

• Query expansion improves people search
I Generative model benefits most from expansion
I Discriminative model yields best performance

• Significant progress when text-based precision is low
I These remain the most difficult cases

• Our methods using query expansion improves earlier work
I +10% precision compared to our CVPR’08 work
I +20% precision compared to Ozkan & Duygulu CVPR’06
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Questions?
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