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This paper addresses the issue of color image classification. Support Vector Machines 
(SVM) have shown great performances concerning classification problems but require 
positive and negative training sets. One-Class SVM allow to avoid the negative training 
set choice. We also propose to automatically select the positive training set by using the 
watershed algorithm on the 3-D histogram. Finally a hysteresis thresholding allow to 
improve the cluster edges. Our method is applied to multispectral satellite images in 
order to assess burnt areas after a forest fire. The results are compared to official ground 
truths to validate the approach. 

 

Introduction 

Remote sensing is a very useful tool for the 
assessment of burnt areas after a forest fire [1]. 
Several studies dealing with burnt area 
mapping are based on the use of multitemporal 
coarse resolution satellite images [2]. In this 
study, we propose to use a single post-fire high 
resolution image. 
SVM [4] consist in a supervised classification 
technique which proved to be more accurate 
than other classification algorithms in several 
contexts (biomedical images, pattern 
recognition, etc.) and more recently in remote 
sensing [5]. In our previous studies [3], SVM 
also outperformed traditional classification 
algorithms for burned area mapping. 
SVM aim at splitting data in two classes by 
finding the separator between some labeled 
examples. They regard the training and 
classification processes as a two-class 
problem, with equal treatments w.r.t positive 
and negative examples. Concerning our 
problem of discrimination between burnt and 
unburnt areas, the burnt pixels have spectral 
characteristics rather similar, whereas unburnt 
pixels have much more different ones since 
they belong to various classes (forest, fields, 
urban areas, roads, water...). 
Thus, we propose to use the One-Class SVM 
algorithm (OC-SVM) [6], an extension of the 

two-class SVM algorithm which enables the 
training and classification with only positive 
examples. This will reduce the computational 
and memory cost to perform the learning and 
classification tasks. 
Nevertheless, we have to provide the positive 
training examples. To outperform this 
problem, the color histogram is segmented by 
the watershed algorithm [7]. Given a single 
example, the selected positive training set 
corresponds to the histogram peak which 
includes this pixel. 
Pixels are then classified thanks to their 
spectral characteristics by the OC-SVM 
algorithm. The final step consists in taking into 
account the spatial information by using a 
hysteresis thresholding [8] to improve the 
classification. 
This paper is organized as follows. In section 
2, we present the proposed approach. Section 3 
provides the experiments and compares the 
results to the official ground truths. Last, we 
conclude in section 4. 

Proposed Algorithm 

Automatic training set selection 
The first step is to select the training set 
required by the OC-SVM. The proposed 
process is rather similar to the one given by 
[9]. The idea is to delineate the histogram peak 
corresponding to the positive class. 
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Firstly, a 3-D Gaussian filter is applied to the 
histogram. This smooths the histogram and 
removes some non-significant local minima. 
Then, a watershed algorithm [7] is applied to 
the opposite of the histogram to segment the 
different histogram peaks.  
The watershed algorithm is a morphological 
algorithm which considers the magnitude as a 
topographic surface. It gives a partition of an 
image into catchment basins defined by local 
minima and which boundaries (called 
watersheds) correspond to the crest values.  
Given a single positive sample (burnt pixel), 
the 3-D corresponding cluster (histogram 
peak) constitutes the positive training set. 
Although the single sample choice is crucial to 
find the real positive peak, it is very easy to 
select manually a good example if the total 
burnt area size is not too small.  
 
One-Class Support Vector Machines 
Schölkopf et al. [6] recently extended the 
SVM methodology to handle training using 
only positive information. The OC-SVM aim 
at estimating the support that can include most 
of the positive samples, i.e. finding a function 
which is positive in a small region capturing 
most of the data and negative elsewhere. 
Let { } >∈< liix ,1

r be the training set with m
ix ℜ∈r . 

Let Φ be a mapping and K the corresponding 
kernel: ( ) ( ) ( )jiji xxxxK rrrr ΦΦ= ., .  

The OC-SVM approach is equivalent to find 
the surface which separates the positive data 
from the origin at a threshold ρ: 

( ) ( )( )ρ−Φ= xwsignxf rrr . , where ( )ρ,wr are the 
surface parameters (respectively a vector 
normal to the surface and the bias). 
The minimization problem is: 
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where [ ]1,0∈ν defines the trade-off between 
the margin and the number of training errors. 
By introducing the Lagrange multipliers, the 
quadratic problem is equivalent to: 
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The solutionwr is then given by: 

( )∑ =
Φ= l

i ii xw
1

rr λ  and ρ is obtained from the 

constraints: ( )[ ] 0. =−Φ ρλ ii xw rr . 

Finally, ( ) ( )( )ρλ −= ∑ =

l

i ii xxKsignxf
1

.rrr . 

Then, the classification of unlabeled data xr  is 
inferred from the training examples such that 

iλ  is not null. These vectors are called Support 

Vectors (SV). Moreover, for the SV such 
that ( )li .10 νλ << , these vectors lies on the 

separating surface:( ) 0=xf r . Vectors such that 

0=iλ  are well classified: ( ) 0>xf r . The ones 

such that ( )li .1 νλ =  are misclassified and on 

the bad side of the surface: ( ) 0<xf r . 

Notice that the mapping Φ does not directly 
interfere with the function f on the contrary of 
the kernel K. Then, given a kernel K which has 
to satisfy Mercer condition [10], we do not 
have to compute the mapping Φ. In this study, 
we choose the well-known Gaussian kernel: 

( ) ( )( )22
2exp, σjiji xxxxK rrrr −= , 

which proved to provide the best results [3]. 
 
Hysteresis Thresholding 
The hard binary classification defined by the 

sign of ( ) ρλ −∑ =

l

i ii xxK
1

.rr  is too restrictive 

because of the overlap between the negative 
and positive classes (some burnt pixels can 
have spectral characteristics similar to the ones 
of unburnt pixels). Instead of using the 
threshold value equal to 0, we propose to use a 
hysteresis thresholding algorithm [8], which 
uses a pair of threshold, Thigh and Tlow.  
All the pixels with classification value above 
Thigh are immediately classified as positives. 
Pixels with classification value below Tlow are 
immediately classified as negatives. Pixels 
with classification value between the two 
thresholds are classified as positives if they are 
spatially connected to positive pixels. 
Nevertheless, due to noise, some isolated 
pixels with classification value above Thigh can 
be false positives and generate a false positive 
cluster after the second threshold. Therefore, 
an erosion procedure [11] is applied to the first 
segmentation to eliminate these pixels. In the 
same way, it remains some isolated negative 
pixels inside the positive clusters. Therefore, a 
closing procedure [11] is applied to the final 
segmentation. 
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Experiments and results 

Model Selection 
The proposed approach performance depends 
on the parameter choice (ν, σ for the OC-SVM 
and the two thresholds for the hysteresis). 
Rätsch et al. [12] proposed a way to choose the 
OC-SVM parameters by adding few negative 
points to the training set and selecting the 
parameters which separate both classes best. 
There are no general rules for the optimal 
choice of the two thresholds. However, these 
thresholds must be in a certain range of values 
defined by the classifier values of the training 
set: ( ){ } liixw ,1. ∈−Φ ρrr .  

Fig. (1) shows the positions of the training set 
and of the level sets of the OC-SVM classifier, 
i.e. level sets of ( ) ρ−Φ xw rr. , in the 2D-case, 

given a couple of parameters (σ,ν). The red 
level set represents the OC-SVM separating 
surface, the blue crosses and rounds 
respectively correspond  to non-SV (lie inside 
the curve) and the SV (lie on or outside the 
curve). Acceptable values of Thigh and Tlow 
respectively correspond to level sets which 
includes a little less and a little more training 
vectors than the zero level set. 
 

 
Fig. 1. OC-SVM classifier level sets. 

 
Tests on satellite images 
Three satellite SPOT 5 images of 10-meter 
resolution are used in this paper, each of them 
providing 4 spectral bands (Green, Red, Near 
Infra-Red and Mid Infra-Red).  
However, a Principal Component Analysis 
shows that the Green and Red bands are 
almost the same. In this study, we choose not 
to use the Green band which is the one with 
the smallest standard deviation. 
Fig. (2) show some sections of the 3-D 
histograms for the same Mid Infra-Red value 
for the following steps: original histogram (top 
left), watershed algorithm and selected cluster 
after Gaussian filtering (top right), OC-SVM 
 

 
Fig. 2. Histogram sections of different steps. 

 
with the training set defined by this cluster 
(bottom left) and hysteresis (bottom right). 
The watershed algorithm leads to an over-
partitioning of the color space due to local 
minima which are not smoothed by the 
Gaussian filter. The OC-SVM allow to merge 
some basins and gives as output a measurable 
prediction of the pixel positivity. The 
hysteresis process uses this measurable 
prediction to change the cluster edge. 
Fig. 3 represents the area of Western Corsica 
(France), which burnt during the summer 
2005. It consists of a 2200*2000 pixels with 3 
bands. It shows the satellite image, the 
corresponding "ground truths" (realized by 
Infoterra France-ESA from 30-meter 
resolution Landsat images) and the 
classifications obtained after the same steps as 
in Fig. 2. Notice that the histogram and OC-
SVM classification maps are regularized by 
mathematical morphology (opening and 
closing) to be compared with the final map. 
Table 1 provides the Overall Accuracy (OA), 
True Positive (TP) and False Positive (FP) 
rates for the three steps, in average on the 
SPOT 5 images. 
The OC-SVM fed by the training set selected 
from the histogram visually provides a better 
result than the classification by histogram. 
Moreover, the hysteresis thresholding allows 
to visually decrease the false positives and to 
improve the accuracy of the burnt area edges. 
Notice that the differences between our final 
map and the Landsat satellite estimate are 
mainly composed by pixels which lie on the 
 

Table 1. Statistics (in %) 
 OA TP FP 

Histogram 98.18 68.98 0.15 
OC-SVM 98.33 73.83 0.21 
Hysteresis 98.78 84.91 0.40 



1 This work is supported in part by SILOGIC, Toulouse, France. 

 

 
Fig. 3. SPOT 5 Image ©CNES 2005, Distribution SPOT Image (up left), Landsat satellite estimate – projet RISK-EOS 

©Infoterra – ESA (up right), Histogram classification (bottom left), OC-SVM (bottom center), Hysteresis (bottom right) 
 

boundaries (due to the registration between 
two images with different resolutions). 

Conclusion 

In this paper, we have presented a new color 
image classification approach based on One-
Class Support Vector Machines. The training 
set is automatically selected from the 
histogram segmentation. The resulting pixel-
based classification is improved by a 
hysteresis thresholding in order to use both 
spectral and spatial information. It is applied to 
the problem of burnt area mapping using a 
single post-fire high-resolution satellite image 
and shows great performances. 
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