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Abstract: In analytical studies of multi-hop wireless networks, the spatial distribution
of transmitters is typically modeled using a homogeneous Poisson point process. In
this article, we show how such a modeling is inaccurate and leads to an inappropri-
ate interference distribution for CSMA/CA networks. We then study a more realistic
model, the Matèrn point process, which still reveals some unexpected flaws such as an
under-estimation of the transmitters density. To get round these limitations, we propose
the use of an alternate model, referred to as Simple Sequential Inhibition (SSI) point
process, which we assert being a valuable and more appropriate model for CSMA/CA
networks. We present some analytical results on the Matèrn and SSI models and we
conjecture and show by simulation that, with both models, the interference distribution
converges towards a Normal distribution.
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Modelisation des interférences dans les réseaux sans-fil
multi-sauts

Résumé : Dans les études analytiques concernant les réseaux sans-fil multi-sauts,
la distribution spatiale des émetteurs est généralement modélisée par un processus
ponctuel de Poisson. Dans cet article, nous décrivons les limites de ce modèle et
leurs conséquences sur la distribution du niveau d’interférence dans des réseaux de
type CSMA/CA. Nous étudions ensuite un modèle plus réaliste, le processus ponctuel
de Matèrn, qui présente également un certains nombres de défauts conduisant à une
sous-évaluation du nombre d’interférants. Afin de contourner ces limitations, nous
proposons finalement l’utilisation d’un troisième modèle, appelé processus ponctuel
SSI (Simple Sequential Inhibition), que nous affirmons être d’avantage approprié dans
le contexte des réseaux CSMA/CA. Nous présentons quelques résultats analytiques liés
aux modèles SSI et Matèrn et après une étude par simulation, nous conjecturons que
pour ces deux modèles, la distribution du niveau d’interférence converge vers une loi
normale.

Mots-clés : modélisation des interférences, géométrie stochastique, réseaux sans-fil
multi-sauts, processus ponctuel SSI, processus ponctuel Matèrn
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1 Introduction
Multi-hop radio networks have been widely studied for more than 10 years. Some
fundamental results have been obtained concerning the capacity and the connectivity of
the network [9, 8] but at the price of strong assumptions about the physical layer. More
recent works then addressed the performance evaluation of multi-hop radio networks
under more realistic constraints. A first trend consists in improving the realism of
the radio channel, including effects such as radiation patterns, fading and shadowing.
As a deterministic study would require the knowledge of a specific environment, it
appeared often more relevant to consider these phenomena from a statistical point of
view [3, 11, 16, 17].

Taking into account interference is a second aim for improving the realism of multi-
hop networks modeling. Several works introduced interference [11, 22] by modeling
the overall interference power as a statistical variable including the contribution of
all simultaneous transmitters. In most of these approaches, the lack of knowledge
about the transmitter positions let authors considering the spatial distribution of the
transmitters as Poisson distributed. This means that their positions are not correlated.
Under complementary assumptions about the fading strength, this approach also lead
to an analytical expression of the interference distribution [2].

In this paper, we first propose in section 3 to extend these results in a more general
framework, i.e. for any fading and shadowing strengths, but from a numerical resolu-
tion only. We then point out the main limitations of this model. Indeed, most of wire-
less networks exploit a resource sharing technology, which means that the existence of
two interferers in their vicinity is not possible. Concerning CSMA/CA-like networks,
it has been earlier proposed that using a Matèrn point process [2] may lead to a more
realistic model as it allows to introducing an exclusion area around nodes. Albeit, we
show in Section 4 that this model suffers from some unexpected properties, such as an
underestimation of concomitant active transmitters. Further, this model cannot model
the cumulative level of several interferers. To get round these limitations, we propose
in section 5 the use of an alternate model, referred to as Simple Sequential Inhibition
(SSI) point process, which we assert being a valuable and more appropriate model for
CSMA/CA networks. In Section 6, we present some analytical results on the Matèrn
and SSI models and we conjecture and show by simulation that, with both models, the
interference distribution converge towards a Normal distribution. We finally conclude
in Section 7.

2 Physical layer modeling

2.1 Propagation modeling
At a given location xj (xj ∈ IR2), the power of a signal received from node xi is given
by Si · hij where hij is the path-loss over (xi, xj) , and Si the transmission power of
xi. The path-loss function depends on the propagation model. In most cases, one have
hij = l(‖xj − xi‖) where ‖.‖ is the Euclidean norm in IR2 and l(.) is a decreasing
function from IR+ in IR+, standing for the power decay with respect to the distance.
In the simplest scenario, i.e. in line of sight (LOS), the path-loss is classically modeled
using a power-law function derived from the Friis formula [20]: l(u) = A0 ·u−α where
A0 is a constant related to physical parameters and β is a parametric path-loss exponent
typically ranging from 2.0 to 6.0.
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4 Busson & Chelius & Gorce

Basically, the Friis formula has been derived for far field conditions and is not
further valid in the vicinity of the receiver. Thus, a more realistic model can be obtained
by bounding this function near 0. In the following, when not otherwise stated, our
results are valid for any bounded continuous decreasing function l(.) and numerical
simulations are obtained having l(u) = min(1, u−α) with α > 2.

In urban and indoor environments, more complicated scenario occur due to shad-
owing and multi-paths, i.e. fading. These phenomena are statistically modeled through
the introduction of two stochastic variables, sij and fij : hij(t) = l(‖xj − xi‖) · sij ·
fij(t). sij is defined as a correlated spatial stochastic process but roughly constant with
respect to time. The most usual shadowing model is the logNormal shadowing. On
the opposite, fading fij which stands for small scale phenomenon due to the incoher-
ent summation of multiple paths, can be considered as a spatially non correlated and
time variant process. Usual models for fij are the exponential distribution for Rayleigh
fading and a Gamma distribution for Nakagami fading [20].

2.2 Interference modeling
As mentioned before, interference plays a fundamental role in the capacity of wireless
networks. When a single channel is used for several nodes, interference is referred to as
co-channel interference. It is usual to considere the overall interference as a corruptive
noise which affects the reception quality. In this case, the interference strength is equal
to the sum of the interfering signals:

IΦ(xj , t) =
∑
xi∈Φ

Si · hij(t)

=
∑
xi∈Φ

Si · l(‖xj − xi‖) · sij · fij(t) (1)

where Φ is the set of interfering nodes.
The use of this equation is valid only for linear receivers and only if the interference

behaves roughly like the receiver noise. This assumption may fail if the number of
interferers is low or if it exists one or few interferers having a higher power than the
others. In this case, these strong interferers produce a correlated noise which affects in
depth the performance of the receiver. In many applications, this problem doesn’t hold
because a medium access control (MAC) policy is used to prevent nearest interferers.

3 Modeling of non CSMA/CA networks
In analytical studies of multi-hop wireless networks [2, 5, 6], the location of emitters
is typically modeled using a homogeneous Poisson point process Φ.

3.1 Interference Probability Density Function
In most of analytical evaluations [2, 1], Si and sij are supposed constant whereas fij(t)
is supposed independently and exponentially distributed. Thanks to these assumptions,
closed formulae were obained [1, 2] but their validity is limited to a particular radio
environment, that is with Rayleigh fading and no shadowing. To broaden this study to
other distributions, we study the probability density function - PDF - of the interference
IΦ by the inversion of its Laplace transform. The probability density function can be

INRIA
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Figure 1: Interference Probability Density Function in the Poisson model.

numerically evaluated for any distribution of Si, sij and fij under the condition that IΦ
remains almost surely finite. Thus, we numerically extend the results of [1] with the
computation of a frame reception probability in general radio models.

Figure 3.1 depicts the PDF of interference with logNormal shadowing and Nak-
agami fading, for varying variances of sij and fij . For all parameters, the distribution
presents a peak and a heavy-tail. This heavy-tail is not negligible as it has an important
impact on the mean interference value (E[IΦ(xj)] = 0.0471). The distributions are
thus strongly asymmetric and far from being Gaussian. This observation confirms the
results of [26, 13, 7], where an heavy-tailed interference distribution has been observed
for a Poisson distribution of interferers.

This observation is in contradiction with the assumption that is classically made
in the signal processing community where the interference is generally considered to
be Gaussian [25]. Several distributions such as K-distribution, Weilbull, logNormal
or Laplacian distributions have been proposed to model or extrapolate these heavy-
tailed distributions. More recently, the alpha-stable distributions have been also pro-
posed [13].

3.2 Limitation to non CSMA/CA networks
With a Poisson point process, the transmitters’ locations are assumed independent.
This strong assumption is not valid in most of wireless multi-hop networks. The use
of a Medium Access Control (MAC) protocol generally ensures that two close nodes
do not emit simultaneously, either by assigning them different frequency (FDMA) or
time (TDMA) resources or, for asynchronous systems, by implementing a CSMA/CA
mechanism.

In a CSMA/CA network, a potential transmitter senses the channel before effec-
tively transmitting. Depending on whether the channel is assessed clear or not, the
transmission occurs or is postponed. Clear Channel Assessment (CCA) depends on
the MAC protocol and the terminal settings. For the two most widely used CSMA/CA
protocols, IEEE 802.11 DCF and IEEE 802.15.4, CCA is performed according to one
of these three methods. (mode 1) CCA reports busy medium upon detecting any energy
above the Energy Detection threshold. (mode 2) CCA shall report a busy medium only
upon the detection of a compliant signal. (mode 3) CCA reports a busy medium using
a OR or AND logical combination of the two previous conditions.

A direct consequence of CSMA/CA is that transmitters cannot be very closed to
each others. The Poisson point process does not take into account this constraint and
leads to a large inaccuracy in the distribution of emitters for a CSMA/CA network. This
results in an inappropriate interference distribution as it will be shown in Section 6.

RR n° 6624



6 Busson & Chelius & Gorce

4 Modeling of CSMA-CA networks
An alternate point process has been evoked in [2] to model the location of transmitters
in a CSMA/CA network and studied in [18] to model dense IEEE 802.11 networks:
the Matèrn point process that was first introduced by Matèrn in [15]. A Matèrn point
process is a particular thinning of a homogeneous Poisson point process Φ such that
the distance between two selected nodes is always greater than r, r > 0. In our context,
the Poisson point process represents the potential transmitters whereas the Matèrn point
process models the effective ones.

To derive a Matèrn point process from Φ, a mark Ui, uniformly distributed in [0, 1]
is associated to each point of Φ. A point Xi is selected as a transmitter if and only if no
node with a greater mark value is present in the ball centered at Xi and with radius r.
The ball of radius r around a transmitter X , denoted BX , can be seen as an exclusion
domain that prevents other nodes to transmit.

Thanks to its selection process, the Matèrn point process seems well-suited to
model a network operating in CCA mode 2. Indeed, a transmitter postpones its emis-
sion upon detection of a compliant signal, i.e. the presence of a transmitter within
detection distance, and not based on an interference level. However, temporal as well
as spatial considerations reveals some fundamental limitations.

4.1 Temporal considerations
Extension of the Matèrn point process to other CCA modes is not trivial. In particular,
considering an interference level instead of a distance during the selection process is
not straightforward. The measure of the interference at a given point requires that a
subset of transmitters has been already selected. Thus, it requires a temporal scheduling
between the points.

One way to introduce a temporal dimension is to consider the point process in a
finite area and to introduce the points sequentially in the observation window. We
define a temporal Matèrn point process denoted ΦM (n), by considering a sequence
of random variables (Xi)i=1,..,n independently and uniformly distributed in a ball of
radius R, denoted B. The point X1 is distributed first and systematically selected in
ΦM (n). At the ith step, the point Xi is distributed and selected in ΦM (n) if and only
if none of the previous points lies in BXi

. The procedure stops when the n points have
been considered. Note that if n follows a discrete Poisson law, we get the classical
Matèrn restricted to B. The temporal sequence is equal to the mark sequence of the
classical Matèrn. Section 4.3 presents some theoretical results on this temporal Matèrn
point process.

4.2 Spatial considerations
The second flaw of the Matèrn point process relies on its selection process. A point of
the point process Φ which has not been selected in the final Matèrn inhibits neverthe-
less all the other nodes with a lower marks within its exclusion ball. For instance, in
Figure 2(a), nodes 1 and 4 are selected as transmitters because they have the highest
mark in their respective ball. Node 2 is not selected as it is within the ball of node 1.
Node 3 is not selected as its mark is less to the one of node 2, despite the fact that node
2 is not selected. From the CSMA/CA perspective, this is inaccurate as only effective
transmitters inhibit potential transmitters.

INRIA
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Figure 2: An example of selection process and packing density.

The fact that unselected points play a role in the selection process induces a partial
coverage of the plane. Indeed, when the intensity of the underlying point process Φ
tends to infinity, the union of the exclusion balls associated to the selected points covers
only approximately 78% of the plane (see section 4.3). A large part of the transmitters
which would be selected in reality is not considered in the Matèrn point process. The
direct consequence is an underestimation of the effective transmitters intensity in the
network and so far an underestimation of the interference level when compared to the
reality.

4.3 Intensity, spatial distribution and coverage
We present here three results on the temporal Matèrn point process. The first one is
simply the mean number of nodes in the observation area and its asymptotic behavior
when R tends to infinity. A Proposition then gives the spatial distribution of k nodes
randomly chosen among the points of ΦM (n). The last Proposition presents a result
on the mean coverage of the Matèrn.

Let NM (n) be the random variable describing the number of points in ΦM (n)∩B,
we get:

E [NM (n)] = E

[
n∑
i=1

1lXi∈ΦM (n)

]
=

n∑
i=1

P (Xi ∈ ΦM (n))

=
n∑
i=1

(R− r)2

R2

(
1− πr2

πR2

)i−1

+
∫ R

R−r
f(u)

(
A(u, r,R)− πr2

πR2

)i−1

du

=
(R− r)2

R2

R2

r2

[
1−

(
1− r2

R2

)n]

+
∫ R

R−r
2πu

1−
(
A(u,r,R)−πr2

πR2

)n
πR2 −A(u, r,R) + πr2

du (2)

whereA(u, r,R) denotes the area of the union of two discs of radius r andR with their
centers at distance u.

RR n° 6624



8 Busson & Chelius & Gorce

A(u, r,R) = ur

√
1−

(
1
2
r2 + u2 −R2

ur

)2

+ u2 arccos
(
−1

2
r2 + u2 −R2

Rr

)

+R2 arccos
(
−1

2
r2 − u2 +R2

Rr

)
if u < r +R

and A(u, r,R) = πr2 + πR2 if u ≥ r +R.
If R→ +∞ and n ∼ λπR2,

lim
R→+∞

E [NM (n)]
πR2

=
1− e−λπr2

πr2

Proposition 1. Let ΦM (n) be a temporal Matèrn point process distributed in B,
(Xi1 , .., Xik) a subset of points of the original sequence (Xi)i=1,..,n with 1 ≤ i1 <
i2 < .. < ik ≤ n, kr2 < R2 and A1, .., An a set of Borel sets of IR2 such that Ai ⊂ B
∀i = 1, .., k, we get

P
(
Xij ∈ Aj∀j ∈ {1, .., k}, Xij ∈ ΦM (n)∀j ∈ {1, .., k}

)
=(

1
πR2

)k ∫
A1

∫
A2\Bx1

∫
A3\Bx1

S
Bx2

...

∫
Ak\(

k−1S
j=1

Bxj
)

k∏
j=1

ν

B \ k−1⋃
v=j

Bxv

ij−ij−1−1

dxk...dx1 (3)

For k = 1, we get

P (Xi1 ∈ A1, Xi1 ∈ ΦM (n)) =
1

πR2

∫
A1

(
ν (B \Bx1)

πR2

)i1−1

dx1 (4)

Proof. The proof of equation 3 in the Proposition above is straightforward. We observe
that the event {Xij ∈ Aj ,∀j ∈ {1, .., k}, Xij ∈ ΦM (n)∀j ∈ {1, .., k}} is verified if
and only if:

• ∀j ∈ {1, .., k}, Xij is located in Aj \ ∪j−1
v=1BXv

• ∀j ∈ {1, .., k}, all the points with index bounded by ij−1 + 1 and ij − 1 do not
lie in ∪kv=jBXv .

The first condition above ensures that all the points Xij are in Aj , and the second
condition ensures that the points belong to ΦM (n).

In the next Proposition, we compute the mean area covered by the union of balls
BXi

. Let ΞM (n) be the random closed set defined as:

ΞM (n) =
⋃

Xi∈ΦM (n)

BXi
∩B

We define the packing density as E[ΞM (n)]
πR2 .

INRIA
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Proposition 2. If n ∼ λπR2 with λ ∈ IR+, we get

lim
R→+∞

E [ΞM (n)]
πR2

= (1− e−λπr
2
)

− 1
πr2

∫
B(O,2r))\BO

ν(BO ∩By)

(
1− e−λν(BO∪By)

ν(BO ∪By)
− e−λπr

2 − e−λν(BO∪By)

ν(BO ∪By)− πr2

)
dy

+ K3(λ, r)−K4(λ, r) +K5(λ, r) (5)

The addition ⊕ is the Minkowski-addition (see [24] page 5 for a definition). The
three functions K3(λ, r), K4(λ, r) and K5(λ, r) are detailed in appendix 8.1.

The proof of this proposition can be found in appendix 8.1. Note that for the nu-
merical evaluation, the two first quantities of equation 5 are sufficient to obtain very
accurate estimation of the packing density. In Figure 2(b), we confront the packing
densities obtained by simulation and by evaluation of equation 5 considering either the
first term or the two first terms. It appears clearly that the two first terms give a very ac-
curate estimation of the packing density. We also observe that when λ tends to infinity,
the packing density converges to ≈ 0.78.

5 A new CSMA-CA model

(a) A sample of a Matèrn point
process.

(b) A sample of a SSI point
process.

Figure 3: Samples of the Matèrn and SSI point process after saturation with R = 1 and
r = 0.1.

As shown in Section 4, the Matèrn point process presents several flaws regarding
the modeling of transmitters in a CSMA/CA network. In this section, we discuss an-
other point process, the Simple Sequential Inhibition (SSI) point process, as being a
valuable and more appropriate model for CSMA/CA networks. The SSI point process
has been introduced by Palásti [19]. This model belong to a family of well-known
models used in the context of packing problems or space filling. They are concerned
with the distribution of solids in k-dimensional spaces [10, 23]. The SSI point pro-
cess is also known as the Poisson disk distribution and is used in computer graphics to
efficiently sample images [4, 27].

The SSI point process is a constructive point process distributed in a finite area of
the plane, B in our case. Let X1, ..., Xn be a sequence of random variables indepen-
dently and uniformly distributed in B. X1 is systematically added to the SSI point
process, denoted ΦS(n). Xi is added to ΦS(n) if Xi 6∈ ∪Xj∈ΦS(i−1)BXj

where BXj

is the ball centered in Xj with radius r. The process stops whenever the n points have

RR n° 6624



10 Busson & Chelius & Gorce

been considered or when B is entirely covered by the union of the inhibition balls. As
for the temporal Matèrn point process, this ball is an inhibition ball and only a subset
of the initial n points are being finally selected.

We shall say that a sample of the SSI has reached saturation when the union of
the inhibition balls of the selected points covers entirely B. Note that the temporal
Matèrn point process is a thinning of the SSI. Interference generated by the points of
the Matèrn point process is then a lower bound of the interference of the SSI point
process. Figures 3(a) and 3(b) depict samples of Matèrn and SSI point processes after
saturation. We can clearly see that with n large enough , the SSI covers entirely B
whereas the Matèrn does not. The SSI model compensates for the main flaw of the
Matèrn model as it considers only the effective transmitters inhibition balls during the
selection process. Moreover, it offers a temporal scheduling equivalent to the temporal
Matèrn one.

For the SSI process, very few theoretical results are existing. For instance, we
have no result on the mean number of points in B or the probability for an initial
point Xi to be selected. However, some values have been approximated. E.g., the
mean number of nodes in B after saturation can be approximated by 4c2R2

r2 where c
is the packing density (in our case c = 0.56 [14]). It has been conjectured that the

ratio
E

hP+∞
Xi∈ΦS

ν(Bi)
i

πR2 converges to the constant 4c. Other estimations approximate the
distribution of nodes or the distance between closest points [12].

6 Interference with CSMA-CA protocols
In this Section we present a set of results on interference. We consider the level of
interference at the center of the observation window B, denoted O. The temporal
Matèrn process and the SSI process are both considered.

6.1 Mean and Variance of the interference for the modified Matèrn
point process

From the distribution of a point in the Matèrn point process, we can easily deduce the
mean interference level at O, according to the following Proposition.

Proposition 3.

E
[
IΦM (n)(O)

]
= 2π

∫ R

0

u
1−

(
A(u,r,R)−πr2

πR2

)n
πR2 + πr2 −A(u, r,R)

l(u)du

If n is constant and R tends to infinity, E[IΦM (n)(O)] tends to 0. If n ∼ λπR2, we
have

lim
R→+∞

E
[
IΦM (λπR2)(O)

]
=

1− e−λπr2

πr2

∫
IR2

l (‖x‖) dx

For the special attenuation function l(u) = min(1, u−α) with α > 2, we have

lim
R→+∞

E
[
IΦM (λπR2)(O)

]
= 2

1− e−λπr2

r2

(
1
2

+
1

α− 2

)

INRIA
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For the second moment:

E
[
I2
ΦM (n)(O)

]
=
∫
B

1−
(
ν(B\Bx)
πR2

)n
πR2 − ν(B \Bx)

l (‖x‖)2
dx

+ 2
∫
B

∫
B\Bx

1
πR2 − ν(B \Bx ∪By)

[ 1−
(
ν(B\Bx∪By)

πR2

)n−1

πR2 − ν(B \Bx ∪By)

−

(
ν(B\By)
πR2

)n−1

−
(
ν(B\Bx∪By)

πR2

)n−1

πR2
(

1− ν(B\Bx∪By)
ν(B\By)

) ]
dydx (6)

When R→ +∞ and n ∼ λπR2,

lim
R→+∞

E
[
I2
ΦM (n)(O)

]
=

1− e−λπR2

πr2

∫
IR2

l (‖x‖)2
dx

+
2
πr2

∫
IR2

∫
IR2\Bx

[
1− e−λν(Bx∪By)

ν(Bx ∪By)
− e−λπr

2 − e−λν(Bx∪By)

ν(Bx ∪By)− πr2

]
l (‖x‖) l (‖y‖) dydx (7)

The proof is presented in Appendix 8.2.

6.2 Mean and Variance of the interference for the SSI point pro-
cess

There is no theoretical result about the distribution of ΦS(n). However, the distribution
of one point from ΦS(n) can be approximated by the uniform distribution. Simulations
have shown that for R large enough, the uniform distribution fits perfectly well with
the distribution of one point arbitrarily chosen among the points of ΦS(n). For smaller
R (for instance R = 1.0 and r = 0.1), we observe some edge effects at the boundary
of B. Under this assumption, we can derive the mean interference level:

E
[
IΦS(n)(O)

]
=

n∑
i=1

E
[
l(‖Xi‖)1lXi∈ΦS(n)

]
≈ E [NS(n)]

2
R2

∫ R

0

ul(u)du

where NS(n) is the number of points in ΦS(n). Unfortunately, E[NS(n)] is not
known. Nevertheless, when the process has reached saturation (n = +∞), it can be
approximated by E[NS(n)] ≈ 4cR

2

r2 [14].

6.3 Convergence towards a Normal law
The interference PDF is unknown for both the SSI and the Matèrn point processes.
Thus, in this Section, they are studied by simulation. In Figures 4(a), 4(b) and 4(c), we
plot the interference PDF for the SSI and the Matèrn point processes. We also show
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(a) Interference Probability Density Function.
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(b) Interference Probability Density Function.
R = 20.0, r = 1.0, n = 0.7R2

r2 , Si = 1,
α = 3.
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(d) Graph of SSI points after satura-
tion (n = +∞).

Figure 4: Interference PDF.
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Modélisation des interférences 13

two Gaussian distributions with mean and variance values equal to the ones of the SSI
and Matèrn interference distributions. Finally, in order to compare the Matèrn and SSI
interference distributions to the one generated by a Poisson point process, we have
generated samples of two Poisson point processes in B with the same mean number of
points as the Matèrn and SSI processes. The resulting interference PDF are denoted
Poisson Matèrn and Poisson SSI.

Figure 4(a), correspond to a network with parameters R = 2.0, r = 0.1 and
n = 0.2R

2

r2 . In such a sparse network, it appears that the interference generated by
the Poisson point processes fit very well the SSI and Matèrn ones, contrarily to the
Gaussian interference. Note that the two peaks in the PDF are due to the particular
path-loss function that we have considered. For a non-sparse but non-dense network,
n = 0.7R

2

r2 in Figure 4(b), it appears that neither the Poisson interference distribution
nor the Gaussian distribution fit the Matèrn and SSI interference.

Finally, while the network becomes saturated, n = 20.0R
2

r2 in Figure 4(c), the
interference generated by the SSI and Matèrn point processes seem to converge towards
a Gaussian distribution. Given this observation, a χ2 test with 0.05 significance level
has been used to validate the hypothesis of a Normal distribution for the two point
processes. The test has lead to the acceptation of the Normal distribution in both SSI
and Matèrn cases.

Note that the use of a Poisson point process to model transmitters of a CMSA/CA
network is only valid if the network is very sparse. In consequence, the method in [18]
which proposes to considering a Poisson point process with an intensity equals to the
Matèrn intensity is not adapted except in particular conditions.

The convergence of the SSI interference distribution towards a Gaussian one is
a conjecture that we have only validated with a statistical test. If it happens to be
exact, it would lead to a very interesting result on interference modeling for CSMA/CA
networks. One hint about this convergence is the very regular structure induced by the
transmitters location in the SSI model. After saturation, the number of points in each
subset of B is almost surely bounded. The lower and upper bound are quite close
to each other. The exclusion effect combined to the constraint on the coverage of B
leads to very regular patterns. As an illustration, Figure 4(d) shows a graph where SSI
points are connected if their distance is less than 2 ∗ r,. In other words, two points
are neighbors if their inhibition balls overlap. As we can see, points in B seem quite
regularly located. This pseudo-regularity has already been exploited in the context
of computer graphics where several works [21, 4] proposed to use jittering of regular
patterns, such as a regular grid, to approximate Poisson disk distributions, i.e. SSI
distributions.

7 Conclusion and perspectives
In this article, we have discoursed about the modeling of interference for multi-hop
wireless networks. We have presented the main limitations of the Poisson and Matèrn
point processes classically used to model transmitters’ location in wireless networks.
If the Poisson model is adapted to non-CSMA/CA networks, it reveals to be inaccurate
in the context of CSMA/CA networks as it does not consider any dependancy between
the different transmitters’ location. The result is an inappropriate interference distri-
bution except for sparse networks. The Matèrn point process leads to a more realistic
model but still suffers from unexpected properties such as an underestimation of con-
comitant active transmitters and interference. In consequence, we have proposed the
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14 Busson & Chelius & Gorce

use of an alternate point process, the SSI one, which we assert being a valuable and
more appropriate model for CSMA/CA networks. Moreover, we have conjectured that
the interference distributions of the Matèrn and SSI models converge towards a Nor-
mal distribution contrarily to the Poisson model. This conjecture, not yet analytically
proven, is very promising as it would provide the opportunity to analytically study and
characterize values such as the Signal over Interference and Noise Ratio (SINR) or the
Symbol Error Outage (SEO)...

There are two clear perspectives to the work presented in this article. The first one
consists in proving the convergence of the Matèrn and SSI models towards the Normal
distribution. The second one is to extend the interference model to consider other
CCA modes. In other words, the models should be extended to considering the global
interference level and no more exclusion balls when selecting the effective transmitters.
We have taken a first step in this perspective with the proposition of constructive point
processes such as the SSI one and our Temporal Matèrn. More studies now remain to
be done.

8 Appendix

8.1 Proof of Proposition 2
The area of ΞM (n) can be written as follows:

E [ΞM (n)] = E

[
n∑
i=1

ν (B ∩BXi
) 1lXi∈ΦM (n)

]

− E

 n∑
i,j=1;j>i

ν
(
B ∩BXi ∩BXj

)
1l(Xi,Xj)∈ΦM (n)


+ E

 n∑
i,j,k=1;k>j>i

ν
(
B ∩BXi ∩BXj ∩BXk

)
1l(Xi,Xj ,Xk)∈ΦM (n)


− E

 n∑
i,j,k,l=1;l>k>j>i

ν
(
B ∩BXi ∩BXj ∩BXk

∩BXl

)
1l(Xi,Xj ,Xk,Xl)∈ΦM (n)


+ E

 n∑
i,j,k,l,m=1;m>l>k>j>i

ν
(
B ∩BXi ∩BXj ∩BXk

∩BXl
∩BXm

)
1l(Xi,Xj ,Xk,Xl,Xm)∈ΦM (n)


It corresponds to the classical way to compute the area of the union of several balls.

In our case, the number of intersections is finite. Indeed, if we consider a point of the
plane, this points cannot be covered with a positive probability by more than five balls
of radius r and given that the centers of the balls are distant of at least r from each
others. The last three terms of the equality above correpond to the functions K3, K4

and K5 of Proposition 2. We compute now each term of the equality. We get for the
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first term:

E

[
n∑
i=1

ν (B ∩BXi) 1lXi∈ΦM (n)

]
=

1
πR2

∫
B

n∑
i=1

ν (B ∩Bx)
(
ν(B \Bx)
πR2

)i−1

dx

=
∫
B

1
πR2 − ν(B \Bx)

ν (B ∩Bx)
(

1−
(
ν(B \Bx)
πR2

)n)
dx

Suppose that n ∼ λπR2 and R tends to infinity, so we can take πR2 − ν(B \

Bx) = ν(Bx) = πr2 and ν(B∩Bx) = πr2. Moreover, limR→+∞

(
ν(B\Bx)
πR2

)λπR2

=

e−λπr
2
.

The limit is then

lim
R→+∞

E
[∑n

i=1 ν (B ∩BXi
) 1lXi∈ΦM (n)

]
πR2

= 1− e−λπr
2

For the second term, we get:

E

 n∑
i,j=1;j>i

ν
(
B ∩ (BXi

∩BXj
)
)
1l(Xi,Xj)∈ΦM (n)


=

1
(πR2)2

∫
B

∫
B\Bx

n−1∑
i=1

n∑
j=i+1

ν (B ∩Bx ∩By)
(
ν(B \ (Bx ∪By))

πR2

)i−1(
ν(B \By)
πR2

)j−i−1

dydx

=
∫
B

∫
(B∩B(x,2r))\Bx

ν(B ∩Bx ∩By)
πR2 − ν(B \Bx)

(
1−

(
ν(B\(Bx∪By))

πR2

)n−1

πR2 − ν(B \ (Bx ∪By))

−

(
ν(B\Bx)
πR2

)n−1

−
(
ν(B\(Bx∪By))

πR2

)n−1

πR2 − πR2 ν(B\Bx∪By)
ν(B\Bx)

)
dydx

When R increases, we can neglect the edge effect, and if n ∼ λπR2, the second
integral does not depends on the location of x we get

E

 n∑
i,j=1;j>i

ν
(
B ∩ (BXi ∩BXj )

)
1l(Xi,Xj)∈ΦM (n)


∼ πR2

∫
B(O,2r))\BO

ν(BO ∩By)
πr2

(
1−

(
πR2−ν(BO∪By)

πR2

)n−1

ν(Bx ∪By)

−

(
πR2−πr2

πR2

)n−1

−
(
πR2−ν(BO∪By)

πR2

)n−1

πR2 − πR2 πR
2−ν(BO∪By)
πR2−πr2

)
dy

We get,

lim
R→+∞

E
[∑n

i,j=1;j>i ν
(
B ∩ (BXi

∩BXj
)
)
1l(Xi,Xj)∈ΦM (n)

]
πR2

=
1
πr2

∫
B(O,2r))\BO

ν(BO ∩By)

(
1− e−λν(BO∪By)

ν(BO ∪By)
− e−λπr

2 − e−λν(BO∪By)

ν(BO ∪By)− πr2

)
dy
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In the rest of the proof, we use, for convenience, the following notations: az =
ν(Bz), ayz = ν(By ∪ Bz), aOyz = ν(BO ∪ By ∪ Bz), etc. The same arguments as
for the limit above lead to:

lim
R→+∞

E
[∑n

i,j,k=1;k>j>i ν
(
B ∩BXi ∩BXj ∩BXk

)
1l(Xi,Xj ,Xk)∈ΦM (n)

]
πR2

=
∫
B(O,2r)\BO

∫
((BO∩By)⊕BO)\(BO∪By)

ν(BO ∩By ∩Bz)
πr2

[
1− e−λaOyz

ayzaOyz

+
(
− 1
ayz

+
1

ayz − πr2

)
e−λayz − e−λaOyz

aOyz − ayz
− e−λπr

2 − e−λaOyz

(ayz − πr2)(aOyz − πr2)

]
dzdy

where ⊕ is the Minkowski-addition (see [24] page 5 for a definition).
For the 4th and 5th quantities, we get:

lim
R→+∞

E
[∑n

i,j,k,l=1;l>k>j>i ν
(
B ∩BXi

∩BXj
∩BXk

∩BXl

)
1l(Xi,Xj ,Xk,Xl)∈ΦM (n)

]
πR2

=
∫
B(O,2r)\BO

∫
((BO∩By)⊕BO)\(BO∪By)

∫
((BO∩By∩Bz)⊕BO))\(BO∪By∪Bz)

ν(BO ∩By ∩Bz ∩Bv)
πr2

×

[
1

azvayzvaOyzv
+
(
− 1
azvayzvaOyzv

− c1
aOyzv − ayzv

− c2
aOyzv − azv

+
c3

aOyzv − πr2

)
e−λaOyzv

+
c1

aOyzv − ayzv
e−λayzv +

c2
aOyzv − azv

e−λazv − c3
aOyzv − πr2

e−λπr
2

]
dvdzdy

with

c1 = − 1
azvayzv

− c2 + c3

c2 =
πr2

(azv − πr2)azv(ayzv − azv)

c3 =
1

(azv − πr2)(ayzv − πr2)
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lim
R→+∞

E
[∑n

i,j,k,l,m=1;m>l>k>j>i ν
(
B ∩BXi

∩BXj
∩BXk

∩BXl
∩BXm

)
1l(Xi,Xj ,Xk,Xl,Xm)∈ΦM (n)

]
πR2

=
∫
B(O,2r)\BO

∫
((BO∩By)⊕BO)\(BO∪By)

∫
((BO∩By∩Bz)⊕BO))\(BO∪By∪Bz)∫

((BO∩By∩Bz∩Bv)⊕BO))\(BO∪By∪Bz∪Bv)

ν(BO ∩By ∩Bz ∩Bv ∩Bu)
πr2

[
1

avuazvuayzvuaOyzvu
+
(
− 1
avuazvuayzvuaOyzvu

− c
′

0

aOyzvu − ayzvu

− c
′

1

(aOyzvu − azvu)(ayzvu − azvu)
− c

′

2

(aOyzvu − avu)(aOyzvu − avu)
+

c
′

3

(aOyzvu − πr2)(aOyzvu − πr2)

)
× e−λaOyzvu +

c
′

0

aOyzvu − ayzvu
e−λayzvu +

c
′

1

(aOyzvu − azvu)(ayzvu − azvu)
e−λazvu

+
c
′

2

(ayzvu − avu)(aOyzvu − avu)
e−λavu − c

′

3

(aOyzvu − πr2)(ayzvu − πr2)
e−λπr

2

]
dvdzdy

with

c
′

0 = − 1
avuazvuayzvu

− c
′

1

ayzvu − azvu
− c

′

2

ayzvu − avu
+

c
′

3

ayzvu − πr2

c
′

1 = − 1
avuazvu

+ c
′

3 − c
′

2

c
′

2 =
πr2

(avu − πr2)avu(azvu − avu)

c
′

3 =
1

(avu − πr2)(azvu − πr2)

8.2 Proof of Proposition 3
The mean interference is given by:

E
[
IΦM (n)(O)

]
= E

[
n∑
i=1

l(‖Xi‖)1lXi∈ΦM (n)

]

=
1

πR2

∫
B

n∑
i=1

(
ν(B \Bx)
πR2

)i−1

l(‖x‖)dx

=
∫
B

1−
(
ν(B\Bx)
πR2

)n
πR2 − ν(B \Bx)

l (‖x‖) dx

= 2π
∫ R

0

u
1−

(
A(u,r,R)−πr2

πR2

)n
πR2 + πr2 −A(u, r,R)

l(u)du

If n is constant and R tends to infinity, E[IΦM (n)(O)] tends to 0. If n ∼ λπR2,

we get
(
ν(B\Bx)
πR2

)λπR2

→ e−λπr
2

and we can neglect the edge effects: πR2 − ν(B \
Bx) = ν(Bx) = πr2.
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We obtain:

lim
R→+∞

E
[
IΦM (λπR2)(O)

]
=

1− e−λπr2

πr2

∫
IR2

l (‖x‖) dx

For the special attenuation function l(u) = min(1, u−α) with α > 2, we get

lim
R→+∞

E
[
IΦM (λπR2)(O)

]
= 2

1− e−λπr2

r2

(
1
2

+
1

α− 2

)
The second moment can also be obtained in the same way. By definition of the

interference, we get:

E
[
I2
ΦM (n)(O)

]
= E

[
n∑
i=1

l (‖Xi‖)2 1lXi∈ΦM (n)

]

+2E

n−1∑
i=1

n∑
j=i+1

l (‖Xi‖) l (‖Xj‖) 1lXi∈ΦM (n)1lXj∈ΦM (n)


For the first term on the right hand side of the equality, the computation is the same

as the mean, we get

E

[
n∑
i=1

l (‖Xi‖)2 1lXi∈ΦM (n)

]
=
∫
B

1−
(
ν(B\Bx)
πR2

)n
πR2 − ν(B \Bx)

l (‖x‖)2
dx (8)

For the second term, we get

E

n−1∑
i=1

n∑
j=i+1

l (‖Xi‖) l (‖Xj‖) 1lXi∈ΦM (n)1lXj∈ΦM (n)


=

1
(πR2)2

∫
B

∫
B\Bx

n−1∑
i=1

n∑
j=i+1

(
ν(B \Bx ∪By)

πR2

)i−1

(
ν(B \By)
πR2

)j−i−1

l(‖x‖)l(‖y‖)dydx

=
∫
B

∫
B\Bx

1
πR2 − ν(B \Bx ∪By)

[ 1−
(
ν(B\Bx∪By)

πR2

)n−1

πR2 − ν(B \Bx ∪By)

−

(
ν(B\By)
πR2

)n−1

−
(
ν(B\Bx∪By)

πR2

)n−1

πR2
(

1− ν(B\Bx∪By)
ν(B\By)

) ]
l(‖x‖)l(‖y‖)dydx (9)

When R → +∞ and n ∼ λπR2, we can neglect the edge effects, thus consider
that πR2 − ν(B \ Bx ∪ By) = ν(Bx ∪ By) and πR2 − πR2 ν(B\Bx∪By)

ν(B\By) = ν(Bx ∪
By)− ν(By) = ν(Bx ∪By)− πr2.

Moreover,

lim
R→+∞

(
ν(B \By)
πR2

)λπR2−1

= e−λπr
2
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and

lim
R→+∞

(
ν(B \Bx ∪By)

πR2

)λπR2

= e−λν(Bx∪By)

So, if R tends to infinity and n ∼ λπR2, equations 8 and 9 lead to

lim
R→+∞

E
[
I2
ΦM (n)(O)

]
=

1− e−λπR2

πr2

∫
IR2

l (‖x‖)2
dx

+
2
πr2

∫
IR2

∫
IR2\Bx

[
1− e−λν(Bx∪By)

ν(Bx ∪By)
− e−λπr

2 − e−λν(Bx∪By)

ν(Bx ∪By)− πr2

]
l (‖x‖) l (‖y‖) dydx
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