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Abstract

Developing a branching scheme that is compatible with tthenao generation procedure can
be challenging. Application specific and generic schemes baen proposed in the literature, but
they have their drawbacks. One generic scheme is to implest@mdard branching in the space
of the compact formulation to which the Dantzig-Wolfe refadation was applied. However, in
the presence of multiple identical subsystems, the magpitite original variable space typically
induces symmetries. An alternative, in an application $jgemontext, can be to expand the com-
pact formulation to offer a wider choice of branching valésh Other existing generic schemes
for use in branch-and-price imply modifications to the pricproblem. This is a concern because
the pricing oracle on which the method relies might beconsolabe beyond the root node. This
paper presents a generic branching scheme in which thegrcacle of the root node remains
of use after branching (assuming that the pricing oraclehzandle bounds on the subproblem
variables). The scheme does not require the use of an extdoeulation of the original prob-
lem. It proceeds by recursively partitioning the subprobleolution set. Branching constraints
are enforced in the pricing problem instead of being dudliza Lagrangian relaxation, and the
pricing problem is solved by a limited number of calls to thieipg oracle. This generic scheme
builds on previously proposed approaches and unifies themill¥gtrate its use on the cutting
stock and bin packing problems. This is the first branchamce algorithm capable of solving
such problems to integrality without modifying the subpesb or expanding its variable space.

Keywords: Integer Programming, Dantzig-Wolfe reformulation, Brarand-Price.

1 Introduction

Many mixed integer programming problems have a decompeshicture, which makes them
well suited for Dantzig-Wolfe reformulation and for whichrdhch-and-Price can be a competitive
solution approach. However, branching can be challengwe needs a scheme that not only has



good properties in terms of leading to integrality of theusioin and yielding dual bound improve-

ments, but that is also “compatible” with column generatiorparticular, branching constraints may
result in modifications to the structure of the pricing peshland impair its tractability. This is a main
concern since the competitiveness of the decompositioroapp typically relies on the availability

of an efficient pricing problem solver.

The issue of branching in a branch-and-price context habewn explored in full detail to date,
because, for many practical applications, branching @égtttforward. In particular, branching can be
implemented in a standard way in the space of the compacufation to which the Dantzig-Wolfe
reformulation was applied and this implementation is catitige in many situations. Villeneuve et
al. [26] suggest that one can always proceed by using starmtanching in an “original” formula-
tion and re-apply Dantzig-Wolfe reformulation to the prerolaugmented with branching constraints.
However, when the decomposition involves multiple idestisubproblems, this typically induces
symmetries. As an alternative, specialized branchingsride use in Branch-and-Price have been
developed. Ryan and Foster [14] proposed a scheme for apphe that can be reformulated as set
partitioning problems, a generalization of which was depet by Vanderbeck [20]. However, both
of these specialized schemes may result in structural neatdins to the pricing problem. Another
line of branching schemes reported in the literature camiderstood as implicitly using an extended
(“original”) formulation and branch on the new variablestlo¢ reformulation (as in Belov et al. [3]
or Valério de Carvalho [17]). Such approach is applicatipecific and requires to a pricing problem
solver that works in this expanded variable space.

The scheme proposed in this paper builds on and unifies gyiproposed generic approaches,
while avoiding their drawbacks. It can be seen as special abihe implementation of the scheme of
[20] in which fractional solutions are cut off by boundingethumber of columns selected from spe-
cific subsets. This particular implementation permits tee af the original pricing problem oracle
after branching, as does the scheme of [26]. The new schemalsa be understood as a refine-
ment of the scheme of [26]: the branching constraints of #& scheme are shown to implicitly
fix bounds on the variables of the original formulation, w&hi26] implements explicit bounds on
the original variables. This refinement allows us to avorm $fmmetry drawback of the scheme of
[26] in the case of multiple identical subproblems, as we s¥ibw. In the new scheme, as in that of
[26], branching constraints can be enforced directly irsthigoroblem if the pricing oracle can handle
bounds on the subproblem variables. Since branching @ntstrare not dualized (i.e., not placed in
the master as in [20]), they induce better improvements af dounds. Finally, when the master is
a set partitioning problem, the proposed scheme resentiést [14], but with a different pricing
procedure.

A motivation for this work is the development of a generic edar branch-and-price. Previously



existing framework for implementing branch-and-pricetsas Abacus [16], BCP [11], G12 [13],
or Minto [15] are tool boxes that leave it to the user to impdatan application specific branching
scheme. Other existing codes have been developed for spaeifises of applications (such as the
vehicle routing problem and its variants); examples inel@&Encol [6] and Maestro [5]. In these ref-
erences, the branching issue has been seen so far as a toathierautomation of branch-and-price.
The branching scheme of this paper allows the overcomingisfidarrier. The proposed scheme is
valid for any column generation application; the only reégment is a pricing oracle that can handle
upper and lower bounds on the subproblem variables. Therschequires no input from the user
since the same pricing problem solver can be used after iragmic Hence, the scheme leads to a
possible black box implementation of branch-and-price.a¢ecurrently working on a prototype of
a generic branch-and-price implementation, caBed?Cod[24].

The presentation given herein is not limited to the priresplinderlying the new scheme. As the
implementation of the proposed scheme is not trivial, theepanakes specific proposals regarding
the separation of fractional solutions and the pricing pcage after branching. An analysis of the
scheme properties allows us to show that the worst case eaitypbf the enumeration is no worse
than when branching in the original variable space.

The paper is organized as follows. Section 2 reviews the ZigiWolfe reformulation principle.
Section 3 provides an overview of the new scheme, explaiitsngrinciple and introducing the fea-
tures needed for its implementation. A formal presentafidiows for the special case of a binary
integer program in Sections 4 to 10, detailing a mapping filoeerDantzig-Wolfe reformulation to the
original problem variable space; presenting how to bramthearoot node and beyond, and how col-
umn generation is implemented after branching; giving ¥pgession of the resulting dual bound and
showing how preprocessing yields simplifications, spedliffcin the special case where the master
is a set partitioning problem. In Section 11, we briefly ekplaow the scheme can be extended to a
general mixed integer program. Section 12 presents coitiguéhexperiments on cutting stock and
bin packing problems. The conclusion summarizes the schigsreontributions, and its limitations.

2 The Dantzig-Wolfe approach

Let us introduce our notation and briefly review the Dantgigife approach: the decomposition
of a mixed integer program, its reformulation, the colummegation procedure, and Lagrangian
duality results. To simplify the presentation, we assumara teger program (IP) whose variables
are bounded. The extension to the unbounded case is preéserg0], while the extension to the
mixed integer case is presented in [25]. We consider a welttired IP whose constraint matrix is



of the form

Al A2 . AR
BL 0 ... 0
0 B2 ... 0 |, (1)
0O 0 ... BR

whereA" andB', forr = 1,...,R, are rational matrices. l.e., there &ediagonal blocks and the
problem can be formulated as

ZP = min E ¢ X (2)
r;l

[P] Z\Ar X > a 3)

" B'X > b forr=1,...,R 4)

I" < x¥ < U forr=1,...,R (5)

X e z" forr=1,...,R (6)

wherec', a, andb" are rational vectors of appropriate dimension &n¢tesp. u') are lower (resp.
upper) bound vectors. L& p denote its linear programming (LP) relaxation &g its optimal LP
value. A subsystem

X'={xeZ":B'x>b",I'<x<u} (7)

can be associated with each blacket X{, be the polyhedron associated to its LP relaxation.

Throughout the paper, we shall distinguish two cases. Eitleehavenon-identical subsystems
A" and the data of subsyster®s depend orr. Or thesubsystems are identicad” and the data of
subsystemX" do not depend on. The combined case could also occur for which marig made
of non-identical blocks, each of which decomposes intotidahsub-blocks: an example would be a
Vehicle Routing Problem (VRP) with different vehicle typssd several vehicles of each type.

The Dantzig-Wolfe reformulation of probleif?] can be introduced in several ways. For this
paper, we adopt the discretization approach of [25]. Gebe an enumerated set of generators (a
terminology introduced in [25]) for subsysteXi. Since we assume a bounded and pure integer
program,G" is simply the enumerated set of all discrete integer satstiaf X", i.e., X" = {xX%}gcqr,
wherex? is the solution vector associated to genergt@ndX" can be reformulated as

X'={x= %xg)\g: Ag=12g€{0,1}Vge G'}.
ey ey

Then, the Dantzig-Wolfe reformulation principle refersth@ application of this variable change to



[P], which gives rise to the reformulation:

R

DM :
z :mlnz ;crxg)\é
r=1geG’
R
[DM] Z AN > a 8)
r=1geG’
Ag = 1 forr=1,....R
get'
Ay € {01} forr=1,...,RgeG.

Thus, in our notationg denotes the generatay is also used as an index referring to the generator),
x9 denotes its characteristic vect(er] x9, A" x9) is the associated column vector in formulati@iM],
and)\gr is the associated decision variable. For simplicity, wdlsitammonly refer tog as a column

in the sequel. LeDM, p denote the LP relaxation obM] and ZLDF',VI be its optimal LP value.

In the case where all subsystems are identical,Ae= A, B"' =B, ¢ =¢, X' =X andG' =G
forr =1,...,R, one can aggregafg variables using:

R
r=

Then, the Dantzig-Wolfe reformulation takes the form:

M=min'§ c@v (10)

[M] Axvy > a (11)
ge

vy = R (12)

v¢ € N vge G (13)

Let M_p denote its LP relaxation argl, be its optimal LP value. Observe that the aggregation (9)
removes the symmetry inthat is present in the original formulation [P] (where a petation of the

r indexing in vectoi gives rise to an alternative representation of the sameigo)wor in [DM]. We
assume the equality convexity constraint (12) althougtsicaning convexity constraints of the form
L<3gecVg<U is a straightforward extension.

The enumeration of s& (or G" in the case of non-identical subsystems) is only theoretioa
practice, the solution of the Dantzig-Wolfe reformulatisrhandled through dynamic generation of
its variables and associated columns in the course of thezation, a procedure known aslumn
generation In this context, the reformulation is called thesterprogram: we refer to)M], given
in (8), as the disaggregated master used in the case of eatigdl subsystems, whilé/] is the
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commonly used form of the master in the case of identicalysibms.

Thus, solving the LP relaxation oM] by column generation proceeds as follows. (The LP
solution of DM] is analogous.) The master LP is initialized with a subsefpaissibly artificial)
columns. This restricted program is solved to LP optimalityet 71 be the dual solution vector
associated with constraints (11). Themrecing problemis solved:

{(m) :=min{(c—mA)x: Bx>Db,l <x<uxecZ"}. (14)

~
XeX

When its solutionx® := x*, defines a negative reduced cost column, the colten®, AX¢) and as-
sociatedvg variable are added to the master and the procedure regef@tberwise, the current LP
solution has been proven optimal.

The principal assumption underlying the Dantzig-Wolfe rayagh is that (14) is a problem that
can be solved rather efficiently, compared to [P]. Througliois paper, we assume that a solver is
available for (14) that requires reasonable computing (@aftbough typically not polynomial time).

It can be a specialized combinatorial algorithm or one meya&n use a general purpose commercial
MIP solver. We refer to this solver as tbeacle Observe that we have included bounds on the vari-
ables in the definition of the pricing problem, as our brangtscheme proceeds by amending these
bounds. In some applications, the bounded version of tlengrproblem can be harder (complexity
wise) than the unbounded case. On the other hand, congjdeitiounded pricing problem often
yields a stronger dual bouri#}}, or ZPM (see [23]).

At each iteration of the column generation procedure, a Hdoahd can be computed from the
pricing problem solutions: dualizing (11) iiM] gives rise to the Lagrangian dual bound

0(m) := ma+R{(n), (15)

where( () is defined by (14). These bound¥,m), are computed for each dual solutian,to the
restricted master LP. They converge (although not monoc#diy) towards the optimal value of the
master LP. The latter is known to be equivalent to the Lageandual that results from dualizing
constraints (3) in [P] (see [9)]), i.e.,

M, = maxg(m) =min{’y cxX : y AX >a, X € con(X") vr}, (16)
2 T T

where the third form is the Lagrangian bi-dual (see [4]),ireding us that the Dantzig-Wolfe approach
produces a bound equal to the LP solution over a polyhedramenie subproblem is “convexified”.
Thus, the comparison of the LP and IP values of the above fations isz[, < zM, = zPM < ZM =
ZPM = 7P When conyX") # X/, the master gives rise to an LP bound that can be better taan th
of [P].



Thus, Dantzig-Wolfe reformulation allows a solution apgeb that exploits the availability of an
efficient specialized oracle for a subproblem; it avoids syatry inr in the case of identical sub-
systems; and it often leads to better quality dual boundsapfady a branch-and-bound approach
based on the Dantzig-Wolfe reformulation, one needs to dnalm®lumn generation procedure into a
branch-and-bound algorithm. The combined algorithm isskmasbranch-and-pricg2]. This raises
several issues(i) the choice of branching on variables of the original forniola or those of the
reformulation, or branching on constraints, and the edeiee that may or may not exist between
these approache§j) where to enforce the branching constraint (in the mastar tivé subproblem)
and the impact on the strength of resulting Lagrangian doahd after branching(iii ) potential
structural modifications to the pricing problem that mayyooé compatible with specific solution
methods or may make it much harder to perform pricing.

Branching directly on individual variablegy (resp. )\é), using disjunctive constraintgg <
lv| or vg > [v], was tested, for instance, by [12, 18]. The resulting brearudi-bound tree is un-
balanced (constraing < |v| is weak) and it combines badly with column generation (intirench
vg < |v], one must avoid regenerating the specific colunsG either by adding constraints to the
pricing problem or by looking for the next best subprobleruson). The alternative is to branch on
constraints.

A natural combination of variableg, (resp.)\é) on which to branch is that expressing the value
of the variables of the original formulation [P]: mappimgresp. A) solutions intox solutions and
implementing a branching scheme based on disjunctive i@nt for the original variables. In the
case of non-identical subsystems, this scheme will sufi@nforce integrality since the mapping

X = XA, a7
geG
defines a unique projection to the original variable spackedisjunctive branching constraints of the
form ¥ geer X7 Ag<lajorygea xJ Ag > [a] in [DM_p] are therefore equivalent to enforcing

x <la) or x=[a], (18)

in the original problem for each subproblerand componeritthat would have fractional value ¢ Z
(see [2]). Branching can then be enforced directly in theipg problem: one simply needs to reset a
component bound in the subproblem.

However, in the case of identical subsystems, one is wonkiitig reformulation M]. Then, the
disaggregated original variable valug's,are not available through a uniquely defined mapping. Note
that using PM] even in the case of identical subsystems would allow onedadh on the original
variables but it has an obvious symmetry drawback due tortiei@l re-introduction of the indices



on identical subsystems. WitM[, one can only enforce the integrality of aggregate vaesbl

R
X = Xr = Xg Vg 5 (19)
25"
using disjunctive branching constraints of the form
g g
X vg<la] or % §vg>[al, (20)
ggG ge%

for components that have fractional value ¢ Z. But branching constraints on aggregate variables
are typically not sufficient to eliminate all fractional atibns, and they cannot in general be enforced
directly in the pricing problem. In the literature, altetima “original formulations” have sometimes
been considered to allow branching on the aggregate valoegihal variables. Such reformulations
typically imply an expanded variable space which can eveof pseudo-polynomial size [3, 17].

Other forms of branching-on-constraint strategies haea lokeveloped to handle the case of iden-
tical subsystems. When the master takes the form of a séiqartg problem, i.e.,

min{ ¥ c¥vy: § Fvg =1Vi, ¥ vg=R, vge {0,1} Vg€ G} (21)
ggG g gé g ggG g g

with X8 € {0,1}", integrality can be enforced using Ryan and Foster’s scHédle For any frac-
tional solution, ¢ {0,1}/Cl, there exists a pair of item(, j) such that the fractional solutighcan
be separated using the disjunctiggl.)qg:)((];:l vg <0 or 2 gx9—d=1Vg > 1. In the first branch, as no
column that has boﬂ@ =1 andx‘]?J =1 can be used, the pricing problem is augmented with constrai
X +Xj < 1. In the second branch, as itemand j are entirely covered by columns wixﬂ = x? =1,
the pricing problem is augmented with constraint= X;. The modifications to the pricing problem
may change its structure.

Vanderbeck [20] proposes a scheme that generalizes thatawf &1d Foster to master programs
not restricted to set partitioning problems. It consistsamsidering progressively more specific
subset$s ¢ G and enforcinngeé Vg € Z through disjunctive branching constraints of the form:

nggL—l or ngzL (22)
geG geG

for L € N. In practice, set§& are defined as subsets of columns whose veétsatisfy prescribed
bounds on some of its component&: = GN {sx> |}, wherel € Z" is a vector of bounds and
se {—1,1}" defines the sign of each component bound. Then the pricinggromust be modified
to account for the dual variable associated with branchomgstraint (22) for the columns & and
not for those ofG\ G.



3 Overview of the proposed scheme

The branching scheme of this paper addresses the case ttalanubsystems: the master pro-
gram is M] given by (10-13) and branching on the aggregate value obtiggnal variables does not
suffice to achieve integrality. The complete generic scheomsists in using first branching disjunc-
tions of the form (20) to achieve integrality of the aggregatlue of the “original” variables, and then
to apply the scheme proposed herein to finalise the elinainati fractional solution if needed. This
complete scheme can serve as a default branching for a gémanich-and-price solver: an informed
user might want to use application specific branching ridasli{ as branching on constraints) before
using the default scheme. Applying the new scheme to theafasen-identical subsystems amounts
to reproducing the standard branching scheme (18).

The idea underlying the new scheme is to return to the nomtickd subsystem situation, by mak-
ing use of a progressivaibproblem differentiatignntroducing new subsystems dynamically. Using
formulation PDM] in the case of identical subsystems amounts to an “a prsotdproblem differentia-
tion, but itinduces symmetry. Instead, one can differeéatiae subsystem progressively in the course
of branching. Viewing the aggregate convexity constrali) @s a “special ordered set” (SOS), one
can branch by progressively partitioning subsystenor equivalently the generator 8t and en-
forcing separate convexity constraints on each subset.tétalascheme is to partition subsystemn
by imposing disjunctive constraints on the integer sublembvariablesq € Z: a generator subset,
G C G, which we call a tolumn clas$ is defined in terms of bound restrictions on some companent
of X3. Then, one can do the pricing ovérusing the oracle for (14). To allow us to price columns
from each individual column class;, independently, we need to implement further branching by
partitioning previously defined subsystems, i.e. a neségtition scheme is required.

The proposed scheme can be seen as a specific implementatiosn stheme of [20]: instead
of selecting setsG, arbitrarily (as illustrated on the left part of Figure ey are defined so as to
form a nested partition of the pricing problem solution seti{lustrated on the right part of Figure 1).
Moreover, instead of modifying the pricing problem by imuzing indicator variables associated
with each column clas§, we solve separate pricing subproblems. Thus, branchingti@nts are
enforced directly in the pricing problem through this enuatien procedure.

To guarantee that the number of newly introduced subprablisrhounded by, the number of
diagonal blocks in (1), we use only branching constrairaséinforce lower bound on column classes:

Z Vg Z L7 (23)
geG

with L > 1. By the pigeon hole principle, there cannot be more fRaunch constraints that are active.
This is implemented using a non binary enumeration tree:bthechzgeé Vg < U is replaced by

9
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Figure 1: Partitioning of the pricing problem solution sesing the scheme of [20] on the left, and
the nested partition of the new scheme on the right.

enumerating ways in Whicﬁgee\é Vg > R—U. We show that each branching constraint of the form
(23) induces progress in reaching primal integrality ttzat be measured in the compact space of the
original variables: each branching constraint implicitkes a bound on at least one original variable.
To establish such equivalence we consider the projectitimeafnaster solution in the original formu-
lation. This shows that integrality of the solution must lohiaved after adding a polynomial number
of branching constraints (assuming fixed bounds on ther@igiariables), even though the number
of column classes on which one could branch is exponential.

The dynamic introduction of differentiated pricing subiplems is similar to what is done in the
scheme of Villeneuve et al. [26] in its dynamic implemerdativhere pricing subproblems are intro-
duced as needed. Our proposal goes further by providingaigabway of iteratively refining the
column class definitions to separate fractional soluti@&us, more importantly, our scheme differs by
the fact that branching constraints concern groups of siddms instead of one at the time. Column
classesG, on which we branch expand over several sub&tsf formulation PDM] given in (8)
but with no explicit reference to anyindex. The link between master and original solution spaces
established through our projection tool is only implicii€te is no one-to-one correspondence) and it
must remain so to avoid symmetry.

Our proposal is completed by a practical strategy to haraiertultiple pricing subproblems as-
sociated with the various column classes defined at a givarchrand-price node. As column classes
are nested, one can organize the enumeration of the agsbpiating subproblem in a tree. Then,
using appropriate tree search strategies, one can trutheagnumeration of pricing subproblems as
soon as a negative reduced cost column is found and still deadlbbound on the best reduced cost.
Finally, we show that preprocessing yields significant difications to the generic scheme and, in
particular, in the special case of a set partitioning pnobl&he Ryan and Foster scheme is shown to
be closely related to the form taken by our scheme when théemasa set partitioning problem.

To simplify the detailed presentation, we assume from nowhahthe subsystem involves binary

10



variables only :

X ={xe{0,1}": Bx>b}. (24)
Then,column classe<3, are defined as subsets of columgswhose indicator vectok?, has some
components fixed to zero or one. For instarf8e;< x1,X2,X3 > denotes a sequence of component
bounds in whichx; is fixed to onex, to zero andxs to one. The associated class of columns is
G(S)={g€G:x; +x3+x3 = 3}, wherexy = 1 —x3. Note that this model can correspond to a
practical strategy that consists in branching on the biaariables resulting from a 0-1 transformation
of an integer program. Extensions to the general mixed @ntegse are outlined in Section 11.

4 A mapping that preserves integrality

Each solutionv to [M] (resp. A to [M.p]) can be transformed into a solutionto [P] (resp.
[ALp]). One can disaggregate the solutierto [M] into a solution{A"},_1 g to [DM] and then
use transformation (17) to g& solution vectors< € [0,1]" for [P]. The procedure is not unique.
A possible disaggregation for an LP solution X = V—Fg’ Vr=1,...,Rge G. Butitcanyield a
fractional solutiork, even wherv happens to be integer. An alternative disaggregation tiesepves
integrality can be defined recursively as follows. Assumeraering of the generator set, defined by
a precedence operat@; < g if g1 precedesg), in the list of generator&. Then, let

r—-1
Ag = min{1,vg— > Af,(r— > v) Tt vr=1,...,RgeG. (25)
p=1 vy=g

An integer solutiorv decomposes into an integer solut'ﬁon)\grJ =1lify,.gvy<r—landy,<qVvy >

r. The resulting mapping procedure into tespace is given in Table 1 and illustrated in Example 1.
Each ordering yields a valid mapping, however a lexicogi@aphdering provides a better chance to
generate an integer solution.

Example 1 We shall use the following numerical example to illustraeedevelopments to come. The
constraints of [M] are defined by

1010 5
A=]1 01 0 1 and a= 5
110 2 10

Assume R= 5 identical subsystems and a set G of feasible columns givewbas well as a master
LP solutionvg:

g0 2100110030300
x/111111100000000¢
/111000011 110000
31001 10011001100
x%[01 0101010101010




Using the mapping of Table 1, we get a solution to the origfioghulation{X"};_1 . 5:

=

Nk O B -
NI NI NI
o O O -
R =
O NN O

Table 1: Transforming a solutionto [M] (resp. M_p]) into a solution for [P] (resp.H_ p])
1. LetA ={g: Vg > 0}.
2. Sort the columng € A in lexicographic decreasing order of vecta?s
3. InitializeX = 0 for alli,r; letz=0 andr = 1.

4. For eacly € A in lexicographic order, do
while (Vg > 0), do
Iet5\grJ = min{Vg,r —z};
foralli=1,...,n, doxX =% +x3A!;
Vg = Ug— Af;
Z=z+A';
if(z=r)thenr=r+1;

In the sequel, we refer to a figurative representation of atena®lution. We define astrip”
associated with a column or a column class as follows:

Definition 1 Consider a master solution where columns are sorted lexicographically. Let us rep-
resent the solution geometrically by a rectangle with heigland width R. In this rectangle, each
column, g, defines astrip’ of “ width” Vg at a specific position in the sequence of sorted columns.
More generally, any column clagsof consecutive columns in lexicographic order define§astrip’

of “width” ¥(G) = 5.6 V.

The mapping of master solutianinto anx'solution requires slicing the rectangle of widRto parti-

tion it into R substripsof width 1, each of which shall be associated with an indeach columry

that is involved in the'" strip contributes to the definition of proportionally to its value;\gr which
represents its width in thé" strip: see (17). In Table I stands for the current position in tkBestrip

of width R.

The mapping of Table 1 was designed to preserve integrafitiersely, the resulting Solution
can only be binary i¥ is integer:

12



Proposition 1 If X is a solution generated from a soluti@rto [M, p] using the procedure of Table 1,
then
% €{0,1} Vi,r < Vg€ N Vg

Proof: Itis trivial to note that ifug € N Vg, thenx| € {0,1} Vi,r. Let us prove the reverse implication
by contradiction. Assuming = {g: Vg— |Vg] > O} # 0, we show thai"¢ {0,1} for some pair
(i,r). Letg; be the first fractional column dF in lexicographic order. Let = argmaXp : )\é’l > 0}
be the last index of a vectof To the definition of whichg; contributes. Observe that9Ag =
(Vg — [Vg,]) < 1. Hence, there exists another colugin gy < g2 with 0 < Ag, < 1. Leti be the first
component in whicly, andg; differ: x* = 1 whilex”? = 0. Then, 0< A§ <& <1-Af <1. =

Thus, when the subsystems are binary problems, checkingtéggality of the solutiorw in [Mp]
is equivalent to checking the integrality of the associa@dtionx’in [R p|]. However, when some of
theX'variables are general integer, the mapped solution cant®égenwhileV is not.

5 Separation of a fractional solution at the root node

Branching is implemented by bounding thealue” of “column classes’that are defined by
“‘component bound sequences”

Definition 2 A “component bound sequence”, S, is an ordered set of bogn@istrictions on the
components of the subproblem solution vector, x. For tharlginase, bounding restrictions amount
to fixing components to zero or one:

S=< X[l]7x[2}77x[\5|] >, (26)

where[p| is the index of the component bound in thegmsition in the sequence, and the notatign
stands for either the case in which the variable is fixed to(@pe= X;) or fixed to zeroX(, = X))
The “last” component of the sequence is the componedefined by index+ [|S]]. The “column
class” associated with S is defined as

G(9)={geG: y ' =IS)

where the notation € S is a short cut for saying that sequence S includes a boundmpanent x
also denoted asx S orX; € S. The “value” of the class is the cumulative value of its ocohs in the
current master solutiory:
V(S =V(G(9) = Z Vg .
9eG(9)
The column class value is its “width” in the geometric sotutirepresentation of Definition 1.
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At the root node, the separation of a fractional solutrtp [M,p] proceeds as follows. Identify
a “column class”G(S), whose valuey(S), is fractional, and impose disjunctive constraints to en-
force its integrality. The proof of Proposition 1 providepassible selection db defined by the first
i components of the characteristic vect$, of the first fractional columrg;. However, the imple-
mentation of the branching scheme is sensitive to the silgeothosen sequen&ea smaller siz&
shall induce fewer branch-and-bound nodes and a more lemldiranch-and-bound tree. Hence, we
seek to implement separation based on sequeBcesth few component bounds.

Reference [20] presents two separation procedures, ohgi¢hds a minimal size subset of com-
ponent bounds (using an enumeration scheme that has ex@bnarst case complexity) and an-
other that achieves the best complexity in the worst case. pfbcedure proposed here, in Table 2,
is a compromise between these two: it partially relies omemation in search for a minimal size
component sequencs, while guaranteeing a polynomial worst case complexisyule is illustrated
in Example 2. Amongst component sequences with the samdhatr@re candidates for branch-
ing, we select the sequenBavhose “last component” has the highest branching prioagsgming
branching priorities and directions are defined for thedimal” variables of the subproblem). We
shall indeed show later that branching @(S) is equivalent to implicitly fixing the last component
of Sin the original formulation. One could give more emphasissetecting a last component of
higher priority by allowing the size ddto increase. In Table F = {g: Vg — | Vg| > 0} denotes the
set of fractional columns; (F) = ¥ 4¢ Vg denotes its valuek (S) = F N G(S) is the set of fractional
columns satisfying component boundsSrrecordis the list of identified sequenc&with fractional
valuef = V(F(S)) ¢ N on which we could branch; amtiority; denotes the branching priority level
associated with componextof subproblem solution vectore {0, 1}".

Example 2 (Example 1 continued)Consider the fractional master solutianprovided in Exam-
ple 1. It yields
V(IF(x))=V(F(X))=1fori=1,...,4.

Assume that subproblem variables are indexed in order ofinoreasing priority. Hence, we make
recursive calls to the routine Separate of Table 2 to sptitfer the column class defined by=s< x1 >
and < X; >. In the first call to Separate, we g&tF (x1,x)) = V(F(x1,%)) = 3 fori=2,3and pick
the highest priority set: S< x1, X2 > or S=< X1, X2 > depending on priority in branching directions.
On the other hand, in the second call, further splitting t&uon class defined by-S< X; > yields

the branching sequence=5< X1, Xy > Or S=< Xq,Xp >. "

Observe thafF| < m, wheremis the number of constraints in the master formulation attire
rent branch-and-bound node (assuming thas obtained as an extreme LP solution to the master
program). Each call to subroutine Separgtd(, S, record) of Table 2 require®©(n|F|) operations
wheren is the number of binary components. Routine Separate isccadicursively. The depth of
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Table 2: Separation of a fractional master solutimat the root node.
1. LetF ={g:Vg— [Vg] >0}, 1 ={1,...,n}, S=<>, record= 0.
2. Separatdq, |, S, record)

(a) Check whether the current set of columns has fractionalmaok!If F = 0, return.

(b) Compute values of aggregate variab(@g)ic:
Foralliel, letaj =y g X Ug.

(c) Detect fractionaly; if any:
Found = false;
Foralli €1, do
if (f=0a—1[ai] >0)
add the pair€ S x >, f) torecord
Found = true;
If (Found), return.

(d) Identify discriminating components:3{iel: 0< a; < V(F)}.

(e) Partition according to the component with highest branghpmiority:
Leti* = argmax,;{priority; };
Separatdf (< S x» >), I\ {i*}, < Sx+ >, record);

Separatdf (< S % >), I\ {i*}, < SX+ >, record);
return;

3. Select a branching sequer&m recordaccording to branching priorities on its last component.

the tree of recursive calls is bounded y The number of leaf nodes in the tree of recursive calls
is bounded byF|, since the fractional column set is partitioned at eachestagl we only explore
non-empty subsets. Therefore, the overall complexi@(is’|F |?). One could reduce the complexity
to O(n|F|log|F|) by applying the recursive call to only one side of the pamttin Step (f), selecting
the subset of fractional columns with the smallest value.

Given a component bound sequeSsehose associated class has fractional vali® ¢ N for the
current master solutioin, one implements branching by adding a disjunctive consttaat eliminates
this fractional solution. A natural scheme would be to usenaty disjunction

V(S <[V(S)] or v(§=[V(I].

However, the branching constram(S) < |V(S) | of the first branch is typically weaker than that of
the second branch (leading to an unbalanced tree). A straligjenctive constraint can be derived
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by using a non binary branching tree, as illustrated in EXar8fpelow. A general presentation of the

branching scheme follows the example. An important remaricerning the proposed scheme is that
the solution sets associated with the descendant nodesianecessarily disjoint (we do not have a

partition of the master solution space). We prove howeatrttie scheme vyields a valid separation:
Proposition 2 shows that the fractional solution is elinband no integer solution is lost. The

finiteness of the scheme shall be proved in Section 6: we shatithe size of the branch-and-price

tree is bounded (in particular, we give a polynomial boundhendepth of the tree).

Example 3 (Example 2 continued)Assume that set S< x;,x2 > was selected for branching and
that one uses a binary disjunctiom{xz,x2) <1 or v(x1,X2) > 2. In the first branch, one may have
the solution:

lgl001200110%3202100
x©x/111111100000000
/1110000111100 00
x/100110011001100
x%[010101010101010

(this fractional solution can easily be seen to satisfy tlast@r constraints of Example 1). An alter-
native scheme can be derived considering the followingtiméuargument. The branching constraint
V(x1,%2) < 1 force the LP solver to use fewer columns from clags; ) compared to the current
solution,V. As the total number of columns is fixedG) = R, this can only be achieved by increasing
the number of columns selected from G(x1, x2) = G(x1,%2) UG(X1). Hence, from an IP perspec-
tive, we can define two new branches: eitiéx;,X2) > 2 (assuming implicitly thav(x;) > 3), or
V(X1) > 3 (which impliesv(x1) < 2). In total, we define 3 descendant nodes (defined by a bragchin
constraint) as follows:
Nodd1) = v(X1) > 3,

Nod€g2) = v(x1,X2) > 2,

Nod€g3) = v(x1,X2) > 2.
Observe that the above solution is not feasible in any of Nbd&ode?2), or Nodé 3), which illus-
trates that this non-binary scheme can be stronger. Howéwesolution spaces associated with each
node are not disjoint: for instance, solutions witfix;,X») > 2 can also arise in node 2, if(x1) > 4,
or, in node 1, ifv(xy,X2) = 0. Nevertheless, as we see in this example, the identicdicoduthat

could arise at several tree nodes would be solutions thaiatiesy largely from the current solution
and hence would probably yield a significant increase in thal dound. u

The general scheme is characterized by a generic definitismogsessor nodes:

Definition 3 Let V be the master LP solution at the current node and S be the “compt bound
sequence” (see Definition 2) that has been selected for IiagcFor p=1,..., |5 —1, let  be the
subsequence composed of the first p component bounds of $ and(5P) € N. Let LS = [§(S)]
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be the round-up value of column clas$Sk while § =<> and 1° = V/(G) = R. Let @ = G(SP)
for p=0,...,|§. Observe that 2> L? > L2 > ... > LIS are nonincreasing integer values, while
G=G’2G!2G?D...2GS =G(9). LetG" =GP 1\ GP = G(SP 1. %) for p=1,...,|S, where

X g = 1—X(g is the complement of théwomponent bound of S. Then, {Be+ 1 “successor nodes”
are defined as follows: for g 1,...,|S, the branching constraint defining node p is:

Nodgp) =v(GP 1\ GP) > LP1—LP+1; (27)
while node(S| + 1 is defined by:

Nodg|S|+ 1) = v(GI¥) > LIS . (28)

Figure 2 illustrates branching at a node for which the bramgcbequences, involves 4 compo-
nent boundsiS = 4, yielding 5 descendant nodes. The node numbers refer tasriated node
definitions (27-28). The definition of therip (see Definition 1) associated with each nested column
class could, for instance, take the form illustrated in Feg8: vertical lines define the boundaries
of thestripsassociated with nested column classes and their complefieatisjunctive branching
constraint can be understood as follows: in an integer iswl@ither the value of clags? is increased
to the next integer value, i.ev,(G*) > L% (the width of theG*-strip in Figure 3 must increase), or
it is rounded down, i.e.y(G?*) < L* (the width of theG*-strip decreases) and some otfsérip of
Figure 3 must have an increased value, i.e., eilie) = v(G3\ G*) > L3 — L4+ 1, orv(G®) < L3,
or both. Similarly, the case(G®) < L3 decomposes recursively intgG?\ G3) > L2~ L3 +1, or
V(GH\G?) > L1 —L?+1, orv(Q\G') > L% — L1 + 1, which are the different ways in which the value
of the complementary clagd\ G® can increase its value in an integer solution.

The dotted nodes that appear in Figure 2 are not explicifiynelé in our scheme, i.e., constraints
v(GP) < LP on the branches leading to the dotted nodes are not stridtlyeed. The subtrees hanging
from those branches include solutions that do not satisfgdlconstraints because our scheme does
not define a partition of the solution space. However, aéget solutions that do not belong to the
left subtree satisfy the constraint on the right branch:

Lemma 1 The only integer solution$, that are not represented in any of the nodesp, ..., |S +1
are those for whictv(GP) < LP.

Proof: We show this by induction. Fqr= |§ + 1, the result is trivial. Let us derive the result for any
p < |S], assuming the result holds fpr+ 1. Take an integer solutiof, that does not satisfy any of
the branching constraints defining ndde p,...,|S + 1. By the induction hypothesis, we must have
V(GPt1) < LP+L and hencel(GPH1) < LP+L — 1. Moreover, ad must violate the branching con-
straint defining Nodet), we havel (GP\ GPT1) < LP— P+ Asv(GP) = v(GP\ GPT1) 4 v(GPHY),
the two previous inequalities imply(GP) <LP—-1 < LP, .
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Although our branching can yield up to+ 1 branches, Lemma 1 shows that nodes.1p— 1 only
serve the purpose of enumerating integer solution in whi@aP) < LP. This shall be exploited in
Sections 6 and 9 to show how the scheme simplifies in practice.

Figure 2: Example of implicit branching tree whig = 4: G = G- 1\ Gk and[* = Lk 1 — Lk 1 1.,

GO

Gl

®

G| G

Figure 3: Example of a partitioning of columns into nesteabsks whef = 4: eachstrip bounded
by vertical lines has a width that represents the val(@®) of the associated clags
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Let us now show that the branching scheme yields a valid agparthat cuts off the current
fractional solution and eliminates no integer solution.

Proposition 2 The descendant nodes, N¢tlg...,Nod€|S| + 1), of Nod€0) define a valid separa-
tion scheme, i.e.,

(i) the fractional solutiorv of Nod€O0) is not feasible in any of the descendant nodes;

(i) any integer solution to Nod8) is feasible in at least one of the descendant nodes.

Proof: By construction, the current solution violates some of the branching constraints in each
descendant node. It remains to ensure that no integer@ohsis been lost in the process. All integer
solutions usdr columns in total (counting multiple copies of the same calunClearly, integer so-
lutions that use at leastS 1 columns in clas§(SS—1) shall use either at leaktS columns in class
G(S9) oruse at leadt'S—1 — LIS + 1 in the complementary clagg/S—1\ GI¥, or both. Other integer
solutions use strictly less tham—! columns in clas$!S—1. In the latter case, the complementary
class,G\ G'S1, must hold a leasR— LIS~1 4+ 1 columns, i.e., one more than in the current solution
V. The complementary clas§\ GIS-1, can be partitioned intG&GP1\ GP for p=1,...,|9 —1:
G\GS-1= Up=1 ‘3,1(69_1 \ GP) and these classes are disjoint. Thus, the case where the valu

of the complementary seG\ GIS~1, must increase by one unit can be decomposed|8ite 1 sub-
cases depending on which subset of the partition sees s watreased by one unit compared to the
current solutiorv. These subcases are defined by Nagéo Nodg|S —1). .

6 Maintaining a nested separation scheme beyond the root ned

Assume that the current branch-and-price node is defineddnching constraints;(S¢) > LK,
for k=1,...,K, where the associated classé$,= G(S), define a nested partition &. We show
how to eliminate a current fractional master solutionwhile maintaining a nested partition &.
Next, we observe that, in practice, many of the successasofiDefinition 3 can be eliminated by
a dominance rule. Then, we derive a key property of our scheaeh branching constraint implies
primal progress in reaching integrality that can be meaksuréhe space of the original variables. We
begin by making several observations that characterize pegperties of a branching scheme based
on a nested partition of the column set.

Observation 1 In the nested collection of component sets and associataadso
{(S,L%) }k=1.. k., that defines a branch-and-price node, no t&@, L¥) are identical.

Indeed, at the stage where a branching constraii8), > L, was added, it had to cut off the current
fractional master solutiori;, and therefore, eithe8 £ S held for all previously define&, or else
S=SandL = [¥(S)] > L for some previously defined branching constraint
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Observation 2 At a given branch-and-price node, the branching constedgfine a collection of
nested column classes. Therefore, the inclusion relat@bseen the classes can be represented in a
tree where ascendancy represents inclusion.

Example 4 Let n=4 and R= 10. Assume that the current branching constraints are:

V(Xo,X3,X4) > 1, (29)

V(X2,X3,X4,X1) > 1, (30)

V(X2,X3,X1) > 1, (32)

V(Xo,X1) > 4, (32)

V(X2,X1,X4) > 2, (33)

V(X2,X1) > 3, (34)

V(Xo,X1,X3,X4) > 1. (35)

The associated tree of column classes is given in Figure 4. .

)_(1) ]

G(X27 X37 X4) G(X27 )_%7 Xl)
|
[G(X25X37X47)_(1) ] [G()_(257(17X37X4) ]

Figure 4. Tree of column classes for Example 4.

Definition 4 Given a coIIectior{G"}k:L_“?K of nested column classes, we define the associated “tree
of column classes” as follows. The root node is associatéld @i The leaf nodes represent classes
G' that have no subclass in the collection, i.el, GG' for all j = 1,...,K with j # 1. The node
associated with Ghangs from that associated withi Gf G' ¢ G! and there is no k such that' &

GKc Gl. In that case, Gis a “direct successor” of Gand G a “direct predecessor” of & More
generally, we say that class' @ a “predecessor” of G if G! > G!, and G is a “successor” of

Gl if G' € Gl. The set of column classes that are direct successors @ @enoted dsugt); the
direct predecessor is denoted d pteyg the set of all predecessors (resp. successors) i Genoted
pred(l) (resp. sucd)).
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Observation 3 At a given branch-and-price node, the branching constsaintiuce a specific order-
ing of the columns.

Because the collection of column class{&‘}kzlr_,’,( defines a nested partition &, all the associ-
ated component bound sequen&ksk = 1,...,K, must start with a bound on the same component
(as illustrated in Example 4)8' ¢ Gl & 9 ¢ S & %y(8) =5 (9) for p=1,...,[S)|. The order
induced by the collection of component bound sequen@‘s}kzle, consists in sorting columns
primarily according to the components in the order in whiodytappear in the sequences defining the
column classes to which the columns belong. Beyond the caerg@rder prescribed by component
sequences¥, one uses a standard lexicographic order. Table 3 presemtsiparison operator that
implicitly defines the ordering induced by a nested coltattdf branching sequences. Its parame-
ters are defined as follow€ denotes a set of nested branching sequergdsnotes the sequence
of component bounds already testédienotes the set of components that have not been fixed by a
component bound so far, anddenotes the next position in branching sequencés thiat needs to

be consideredC(S) denotes the subset of sequences starting Sitte.,C(S) = { e C: SC .
Columng; precedes columgy in the induced order if the operatgr < (C,S I, p) g2 returns true for
C= {g‘}k:L_“K, S=<>,1={1,...,n}, andp = 1. Here is an example of its application:

Example 5 (Example 4 continued)Assume that the node is defined by branching constraints (29-
35) and that the current fractional master solution is

g|/1l1 2 3 456 7 8 9 10 11 12 13 14 15
g0 221111100 1 13 3 0
x{1 111111000 0 0 0 0 (¢
{11 1 0000111 1 0 0 0 (¢
x3]2 001100110 0 1 1 0 (¢
/01 01 010101 0 1 0 1 (¢
The ordering induced by the nested branching sequences is
g |8 19 2 3 10 11 4 6 5 7 12 13 14 15
g1 00 |3 % 0 1 1111 1 3 30
(1 1 1 11 1 1 00O00O0 0O 0 0 O
x3(1 1 1 00 0 O0jx|1 111 0O 0 0 O
X411 0 O/x|12 1 O Ofxs|1 1 0 Ojx3|1 1 O O
X1{0 1 O/l 0 1 Ofx3|1 01 0/{xx|1 O 1 O

Definition 5 Given a nested collection of component bound seque{*ﬁé@sLl?._.,K, the so-called
“induced lexicographic order” (ILO) is the ordering defindxy sorting the columns, g G, using the
operator of Table 3 called with parameter&e{g‘}kzle, S=<>,1={1,...,n},and p=1.
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Table 3: Definition of the operatap < (C,S/1, p) go.

=

. IfC =0, returnx < x wherex] stands for the characteristic vector of colugrestricted to
its components e | andx® < x° is the standard lexicographic operator that returns tru@ii
beforex? in lexicographic order and false otherwise.

2. Leti be the component such th‘% =% inal eC.
3. 1 x¥ =x% =1, returng; < (C(< Sx >),<Sx >,1\{i},p+1)0g2;
4. If ¥ =x2 =0, returngy < (C(< SX >), < S% >,1\{i},p+1)g2;

5. return true if(x™ > x) and false otherwise.

In the sequel, we always assume that columns are sorted t@ngO. To simplify the notation,
the precedence relatian < g2 is how meant to sag; precedeg, in the ILO. Furthermore, any
reference to the mapping procedure of Table 1 assumes anditi@gof the columns.

The procedure to separate a fractional master solufioran now be easily described. To achieve
a nested partition of the column set, separation must be dither by further partitioning a class
GK of the current coIIectior{Gk}k:L_wK or its complementary clasﬁk, or by resetting the bound
on an existing classzX. Intuitively, a candidate component sequence on which andir is identi-
fied by taking the set of fractional columns down the tree ddicm classes and checking the value of
column classes for fractionality, as illustrated in Fighr& hree cases may arise as outlined in Table 4.

S

c: partitionG(xg,X2) :

|
N e e e e e e e e e =

Figure 5: Testing the fractionality of column subsets in B@&) of Example 3 to identify a branching
set.
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Table 4: Cases arising when separating a fractional masiaian assuming a current collection of
column classe$G }y—1,. k-

case a: An intermediate class3, with G' ¢ G c G for somej andl € {1,...,k} is identified as
having fractional value; then one can branch on the assatitquencs.

case b: An existing class@', has fractional value; then one can branctS8owhich implies resetting
the associatetd bound.

case c: An existing leaf class or the complementary class to anynmeeliate class, is partitioned
further by applying the procedure Separate of Table 2 torhetibnal columns of this class;
this yields a fractional value class on which to branch.

Formally, separation proceeds as follows. Léte the first component present in all previous
branching sequenc& k=1,...,K, i.e., Xy is eitherg or; in all . LetF = {g: U — | Uy] > 0} # 0
and v(x) = zqu:&gzl(\Nzg— [Vg)). If V(x) ¢ N, we can branch oi$ =< x >. Otherwise, we
recursively explore both sets of fractional colunks< X >) , F(< X >) (if not empty) in search of
a setSon which to branch. When no more previous branching sequstintaes the next component,
we call the subroutine Separate of Table 2. The completesgpaprocedure is presented in Table 5.
As aboveC stands for the set of component bound sequences associ#tdatanching constraints
defining the current nod&is the component bound sequence defining the current collass, p
denotes the next position to be considered in the sequerid@s@(S) is the subset of sequences
starting withS, | is the set of components that are candidate for furthertmanitng of the current
column class, andecord gathers the set of possible branching sequences. Its ubesisated in
Example 6.

Example 6 (Example 5 continued)t is more convenient to follow the separation procedurehia t
second table of Example 5 that represents the master LPisolsorted in ILO. Note tha¥(F) = 3.
The future branching sequence, S, must start witbr,. Partitioning according to component 2
splits the set of fractional columns, with(F(xz)) = 1 and V(F (X)) = 2. Component 3 does not
allow us to partition Kxp) further since all the fractional columns of(&) havexs = 1; neither does
component 1. Thugj(F(x2,X3,X1)) = 1 must be further split using routine Separate which returns
St =< x9,%3,X1,% >. On the other hand, set(®2) cannot be partitioned further with component
1, but component 3 yields a fractional value subset. Thusethem possible branching sequence
is & =< X»,%X1,%3 >. One of these two branching sequences is selected accailibganching
priorities. .

Let us consider the complexity of the separation proced@ifeable 5. The routine Explore is
called recursively and, on each leaf of the tree of recursalis to Explore, routine Separate is called
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Table 5: Separation of a fractional master solution at a rblder than the root

1. LetF = {g: Vg— | Vg] >0}, 1 ={1,...,n}, S=<>,record=0, p= 1, andC = {S}y1. k-
2. ExploreC, p, F, I, S record

(@) IfC =0, return Separatg( I, S, record).
(b) Leti be the component such that =% in all secC.
(c) Letaj = yger X Vgandf = a;— |ai].

(d) Check whether class(& S x >) has fractional value:
If f >0, add the pair{ S x >, f) torecordand return.

(e) Recursively explore the first subclass of columns; G x >):
If a; >0, ExploreC(< S x >), p+1,F(<Sx >),1\{i}, <Sx >, record).

(f) Recursively explore the second subclass of columfs, &% >):
If a; < V(F), ExploreC(<S¥% >), p+1,F(<S¥% >),I1\{i}, <S¥X >, record).

3. Select a branching sequer&m recordaccording to branching priorities on its last component.

recursively. However, the overall depth of the tree of rewaér calls is bounded by the number of
componentsn, and the overall number of leaf nodes in the tree of recursalls to Explore and
Separate is bounded Bl |, since the fractional column set is partitioned at eachestagl we only
explore non-empty subsets. The work done in a call to Exgbone O(|F|) while that in a call to
Separate i©(n|F|). Hence, the overall complexity of the procedur®i®?|F|?) as it was at the root
node. Here too, one can reduce the complexity by explorirg thie smallest value subset of frac-
tional columns (selecting step (e) or (f)). However, explgiboth sides often allows us to identify a
branching sequencwith fewer component bounds (as illustrated in Example $ligher branching
priority.

In practice, the branching sequen&gjs in most cases obtained by adding a single component
bound to a previously defined s8t associated with an active branching constraint, whefiés
associated with a leaf node class or not. Case b of Table # ofiasists in resetting the bound
of a class whose parent class defines an active branchingraions Exploiting Lemma 1 in these
situations yields a restriction in the number of successdes to only two nodes. More generally,

Proposition 3 The set of descendant nodes defined in (27-28) can be resttaonly nodes: k. ., |§ +
1, where S is the sequence chosen for branching to eliminateutrent fractional solutiony, and

k is the size of the largest subsequent®fSS for which a previously defined branching constraint
v(GY) > LXis active, i.e., K= (GX).
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The proof is a straightforward application of Lemma 1: if straintv(Gk) > LX is enforced, no
integer solution exists withr(GX) < LX, and hence, there is no need to enumerate descendant nodes
whose only purpose was to consider integer solutions witB) < LX. Moreover, one can further
prune the enumeration tree by dominance:

Observation 4 A branch-and-price node, Ndefined by a branching constraint G¥) > L¥ needs
not be generated if it has an ancestor nodg, Whose direct successorpNs defined by the same
constraint.

Indeed, in such case, integer solutions satisfying all dverg constraints defined at nodig and
constraintv(GK) > L are already enumerated in nog. Thus, Proposition 3 and Observation 4
explain why in practice the branch-and-bound tree can sedimbe binary.

To conclude this section, we analyse the impact of our briagatonstraints in the variable space
of the original formulation. We begin by an informal illuagtion. Returning to Example 3, we indicate
the progress in reaching primal integrality that is madeliaitfy with each new branching constraint.

Example 7 (Example 3 continued)Assume a fractional solutioii and associated column class
valuesv (xq,x2), V(x1,X2) and v (Xy) given by:

/0214001100302 00
x/111111100000000
x2(111000011110000
x3(1 001 10011001100
x%/010101010101010
(x1) (X1)
(x1,%2) | (X1,%2)
15 15 2

LetX forr =1,...,5 be the associated solution obtained from the mapping prareedf Table 1.
Observe that for = 1 vectorX' is entirely determined from columns of clas&xGxy); for r = 3,
from columns of class @, X2); for r = 4 and5 from columns of class @;); while forr =2, X is
partially derived from columns of class(§&, xo) and partially from columns of class(&,%,). Now
let us see the consequence of branching constraints on thecgped solution&’. Branching induces
modification of the widths of the “strips” (see Definition 1$sociated with the different column
classes:

e In Nodg1), v(X;) > 3implies that thre&l vectors resulting from the mapping of Table 1 after
branching will be derived from the columns of clas& and henceX; = O for at least3 r-
indices (while before branching we h&g= 0 for only 2 r-indices). We say that componefjt x
is now “covered” (or fixed) for3 r-indices.
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e InNod€3), v(x1,x2) > 2= X, =X, = 1for at least2 r-indices (while before branching we had
Xy =X, = 1for a single index r). We say thaf xand %, are now “covered” for2 r-indices.

e In Nod€?2), we would expect that constraimi(xi,X2) > 2 impliesX; = 1 and X, = 0O for at
least2 r-indices (while at the ancestor nodg = 1 andX, = 0 for a single index r). But class
G(x1,%2) that precedes class (@&, %>) in the lexicographic order can take a fractional value.
If it does so, the “strip” of width 2 associated with clasgXs,X) would not coincide exactly
with two X vectors in the mapped solution. We say that ttig,(X;)-stripis “ floating” over 2
r-indices.

A more formal presentation requires the definition of whatoak a “frame’ for each branching
constraintv(S) > L. Following up on Definition 1, the branching constraint candeen intuitively
as imposing a minimum width to aG(S)-strip (remember that columns @(S) are consecutive in
the ILO sorting). Thisstrip can be later subdivided if branching constraints are intced on subsets
of classG(S). Nevertheless, the branching constrangg) > L already fixes part of th& solution
obtained through the mapping of Table 1: the contributiothefcolumns of thetrip to the definition
of X' vectors is fixed for all € S. Hence, we refine the concept oétip by introducing dramethat
can be understood asstrip on a specific selection of consecutive linesSin the table representing
a master solution in ILO.

Definition 6 Let S be a component bound sequence aadNL be the associated width. Then, the
“ (S, L)-strip’ relative to a master solutiow is made of the first columns of§ up to value L in the
table representing the master solution in ILO: it is 4$p-strip of width L. It is precisely defined by
an interval of cumulative values of columns in the ILO segaen

V(SL)=] Z Vg, Z Vg+L).
9:9=G(S  9:9=G(9

The interval is closed on the left and open on the right. Thatien g< G(S) says that column g is
prior to those of GS) in the ILO.
An “(SL)-framé is the restriction of an “(S,L)-strip’ to a selection of consecutive lineiS.
We say that a componerjtaf theX solution obtained through the procedure of Table 1 is “ced®
by the(S,L)-frameifi € S and(r —1) € V(S,L) (in other words, thestrip of width 1 that is associated
with X begins in thg S L)-strip). Thus, anS,L)-framecovers LS componentsix

Example 8 (Examples 4 and 5 continuedYhe table below illustrates thieamesassociated with
branching constraints (29-35) for a different master swin; v, represented in ILO. It shows only the
columns withvg > 0 and duplicates the columns that lie over several sliceso@aged with different
index r). The bold faceigxcomponents are those contributing to the definition{afomponents that
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are “covered” by thesdrames On the bottom of the table are represented the boundariéiseoR
stripsof width 1 associated with thé vectors.

9 8 9 2 2 3 11 4 6 5 7 12 13 13 14
¥ 104 33 04 1111 11 i
| 1 |1 1 1 1 0 0 0 0 ol o o 0
xs| 1 |1 00 0 |0 x|1 1 1 1 0ol 0 o 0
x| 1 [0x|1 1 1 |0 x|l 1 | o0 0 x| 1| 1 1 o0
xl\ 0 \o xx 11 0 0 x 1 0 1 0 x| 1| 0 o0 1
\r:l\ r=2 \ r—=3 \r:4\ r=>5 \r:G\ r=7 \ r—8 \r:g\ r=10 \

Componentsxare covered by thé< xp,x3, x4 >,1)-frameforr = 1 and i € {2,3,4}; there are
covered by thé < x2,X3,X4,%X >,1)-framefor r =1 and i€ {2,3,4,1}, by the(< xz,X3,%1 >,1)-
frameforr =3 andic {2,3,1}, by the(< Xp,x1 >,4)-frameforr € {4,5,6,7} and i€ {2,1} by the
(< Xo,X1,X4 >,2)-frameforr € {4,5} and i€ {2,1,4} by the(< X2,X1 >, 3)-framefor r € {8,9,10}
and i€ {2,1}, and by the(< Xp,X1,X3,X4 >,1)-framefor r =8 and i€ {2,1,3,4}. Although the
(S,L)-framesare not disjoint, thgS L)-stripsare nested. A component can be covered by multiple
frames .

To formalize the impact of branching constran{S) > L, on thex'solution obtained through the
mapping of a master solution, note that:

Observation 5 If the columns preceding those defining(&L)-framein the ILO have a total value
thatis integer, i.e., if v= 5 5. g-g(g) Vg € N, then interval (S L) has integer extreme points and each
componentx“covered” by the(S L)-framehas integer value in thg solution obtained through the
mapping of Table 1. More preciseljf,= 1ifx; € Sand{ =0if X, € SVYie S r=v+1,...,v+L.

If ve N, the(S L)-frameboundaries definstripsthat encompass exactlyconsecutived vectors.

Thus, the(S L)-frameassociated with branching constrau{S) > L can be understood as defin-
ing a set ofk' components that are potentially fixed to an integer valudé&rmapped solution.
However, theframeis “floating” around, i.e., the specificindices for which this fixing shall occur
may change. The boundaries of tin@mefall precisely in between-indices only when ILO preced-
ing columns sum up to an integer value. Allowing such “flogtiis a way to avoid the symmetry in
r. Nevertheless, the integrality of the associatsolution shall be achieved at some stage:

Proposition 4 Consider a branch-and-price node defined by a nested calecf component sets
and associated bound$St, L")}kzly,_,7K and a master solutioi. If, in theX solution derived through
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the mapping of as defined in Table Every X' componenis “covered” by some(g‘, L")-framefor
i=1,....,nandr=1,...,R, then th& solution obtained through the mapping of Table 1 is integer

Proof: We prove that if thex Solution derived through the mapping of Table 1 is fractlptizere
exists anx' component that is not covered by affyL)-frame By Proposition 1, if the mappex ~
solution is fractional, then the master soluti@must be fractional. Leg,; be the first column in the
ILO with fractional value: 0< 5\51 < 1lforr=7yg.q Vg+ [Vy]. Letgy be the first columnin ILO
such thag; < gz andAg, > 0. Leti be the first index in the index ordering underlying the ILO for
which x # x®. Then,x ¢ {0,1}. Assume by contradiction that componeitis covered by an
(S L)-frameassociated with some branching constraint of the nestdelction defining the current
node. By Definition 6, this means thiat Sand(r —1) € V(S,L). Leti be thep!" component for
which a bound is defined in sequen§eS=< Xy;...,¥|g) >, X5 = % or %, andp < |§. Now
observe that by definition @, ¥ 4g, Vg € N. Thus, by definition of, columng; is the first col-
umn of ther"-strip. I.e., columng; is found at positior(r — 1) in the ILO: Sg<g, Vg < T —1and

> g=a, Vg + Vg, > 1 — 1. Therefore, i is covered by afiS L)-framg we must havg; € G(S). This
implies that the firspp component bounds @ are satisfied by the characteristic vect®r. But, by
definition ofi, x™* # x®. Asi € S g, ¢ G(S). Becausey; € G(S) is the first column with fractional
value in the ILO andy, ¢ G(S) is the first column with positive value followings in the ILO, the
(S L)-framemust have its right boundary at val§g_g, Vg ¢ N. This is a contradiction. Indeed, the
right boundary of théS L)-frameshould have been at an integer value since its left boundaatyan
integer value antl € N. Hence, nqS,L)-framecan cove. n

Although a component] can be covered by severfahmes the nested definition of branching
constraints guarantees that eggh L*)-frame that covers aq imposes the same bound xn More
specifically:

Observation 6 When thek solution derived through the mapping of Table 1 is integch X compo-
nent that is covered by &%, L)-framehas a value irX that is prescribed by the associated component
bound in S.

This observation results from Proposition 1 and Obsermdiiolndeedx being integer implies that
> gg<a(9 Vg € N, for all (S L)-frames

To guarantee that progress is made in reaching primal @aliegin the x-space with each new
branching constraint, we need to show that elieme yields coverage of at least one “new’
component. This property is only implicit as we cannot ekihgbfixed pair (i,r) for which X is
covered by the new branching constraint.

Definition 7 The “representative” of an(S,L)-frameis the covered xcomponent such that i is the
last component of S in the sense of Definition 2, and r is trgektrindex such ag — 1) € V(S,L),
where S L) is the interval of Definition 6.
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In other words, the “representative” of &8 L )-frameis the “bottom-right” component from amongst
all thex that are covered by thfsame We can show that a giveti component can be the represen-
tative of only ondrame

Proposition 5 Consider a branch-and-price node defined by a nested calecf component sets
and associated bound§(St, L")}kzlr_,?K, and any feasible solutiow, to the master LP at that node.
In the associate#l solution, obtained through the mapping procedure of Tabkegiven k component
can be the “representative” of at most o, LX)-frame

Proof: Assume by contradiction that componeditis the representative of two distinfiames
the (S, LY) and the(S%,L?)-frame The fact that component is covered by both frames im-
plies that(r —1) € V(S',LY) NV (% L?). Take the colummy with Uiy > O that lies at width(r — 1)

in the G-strip of columns sequenced in ILO, i.€5,, qVy <r—1andy, 4Vy+Vy>r—1. As
(r—1) e V(ShLYH) NV(S,L?), we must haveg € G(SH) NG(S?). Hence, the component bounds
definingSt andS? must be set to the value foundxA. Moreover, as is the last component of both
St and S, in the sense of Definition 2, we must ha\&| = |$?|, and thusSt = . Now, as the
G(S!)-strip and theG(S?)-strip start at the same point in the ILO table, and as the furthest right
index for both the(S', L1) and the(S?, L?)-framg we must havé! = L2. Thus, botiframesmust be
identical in contradiction to our assumption. .

Thus, althougHramesmay overlap, Proposition 5 gives us a way to show that the eurab
coveredx, components increases in each branch. Intuitively, ¢&dh)-frameis unique and has its
own “representative”. Hence, eafitamecan be given credit for ensuring the covering of at least its
“pbottom-right” component. Observation 6 says thakacomponent that is covered is implicitly fixed
to a binary value. In that senseach branching constraint implicitly fixes at least ohee@mponent
to its integer value in the mapped solution obtained throtighprocedure of Table.1Building on
this intuition, we can show formally that the scheme ends itp an integer solution after adding at
mostn R branching constraints. What is more, even though the bragd¢hee is not binary, we can
show that the number of leaf nodes is bounded By 2

Proposition 6 With the proposed branching scheme, the depth of the brandhprice tree is bounded
by nR and the number of leaf nodes is bounde@y

Proof: Each branching constraint defining a node is different (sbse@ation 1) and defines its
own (S L)-framerelative to the current master LP solution that covef§ components of the ~
solution obtained through the procedure of Table 1 (see @iefin6), including its “bottom-right
representative”. By Proposition 5, akycomponent can be the representative of at mostiamee
Hence, by the pigeon hole principle, ea¢ltomponent must be “covered” after at mo&branches.
Once eachi component is covered, the mappesbolution is integer (by Proposition 4) and so is the
associated master solutiorn(by Proposition 1). Thus, we have shown that after at médtranches,
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we get an integer solution. Now, Observation 6 tells us thahis integer solution, eacti component
takes the value that is prescribed by thassociated with the coverifftame X' = 1 if x; € Sand

X = 0if X € S Thus, there are 2 possible values for each ofitRecomponents and hence at most
2"R|eaf nodes in the branch-and-price tree. .

7 Solving the master after branching

At a given branch-and-price node, the master LP takes time: for

min ¥ ¢x3v, (36)
[M(node)] %Axgvg > a (m (37)
ge
%Vg = R (O’o) (38)
ge
Y vg = LK (00 Vk=1,...,K (39)
geGk
vg > 0 vgeG (40)

where constrainty e gk Vg > LX are branching constraints atd, o) denotes the dual solution.

As underlined in Observation 1, each branching constraidifferent. However, the collection
{(S, %)}tk could include(SH, LY) and(S?, L?) with St = S butL? < L2 (such(S%,L?) can result
from case b of Table 4). Then, branching constraif®) > L? clearly dominates (S') > L* and the
latter can be deleted from the formulation. Hence, in thesbge assume that each branch-and-price
node is defined by the nested collection of component setassutiated bound$(8k, Lk)}k:17.,.7|<
where no two of the associated branching constraintS) > L, concern the same column class,
GX = G(S). Even then, some branching constraints may be dominatethieyso

Definition 8 We say that branching constraintS) > L* is “redundant” if

L' > LK (41)
ledsucgk)

(using the notation of Definition 4). The “marginal lower baif imposed on a column classk®y
branching constraint (S¢) > L¥ is defined as
=t~ 5 L.
| edsucgk)
It is strictly positive if and only if the branching constraiis non-redundant.
In example 4, illustrated in Figure 4, branching constré28) is redundant: its marginal lower bound
is zero.
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Observe that redundant branching constraints will remaimtsdescendant nodes. Hence, in
the sequel, we assume that redundant branching constreimésbeen eliminated from the set of
branching constraints defining the current branch-anceprode. These simplifications allow us to
derive a useful property:

Proposition 7 The number of non-redundant branching constraints at a thaand-price node is at
most R; otherwise, the node problem is infeasible.

Proof: Assume a branch-and-price node defined by the colledti@h, L")}kzlr_,?K. The non-
redundant branching constraints can be equivalently maftated asv(CX) > [~ for k = 1...,K,
where clas€ C G is defined asC* := (G*\ (Ujcgsucer)G')). andL® is the marginal lower bound
which according to Definition 8 must be strictly positivez.j[k >1fork=1,...,K. Observe that
cIasses{Ck}k:L._,,K are disjoint (because class{a@k}k:L_“?K are nested and all different). Master
constraint (12) implies (G) < R. Hence, the system(CK) > - >1fork=1,...,K,v(G) <R/ is
infeasible ifK > R (this statement formalizes what is known as the “pigeon paleciple”). n

After elimination of redundant branching constraints, thaster program,Ml(node)], is solved
by column generation using a pricing procedure that relidg on the oracle of the root node. To
each non-redundant branching constraini§) > L, k=1,...,K, we associate a subproblefsP],
to price the columns oBk:

[SP ZX(m) := min{(c— mA)x: x e XK} | (42)

whereXK:= {x € {0,1}": Bx>b,% = 1Vi € S}. While [SP] is defined by (14), or equivalently
(42) with X° := X. Each of these pricing subproblems can be solved with thelegrovided for
pricing problem (14): additional constraints consist anl§ixing the value of some binary variables.
If pricing problem[SP| is infeasible (i.e.X = 0), let{¥(m) = . The column generation procedure
can be carried out by solving each pricing problem (42)kfer0, ..., K, and returning columns that
have negative reduced costs, i.e., returndhg= argmin *(), if Z¥(m) — Y lepredk) 01 < 0 (using the
notation of Definition 4). If none can be found, the currenstealP value is optimal.

Observe however that pricing subproblems (42) are not ieégnt. Solving pricing problem
| over a classG' > Gl is solving a relaxation of problen since the objective functions of both
problems are identical:

Observation 7 If G! > Gl (i.e., $ ¢ 9), ' (m) < Zi(m) (i.e., ' () defines a dual bound fdsP))).
If the solution to[SP], seen as a relaxation (8P'], is feasible fofSP/], then it is optimal for it:

Observation 8 If X' := argminZ' (1) and % € G/ ¢ G!, then X = argminZ! ().
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To exploit the relationships that exist between pricingmoblems,[SFk], column generation can
proceed by enumerating subproblems following a breadtisiarch in the associated tree of column
classes of Definition 4. Then, one can interrupt the proeedsrsoon as a negative reduced cost
column is found and still have a dual bound on the reducedatastsolved subproblems. Indeed, for
the unsolved pricing subproblems, a dual bound is provigetiévalue of any of their predecessor in
the column class tree that has been solved. Such a procecwdined in Table 6. As the procedure
stops at the first identified negative reduced cost colunenotter in which subproblems are treated
is important (we use a heuristic rule to break ties in thesguf step 1, giving priority to subproblem
SP* with the largest“oy).

Table 6: The column generation procedure. (Notatioresi(k), d pred k), dsucgk) are from Defini-
tion 4; X< denotes the solution of subproblésF|, i.e.,x* = argminZX(m).)

1. Sort subproblem$F, following the partial order defined by the precedence i@ebetween
the associated column classes in the tree representatioefioition 4.

2. For each pricing subprobleS# in the sorted list, do

(a) If xdrredk) « GK| continue(xdPedk) also solves S).

(b) 1f 29PN (1) — 5 i predr) T} — Ok > 0, continue(SF* shall not yield a negative reduced
cost column)

(c) ComputeZk(m) andxX.

(d) If Z&(m) — Y jepredk) 0j — Ok <O, returnxX and Stop(x yields a negative reduced cost
column)

(e) If X is feasible for anySP with | € dsucgk), let X = xX. If, moreover, {¥(m) —
Y jepredt) j — 01 <0, returnx' and Stop(x' yields a negative reduced cost column)

8 Lagrangian dual bounds

At each iteration of the column generation procedure, alvdlial bound on the master solution
can be obtained by Lagrangian relaxation. Dualizing cainsts (37) yields

na-i—min{ZG(c—nA)xgvg: %vg:R; S vg>L* k=1..Kvg>0geG}. (43)
ge ge geGK

Because column classes are nested, this problem admitsexddimrm solution.
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Proposition 8 The solution of problem (43) is
AT
mm) = ma+ Z)L Z¥(m) (44)
k=

where @ =G, L°=R, andL® are the marginal lower bounds of Definition 8.

Proof: The result follows from Observation 7 that impli§§cqx Vg = LK vk in an optimal solution
V* to (43). More specificallyyy = L~ for g € GKsuch thax?® = argminZX(m). u

Observe that a Lagrangian dual bound can be computed evengbtumn generation procedure
falls short of solving every pricing subprobler8* defined by (42). ReplacingX(m) by a dual
boundfk(n), onSFXin (44) yields a valid dual bound foM(node)]. Observation 7 points naturally
to a pricing subproblem dual bound, (1) = ¢' (1), obtained when pricing on a predecessor class,
| € predk). Thus, provided that we enumerate the pricing subproblaiewing a breadth first
search in the associated tree of column classes, an ap@ataimof 6( 1) can easily be computed at
any stage of the column generation procedu}en) = ma+ zkeGE'éZk(n), whereG is the set of
solved subproblems and;, = L — Y cdsucekinc L

An important property of our branching scheme is that brargchonstraints are enforced in the
subproblem, which yields stronger dual bounds than whenaheenforced in the master and hence
dualized.

Proposition 9 Upon completion of the column generation procedure, thé doand (44) yields the
value of a Lagrangian dual problem whose primal formulati®n

mln{Zcxr ZAxr>ax e conyX¥) forr =p* 1 ... pK—1,k=0,...,K} (45)

wherep~t = 1, andpk = p- 1 + T*fork =0, ..., K.

Proof: Note that formulation§1(node)] given in (36-40) is equivalent to the disaggregatedter:

K pk-1 K pk-1
min{ cxg)\r' A)&‘)\r > a:
kZOr ; 1geGk Z Z 1qeGk g
Z)\ézl vk,r=p<t ...p —1,)\920W,q}. (46)
geGK
By Geoffrion [9], (46) has an optimal LP value equal to tha{45). u

Observation 9 The Lagrangian dual problem value given by (45) is tightertithe bound given by
(16) for which the dualized branching constraints are intdd iny, AX > a.
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9 Preprocessing at a branch-and-price node

The first preprocessing operation at a node consists inidgletdundant branching constraints:
keep at most one constraint per cl&$s(that with the largestK); then delete constraints with no
strictly positive marginal lower bounds, i.e., wilh§ < 0. The remaining constraints must satisfy
zﬁzlfk < R, otherwise the node is pruned by infeasibility. For the ofshis section, we include in
the collection of branching constraints, the master coityewonstraint (12) with index = 0, letting
G = G, §° be the empty sequence, abd= R— S kedsucdo) L<-

Observe that constraints defined by the collecti¢g, L")}kzor_,?K induce bounds on the value
of aggregate subproblem variables defined in (19).qy Ek) and (3 g Ek) define respectively
a lower and an upper bound on the value of aggregate variabne must check that these bounds
are compatible with the bounds induced by constraints (8)(&h The latter are denoted lgy; and

gu (for global lower and upper bounds):

gi<yx <gu i=1...n. (47)
r
The current node master probleM(node)] is infeasible if

> gu or (48)

k:S5x;
< gli (49)

k:SFx

for somei.
On the other hand, if the branching constraints imply thatglobal upper bound for component
i is reached, i.e., if
2 =gy, (50)
k:Sox;

then the classes where componigatot fixed {k: i ¢ S}, can be augmented with component bound
restrictionx; = 0. This restriction takes the form of implied branching dosisits: given a component
i satisfying (50), we define a new branching constraint,

vEgx) =ty L, (51)
| cdsucek): 9 >x

for all k : S # i (the notationdsucg.) is from Definition 4). Observe that constraint (51) makes
branching constrairk redundant and hence it simply replaces it. Also note thatdperation pre-
serves the nested partition property. Indeed, once alchiag constraint& : S % i are processed in

this way, all the redefined branching sequerefor k = 1, ...,K include a component bound n
(i.e., eitherx; or X). Thus, this component can be brought in the first positioallisequences and
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this guarantees that the branching constraints still defimested partition of the solution space.

Reciprocally, if the global lower bound on a componiecdn only be met by settir1>gg =1linall
columns of classe&,;: ¥ #i, i.e., if S ke [ gli , then, branching constraints indexediknyS¢ 7 i
can be reset as

vgx) =t- Y L (52)
I cdsucck):S ox;
and this component is placed in first position in all sequend&/e refer to such preprocessing as
“further specification of column classes

Another form of preprocessing consists ieleting columnsthat are no longer needed. Note
that when clas$ is redundant, i.e., wheRycgsuceroot) Lk = R, columns iNG \ Ukedsucéroot) GX can
be deleted from the formulation. Such preprocessing careberglized to any clagssuch that

L' =uk, (53)
ledsucgk)

whereU¥ is a valid upper bound on claksalue. Then, columns @\ Uj4sucei)G' can be deleted.
The upper bountl ¥ can be set for instance to

min{R— G, min {gu — L}, min {R— L —gh}}
|:|¢k,|¢zsucc(k) ingese |:|¢k,|¢s§c(k)s 5% I €S I:I;Ak,lgs%c(k),g o%;

Note that, ag K < UK, (53) implies thal* < 0, i.e., clasG¥ is associated with a redundant branch-
ing constraint. Hence, in our pricing procedure, we will menerate columns from clagd¢\
Ul cdsuctk) G', but we shall only consider its active subclasgésior | € sucgk).

10 The set partitioning special case

When the master program is a set partitioning problem ofdhm{21), preprocessing is particu-
larly effective as global bounds (47) are tight; = gy = 1 Vi. Example 9 illustrates this on the bin
packing problem.

Example 9 The bin packing problem takes the form (21) where G is thefsstlations to a binary
knapsack problem:
X:{xe{O,l}”:Zwixi <W}. (54)
|
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Letn=5 w=(6,4,3,2,7), W= 10and R= 3. The generators are:

gll1 2 345673829 11 12 13 14
xx/1 11 00O0O0O0O0 O 0 O
/100111100 O 0 O
X301 0110011 O 0 O
X0 01101010 1 0 O
x50 0 000O0O0O01 0O 1 O

The master LP solution i§ with 1 = §, U3 = U4 =
S=< X1,X > yields 3 nodes:

, ¥14 = 4. Then, branching on

Preprocessing allows us to prune Node(1) by infeasibiliy (49) for i= 1). Now, let us examine
Node(3) (the preprocessing of Node(2) being symmetricgpi®cessing detects that, as item 1 is
entirely covered by columns of clas$xg x2), we can add an implied branching constrain(x;) >

R—1= 2. Similarly item 2 is entirely covered by clasgxg x2). Thus, the branching constraints

are redefined ag (xp,x1) > 1andv(Xz,X1) > 2. Then, class G becomes redundant and columns 2 to

7 can be deleted. Now, the master solution at Node(3)vsth i = 1, ¥g = Vg = U1 = V14 = 3.
Assume that for separation we choose 8 X»,X1,X3,Xs4 >. Although|S| = 4, only three successor
nodes need to be defined according to Proposition 3. IndeedeN3.1) and (3.2) would only aim
at enumerating solutions whergx,, X; ) < 2 which contradicts the previous constraintxa, X;) > 2.

Hence, there remain

AVARAVARAYS

V(X2,%1,%3)

(AVARAVARLY,

\ V(Xz,X17X3,

(AVARAV:
PN R RN

v

V(Xz,X17X3,

In Node(3.3), the second constraint is made redundant byhuma Applying (52), the constraints

becomev(xz, x2,x1) > 1 and v(X3,X2,X1) > 2. The former constraint makes the problem infeasible,
as G(x3,X2,X1) = 0. In Node (3.4), preprocessing leads to redefining the bramrhbonstraints as
V(X3,X2,X1) > 1, V(X3,%2,%1) > 1 and v(x3,X2,X1,X4) > 1. While, in Node (3.5), they take the form



V(Xa,X3,X%2,X1) > 1, V(X4,X3,%2,X1) > 1 and v(Xs4,X3,X2,X1) > 1. Then, Node (3.4) and Node (3.5)
have both an integer master LP solution. .

Thus, for set partitioning problems, the branching scheakegs a simpler form:

Proposition 10 When the master program is a set partitioning problem of tnef(21), our branch-
ing scheme has the following properties (after preprocegsi

(i) Lk = 1 for all branching constraints k such thaf $icludes a “setting-to-one bound”, i.e., for all
k: S > x for some .

(ii) The tree of column classes has depth 1, with Kclasses that involve at least one “setting-to-
one bound” (each of these classes has its own set of “settrgre bounds”) and one class, say
G, that involves only “setting-to-zero bounds”; more spexifly, Gt = G({X; : x; € Sfor somek €
{2,...,K}}) with L' = R— 5K, L.

(iii ) sz:l[k = R and hence columns of\GU,G*) can be deleted.

(iv) A fractional solutionv satisfies all branching constraints at equality, i.2(GX) = L for all k.
Hence, eliminating it requires further splitting an exisgicolumn class.

(v) When further splitting a column class that involves a “sejtto-one-bound”, only one more
“setting-to-one-bound” is needed to identify a set S on Wwhabranch and there are only two feasi-
ble successor nodes.

(vi) When further splitting a class that involves “setting-er@-bounds” only (& in our notation),
identifying a set S on which to branch requires at most twadtlisg-to-one-bounds” and there are at
most three successor nodes.

Proof: (i) if x, € S, thenv(S¥) < gu = 1. Thus, the only feasible strictly positive bound_fs= 1.

(i) A class that involves a setting-to-one-bound cannot hawmaredundant predecessor class whose
definition also involves setting-to-one-bounds, becauasie would have bount = 1. If x; € S, then,
asLK = gu = 1, X is added to all other class definitions. In particular addingndsx; to classG
yieldsG!. By constructionG? is the only class that does not involves a setting-to-ongt@ndG!
has no successor.

(iii ) is a direct consequence ().

(iv) In a fractional solution to the master, all column classeghateger value becausé is both a
lower bound and an upper bound on the class (even for &8ss

(v) Assumedk: x € S, ¥(G¥) = 1, and|F¥| > 1 whereFX = {g € G*: Tj5— | U] > 0}. As all
columns inFX are different3j : j ¢ S¢such that 0< ¥(S¥,xj) < 1. Proposition 3 implies that only
two successor nodes need to be defined.

(vi) Say¥(G) = L' > 0. Letl(G¥) = {i: T e X (Vg— |Vg)) > 0}. Consider two cases: either
1 (GYHNI(GX) =0 forallk=2,...,K or not. In the latter case, one could branch as in ¢age But
one can also spli&!: a single setting-to-one-bourxi, suffices to define a s&=< St,x; > on which
to branch, as one can simply select some compoinint(G*) N 1(GX) for somek. In the former
case wher¢(GH)N1(GX) =0 forallk=2,...,K, we havel(St, %) = 1 for anyi € I (G'). But, as all
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columns are differenfj € 1(Gl), j #i:0< ¥(S',x,%;) < 1. Chooses=< S!, x,x;j > for such pair
(i, ]). By Proposition 3, descendant nodes.1 |§ — 2 need not be generated as they are enumerating
solutions wherer(G!) < L1, .

With the above characterization, our branching schemedbpartitioning like problems can be
compared to the specialized scheme of Ryan and Foster. @emscyields 2 or 3 successor nodes
while, in Ryan and Foster’s scheme, the branch-and-prezeisrbinary. However, the depth of our
tree isO(nR) while that of Ryan and Foster's schemeQ¢n?) (note thatR < n). Columns can
be deleted after branching in both schemes. The main difter¢éherefore is that the pricing prob-
lem is solved by enumerating the active subproblems in duerse while, under Ryan and Foster’s
scheme, a modified subproblem is solved that can becometaitta because of the extra constraints
resulting from branching. Moreover, our intermediate laangyian bounds (44) can lead to a stronger
Lagrangian dual bound than under Ryan and Foster’s scheoaei$& we impose tighter restrictions
on the pricing problem. This is illustrated in Example 10 arfdrmally stated in Observation 11.

Example 10 Assume that we are at a branch-and-bound node defined under &yd Foster’s
scheme by branching constraints

VX, %) > 1, (55)
V(Xe,X3) > 1, (56)
V(Xa,X5) < 0. (57)

Constraints (55-56) are enforced by adding=xx, and % = x3 in the subproblem while constraint
(57) amounts to addingg4- x5 < 1in the subproblem. The modified subproblem polyhedron is

X =XN{X:X1 =X, Xo = X3, X4+ X5 < 1} .

Note that constraint (57) is equivalent to enforcin@x,Xs) > 1 or symmetrically,v(Xg,xs) > 1.
Under our scheme the “equivalent” node problem could be @efipy branching constraints:

V(X1,X2,X3,%4) > 1 (58)
V(X1,%X2,%3,%4,%5) > 1 (59)
V()_(lv)_(27)_(37)_(4) Z R-2 (60)

(assuming that successive branching sequences WereSq, %o >, =< X1, X2, X3 >, and S =<
X1,X2,%3,X4,Xs >). Then, we would have 3 subproblems with respective potghed

XL=XN{x:x; =% =x3=1,x =0},
X2=XN{x:xg =% =x3=0,%4=1,x5 =0} ,
X3 =XN{x:xg =% =x3=x4=0}.
Note that X C X fork=1,2,3. -
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Observation 10 Under Ryan and Foster’s scheme, intermediate dual boundsaanch-and-price
node take the form
6RF () = ma+RZ(m) (61)

Wheref(n) is the solution of the modified subproblem and the Lagrangiaal bound has value
equal to
min{} cx : ' AX >ax €conyX) forr=1,...,R}, (62)
r r

whereX is the polyhedron of the modified subproblem.

Observation 11 Assuming an “equivalent” set of branching constraints (leegplence” is only loosely
defined by way of Example 10), intermediate bounds (44) dumi{®1) and the Lagrangian dual
bound (45) dominates (62).

Indeed, for allXX used in the expression of (45), we haeC X (X° needs not be considered since
Proposition 10 says that clagsis redundant) and therefoge 1) < Z¥(1) andconyX¥) C conyX)
for all k.

11 Extensions

The above presentation of our branching scheme assumes hipary subproblem, and a master
convexity constraint of the forri o vg = R. Extensions are possible beyond these assumptions.

First consider the case where subsystems are general mbeger programs. Then, the mapping
of Table 1 becomes a useful tool to check whether a mastar@olimplicitly defines an integer solu-
tion for the original formulation: the mapped solutiveduld define an integer solution even though
v was fractional. The lexicographic ordering remains weflrted in the presence of non-binary in-
teger variables or continuous variables. Column classedefined by integer bounds on the integer
variables, e.gx < |a] orx > [a]. In the mixed integer case, it is indeed sufficient to impoge-i
grality condition on integer subproblem variables (seg)[2A “component bound sequenc&’is a
sorted list of triplets including the index of the integengaonent, the sense of the inequality (upper
or lower bound), and the value of the bound. The extensioonutime “Separate” of Table 2 implies
choosing a bound value for a fractional mapped compoxdatbalanced partition of the column set
can be achieved by selecting the median value of those eterednn fractional columns); moreover,
one must leave the indaxas a potential component for further separation in the sdegircalls to
“Separate”. For the preprocessing of Section 9, the lowdrugper bounds on aggregate variables
take the forn‘(sz}‘[k) and(sz:(Ek), wherebk andE:( define respectively the value of the lower and
upper bounds or; in column clask. When the class defines no component boung, oine default
bound values (5) are used.
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In the case of convexity constraints of the fotnx YgecVg < U, one needs to check whether
v(G) is fractional. If so, branching starts by fixing the numbecolumns used in the solution. Then,
in Definition 3, the branching scheme based on componeneseg® must include an extra node
defined by a branching constraint of the foutG) < L° — 1, which yields|S + 2 descendant nodes
in total. The separation routine of Table 2 shall then rettlassG as the branching set as long as
v(G) ¢ N. Standard disjunctive branching on cl&smplicitly serves the purpose of enumerating
different possible values fdR. As Proposition 2 holds for each of thoRgthe result extends to the
case of convexity constraints of the fotm< y gcg Vg < U.

12 Numerical Testing

The proposed branching scheme is implemented in our gemench-and-price code prototype,
calledBaPCod[24]. The current implementation is relatively basic: itedanot include all the pre-
processing features of Section 9 and does not exploit catipatdone at previous branch-and-price
nodes (column class tree, ILO sorting, and the like are caetpfrom scratch). Computing times
also include important overhead for several validity ctseslch as previous existence of generated
columns. Tests on the cutting stock problem (CSP) and itsiapease, the bin packing problem
(BPP) have been carried out on a PC bi-pro dual-core Inte{@®n(R) X5460 3.16GHz with 16GB
of RAM under Scientific Linux 5.0. This experimentation sluates the fact that our proposal is not
just a theoretic scheme, but one that behaves relativelyiméhe computational practice. In par-
ticular, our results show thdt) our non-binary branching tree does not grow too large intfac
(as predicted by our theoretical arguments) when compaaetore “standard” binary schem@,)
that the routines used for the separation of fractionaltgmis are not too cumbersome (although our
rough implementation becomes time consuming on large eno), andiii ) that the increase in the
number of calls to the pricing oracles is significant, butrigulting increase in overall time spent in
the oracle does not grow in the same proportion since thasa gxbproblems are easier (this is not
reflected in our numerical results because the reporteddpeat in the pricing procedure includes
overhead for managing the tree of subproblems).

To benchmark our results, we compare them with the closesinakive branching scheme that
could be used for the CSP and the BPP. Of course, the effic@frecypranching scheme is very sen-
sitive to parametrization (branching priorities and dii@ts). We did not attempt to optimize the
parametrization, but we use the same framework for all cois@as. Moreover, we do not make any
use of primal heuristics and rely only on the branching sah&rproduce integer solutions. A full
blown comparison/competition between the branching selsegpnoposed in the literature for these
problems would require competitive implementations ugheysame framework, parameter tuning
and combination with primal heuristics. This is beyond tbepe of this paper. Our numerical exper-
iment only aims at demonstrating the practical viabilityoaf theoretical proposal.
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The standard column generation formulation for the bin parkroblem is given in Example 9.
Its generalization to cutting stock problem involves imegght-hand-sides; € N for the master
constraint and a bounded integer knapsack as pricing proble

max{mei: Zwixi <W;0<x <uVi,xe N"} (63)
| |

whereu; = min{d;, L‘V’V—VIJ }. The subproblem can be transformed into a binary problerh wldss
bound [22]:

N , N , N

max{z Z 75 2) i : Z Z wi 2 xij <W, Z 2!xj <u Vi, xj € {0,1}Vij} (64)
I j=1 1 j=1 j=1

wherexjj = 1 iff the binary component of multiplicity '2associated with itenn is selected, and

ni = |[log, Ui | + 1. If one uses the latter extended formulation, one can brasimg standard binary

disjunctive branching constraint of the form

géxﬂ vg<lal or géx?j vg > [al. (65)

Constraints (65) enforce the integrality of the values @fragate variableg;. They induce modified
item costsygj # 1§ 21, Problem (64) can be solved using the branch-and-bounditdgoof [22] that

can handle item costg; # 75 21 (the algorithm is a generalization of the standard bramazound

approach of Horowitz and Sahni [10] for the 0-1 knapsack).

We compare the branching scheme of this paper to branchieggb) that was initially tested in
[19]. In theory, this rule alone does not suffice to obtainrdgager solution; but experimentally it does
for some instances. When it does not, [19] completes it byeraomplex rules of the generic scheme
of [20], but these lead to pricing problem modifications. ¢jewe shall simply stop the algorithm
when no more branching constraints of the form (65) can badayen though the solution might
still be fractional. The size of the branch-and-price tre@amed so far defines a lower bound on what
would be the size of the complete tree. When (65) suffices haege integrality, our comparative
results show that the size of branch-and-price tree oldaini the newly proposed scheme is of the
same order of magnitude. The same remark holds for comptimnes.

Table 7 presents our numerical results for the CSP. We caripaee branching scheme§.)
We use branching rule (65), which we denote AG. Notation Aereeto branching on the aggregate
value of the original variables(ii) We apply the scheme of the present paper, setting component
bounds on binary variableg; from the above 0-1 form (64) of the knapsack subproblem, whie
denote CS;). Notation CS refers to Component bound Sequeifiisie. We apply our new scheme
setting component bounds directly on integer variakleahich we denote CS&() (we implemented
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the extension of the branching scheme to the non-binaryasadescribed in Section 11). We use the
same oracle (the branch-and-bound algorithm of [22]) inhe#e cases, setting the knapsack pricing
problem in the form (64) although we could use a standardrpioainteger knapsack solver when
using the scheme of the present paper. The master is in&thivith artificial columns (vectors of
the canonical basis associated with the item covering caingt) in all cases. Note that, for the CSP,
the master formulation does not include convexity constr@di2). Hence, we have implemented the
generalization of our branching scheme by which we first tiaon v (G) if the latter is fractional.
The only feasible branch is the round-up branch, wiyges vy > R= [Z}b] L.

For our test we use the randomly generated instances of Th@}e are 6 classes of instances char-
acterized by the item weight distribution and the averag@ ilemandi;: for class w ~ U[1, 7500,
di ~U[1,100, and hencel = 50; for class 2w ~ U[1,5000 andd = 50, for class 3w ~ U [1,250Q
andd = 50; for class 4aw ~ U [500 5000 andd = 50; for class 4bw ~ U [500 5000, d; ~ U[1, 200,
and hencal = 100; for class 5 ~ U [500 2500 andd = 50. In all cases, the knapsack capacity is
set toW = 10000. There are 20 instances per class with 50 items (the data are available on
http://hal.inria.fr/inria-00311274/fr/). Class 5, thatolves medium size items, is the hardest for
branching. For this class, we increase the number of items op= 200, withd = 50, to show how
the performance of our scheme evolves with the instance Simeassociated results are average over
10 random instances far € [60,100 and 5 instances fan > 100. In all these tests, when select-
ing variables for branching, priority is given to the compahi with largest width weighted by its
fractional part and bound value, i.e., priority w; * (X, — |%; |) % [Xi]. The branch-and-price tree is
searched using depth first priority amongst node with themmim dual bound.

Table 7 presents the average results for each class or dmetable reports the branching rule
used br-rule), the number of nodes0d in the branch-and-price tree, its deptief), the best dual
bound DB), the number of calls to the oracl&p, the number of columns generatetCl), the
time spent in solving the mastedMAST) with Xpress-MP LP solver [27], the time spent in the pric-
ing procedure of Table @%P), the time spent for separation in subroutine ExploEX], the overall
time (tTotal), and the number of instances solved to integer optimalityb20, or 10 whem > 50, or
5 whenn > 100 (this number is in bold face when some instances couldeeblved to optimality).
Time units are ticks (1 tick = 155 of a second). The comparison between branching rule CS and AG
is somewhat biased by the fact that under AG the hardestgrabhave not been solved to integer
optimality. Nevertheless, it seems to indicate that the sizhe AG branch-and-price tree is at least
of the same order of magnitude as that with £Slranching. Comparing C%() to CS;) shows
that the extension of our new scheme to the integer case gseeto a scheme with good practical
performance. The size of the branch-and-price tree var@s midely from one instance to the next
one under Cj): in the casen = 100, the node limit of 10000 was reached for 2 instances oL@ of
We tested CSK) on larger instances. The average tree size is not striathgasing witm because of
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the variations that arise from one instance to the next.

On pure bin packing instances (whén= 1 Vi), the above branching rules Gg{ and CSx;)
are the same, since € {0,1} in the knapsack subproblem, whi#& does not permit any cutting of
fractional solutions. The only branching scheme proposetle literature for the BPP that does not
require any specific oracle is the approach of [26], but itesaffrom a symmetry drawback. Instead,
we reformulate the BPP as a Facility Location (FL) problem:

n

n n
min{y xi: ) X =1V], ) wixij <W %i,%j € {0,1}V(i,])},
{i; i izi ij j; iXij i,%j € {0,1} V(i, )}

wherex; = 1 if item j is in the same bin as item(it is only defined ifi < j) andxj = 1 if a bin
labelled by item (seen as a facility) is open. The master is set up in the foyrwi® n binary knap-
sack subproblems of decreasing size. Branching is theonpeefl on the value of aggregate variables
xij of this extended formulation. This approach is denoted byTeLthe best of our knowledge, the
FL approach has not been tested in previous work reportedeiditerature. Computational tests
are carried out under the same framework as for the CSP (satiadization, no primal heuristics,
depth first search amongst nodes with minimum dual bound)leTé& reports average comparative
results on 10 randomly generated instancesfer100 ton = 250, 5 randomly generated instances
for n= 300, and 3 randomly generated instancesifer350. The item width is drawn uniformly in
[500,2500 andW = 10000 (class 5); all items are different. The comparisowben the CS scheme
and the FL approach shows that the new scheme yields a sagifieduction in tree size, number of
subproblems that are solved and computing time.

Conclusion

We have detailed a generic branching scheme for use whewiagpl Dantzig-Wolfe decompo-
sition approach to a problem with identical subsystems.grieeng problem after branching decom-
poses into independent subproblems associated with edghralass, each of which can be solved
with the oracle provided for the pricing problem of the rootde. The scheme relies on four novel
features:(i) a dynamic nested partition of the generator éé},an implicit grouping of subsytems
to avoid individualr-indices that yield symmetryjii ) an exclusive use of branching constraints that
enforce lower bounds on column classes to guarantee a polghoumber of active column classes
(the branching disjunction may require more than two bresghandiiv) a tree-search enumeration
of active pricing subproblems that may permit pruning ofyermination. The proposed branching
scheme is shown to have good theoretical properties botrimnst of achieving integrality (as each
branching constraint amounts to implicitly fixing a boundsmme variable of the original formula-
tion) and in terms of improving dual bounds (the Lagrangiaaldounds are shown to be equivalent
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inst-size/clasg br-rule | nod dep DB #Sp  #col| tMAST tSP tEX  tTotal| opt

AG 45 30| 992.3 165 132 27 36 104| 12
n=50,C1l | CS() 33 30| 992.3 185 135 13 42 0 91| 20
CS) 36 35| 992.35 153 137 13 37 1 85| 20
AG 343 149| 635.5 586 180 419 138 980, 3
n=50,C2 | CSk;) | 148 143 6355 535 249 67 405 29 929 20
CS) 140 137 635.5 356 232 84 202 20 610 20
AG 911 245| 317.05| 3217 333 2144 201 6207 1

n=50,C3 | CS() | 277 243|317.05| 4778 718 256 3538 92 5672 20
CS) 270 260| 317.05 3825 742 303 1525 87 3715 20

AG 93 65| 690.9 180 146 76 144 317 7
n=50, C4a | CS;) 82 79| 690.9 221 170 37 251 9 428 20
CS) 74 72| 690.9 231 169 38 237 7 391 20
AG 119 86| 1381.1 184 148 83 216 426| 14
n=>50,C4b | CSkj) | 114 91| 1381.1 229 161 39 309 12 566 20
CSi) 100 98| 1381.1 187 160 38 263 10 459 20
AG 305 204| 372.6 617 277 450 98 960 O

n=50,C5 | CSkj) | 455 190, 372.6 3584 521 300 2911 116 6318 20
CSi) 260 245 372.6 5060 649 355 2392 82 4460 20

AG 401 269| 4504 669 340 701 154 1514 O
n=60,C5 | CSkj) | 251 2354 450.4 4075 673 304 5740 105 7879 10
CSi) 321 308 450.4 7110 811 527 3485 173 7451 10

AG 436  304| 525.8 722 414 952 193 1995 O
n=70,C5 | CSkj) | 340 296, 525.8 6692 811 492 9210 231 13393 10
CSi) 346 341 525.8 5530 923 662 6598 246 11577 10

AG 453  312| 609.8 801 481 1275 268 2568 O
n=80,C5 | CSk;) | 378 337 609.8 6504 996 789 14127 315 20452 10
CSi) 417 389 609.8| 15128 1173 1308 10726 396 19166 10

Q) 1A"

AG 521 370| 681.8 982 558 1695 369 3411 O
n=90,C5 | CS(;) | 1113 377| 681.8| 14142 1184 1601 22651 923 51938 10
CS) 504 481 681.8| 17875 1430 1902 11562 681 26225 10

AG 560 391 764.3 991 617 2268 454 4309
n=100, C5 | CSfj) | 1946  430| 764.3| 36212 1335 4245 40968 2589 14198

CS) 496  489| 764.3| 20084 1637 2230 19401 874 36268 10

n=120, C5 | CS) 605 588| 925.4| 21925 2123 3767 30854 1452 5969

n=160,C5 | CSf) | 1186 912| 1252.4| 112044 3681 9475 81810 5551 20545

n=180,C5 | CSf) | 1227 1106| 1395.6| 283865 4451 16215 105542 9658 35642

il
3]
il
n= 140, C5 | CS) 997  777| 1095.2| 146900 3158 8778 67536 4030 18544p
3
3
1

glorjor| o] ol

n=200,C5 | CSf) | 1036 1025| 1558.6| 111334 4109 14273 94214 11375 30574

Table 7: Comparative results for Cutting Stock Problems
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inst-size| br-rule | nod dep| DB #Sp| tMAST tSP tEX tTotal| opt
n=100| CS 27 26| 155| 1411 630 113 5 1583 10
n=100| FL 70 69|155| 7491 1005 310 5367 10
n=150| CS 39 38| 23 2857 3220 284 11 7026 10
n=150| FL 104 103, 23| 19037 4488 1485 25337 10
n=200| CS 51 50|30.5| 5045| 15197 608 23 26966 10
n=200| FL 148 147|30.5| 40079 20871 10272 89749 10
n=250| CS 63 62|38.2| 8095| 46682 1184 35 79865 10
n=250| FL 185 184| 38.2| 45507 31996 6106 108008 10
n=300| CS 72 71| 46| 11090, 186470 1765 49 233832 5
n=300 | FL 237 236| 46| 116783 165018 306455 768864 5
n=350| CS 85 84|54.3| 17858 588988 3270 72 719174 3
n=400| CS 96 95|61.6| 20409| 1796555 4393 98 1955008 3

Table 8: Comparative results for Bin Packing Problems.

to solving an LP over a polyhedron where both sets of subproldonstraints and branching con-
straints are convexified). The worst case size of the bramchprice tree is not worse than if one had
implemented branching in the compact space of the origisuadlles.

Computational testing on cutting stock and bin packing [@ois seems to indicate that the pro-
posed scheme is a practical way to get to integrality whikenmadifying the structure of the pricing
problem and avoiding symmetry. Observe that every prevampsoach for these problems required
either modification of the pricing problem or the use of areaxied variable space (which require in
turn a specific pricing problem solver). These computatadss illustrate that the generalization of
the proposed scheme to the case of a non-binary integerchlbpr and generalized master convexity
constraints works fine.

Our generic scheme assumes that adding bounds on the slémpnadriables does not impair its
solution. In some applications the oracle cannot handlet®won the subproblem variables and fix-
ing some variables may destroy the subproblem structurx{ag an arbitrary arc in a constrained
shortest path subproblem). However, there might be ad-feyswo get around this issue by be-
ing more prescriptive for the selection of branching setr iRstance, the so called “path-splitting”
branching rule used for multi-commaodity flow in [1] or for tMehicle Routing Problems with split
delivery in [8] can be understood as a special case of ounselvehere one branches on a subset of
binary variables associated with arcs where the sequerare®that are fixed to 1 must form an ele-
mentary path (this restriction is enforced at the stage péisging a fractional solution). Branching
constraints that bound the number of routes that use a constacimg path are consistent with the
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use of a resource constrained shortest path oracle.

Notes

1There is a technical remark regarding our theoretical t@suthe size of the branch-and-price tree: we proved that
the depth of the tree is polynomial mandR, but, for the CSPR is not polynomial in the input size. Thus, the so-called
original formulation in its form (2-6) is not compact neith&hese considerations remain theoretical. In fact, theler
of different cutting patterns used in an optimum solutiohjckh we may denot®, is polynomial in the input size as
proven in [7].R is much smaller thaR when item demandsd are large. To satisfy the theoretical need for a polynomial
depth of the branch-and-bound tree, we could use an aliegr@iginal formulation that is compact and an associated
Dantzig-Wolfe reformulation with a polynomial number ofiemnsR’, where a column is defined by a cutting pattern and
its multiplicity in the solution [21]. However, even if we @she traditional formulation (that of Example 9 with intege
right-hand-sidesl € N), the depth of the branch-and-price tree will be experiminin O(nR). There are typically
O(R') non-zero variables in master solution and non-agyhiave value much larger than 1. Hence, t8el)-frames
defined through branching tend to have a large width and erteercovering of several components at a time (and
implicitly fix them to an integer value).
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