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Abstract

Developing a branching scheme that is compatible with tthenao generation procedure can
be challenging. Application specific and generic schemes baen proposed in the literature,
but they have their drawbacks. One generic scheme is to inguie standard branching in the
space of the compact formulation to which the Dantzig-Wedfilermulation was applied. How-
ever, in the presence of multiple identical subsystemspthgping to the original variable space
typically induces symmetries. An alternative, but in apgtion specific context, can be to expand
the compact formulation to offer a wider choice of branchiagiables. Other existing generic
schemes for use in branch-and-price imply modificationsi¢ogricing problem. This is a main
concern because the pricing oracle on which the methodsralight become obsolete beyond
the root node. This paper presents a generic branching schetim which the pricing oracle of
the root node remains of use after branching (assumingtikgiricing oracle can handle bounds
on the subproblem variables). The scheme proceeds by regyrpartitioning the subproblem
solution set. Branching constraints are enforced in themgiproblem instead of being dualized
in a Lagrangian way. The pricing problem is solved by a lishiteimber of calls to the pricing
oracle. This generic scheme builds on previously propoggdoaches and unifies them. For
illustration, it is applied to cutting stock and bin packipgpblems: solving them to integrality
without modifying the subproblem or expanding its variadpace is a first.

Keywords: Integer Programming, Dantzig-Wolfe reformulation, Brarand-Price.

1 Introduction

Many mixed integer programming problems have a decompesahicture that makes them well
suited for Dantzig-Wolfe reformulation. Then, a Brancldd®rice algorithm can be a competitive
solution approach. However, branching can be challengige needs a scheme that has not only
good properties in terms of leading to integrality of theusioin and yielding dual bound improve-
ments, but that is also “compatible” with column generatiorparticular, branching constraints may
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result in modifications to the structure of the pricing pevhland impair its tractability. This is a main
concern since the competitiveness of the decompositioroapp typically relies on the availability
of an efficient pricing problem solver.

The issue of branching in a branch-and-price context habe®rt explored in full details to date,
because, for many practical applications, branching @égttforward. In particular, branching can be
implemented in a standard way in the space of the compacufation to which the Dantzig-Wolfe
reformulation was applied and this implementation is catitige in many situations. Villeneuve et
al. [25] suggest that one can always proceed by using starmanching in an “original” formula-
tion and re-apply Dantzig-Wolfe reformulation to the prilaugmented with branching constraints.
However, when the decomposition involves multiple idemtisubproblems, this typically induces
symmetries. As an alternative, specialized branchingsrtde use in Branch-and-Price have been
developed. Ryan and Foster [13] proposed a scheme for apphdhat can be reformulated as a set
partitioning problem, a generalization of which was depeld by Vanderbeck [19]. However, both
of these specialized schemes may result in structural ncatdins to the pricing problem. Another
line of branching schemes reported in the literature camldenstood as implicitly using an extended
(“original”) formulation on the variables of which one carabch (as in Belov et al. [3] or Valério
de Carvalho [16]). Such approach is application specificragdires to use a pricing problem solver
that works in this expanded variable space.

The scheme proposed in this paper builds on and unifies gyiproposed generic approaches,
while avoiding their drawback. It can be seen as a specifid@mentation of the scheme of [19]
where fractional solutions are cut off by bounding the nundfeolumns selected from specific sub-
sets. But, it can be implemented using the original pricirapfem oracle like the scheme of [25]. It
can be understood as a refinement of the scheme of [25]: thelorg constraints of the new scheme
are shown to be implicitly fixing bounds on the variables @& tniginal formulation, while [25] im-
plements explicit bounds on the original variables. Thimement allows to avoid the symmetry
drawback of the scheme of [25] in the case of multiple idehttibproblems as we shall see. In the
new scheme, like in that of [25], branching constraints cameiforced directly in the subproblem if
the pricing oracle can handle bounds on the subproblemhbtasia Since branching constraints are
not dualized in a Lagrangian way as in [19], they induce batterovements in dual bounds. Finally,
when the master is a set partitioning problem, the proposieeise resembles that of [13]; but with a
different pricing procedure.

A motivation for this work is the development of a generic eddr branch-and-price. Previous
attempts have bounced on the issue of branching: tool baxasas Abacus [15], BCP [10], G12
[12], or Minto [14], leave it to the user to implement an apption specific branching scheme; while
other codes were developed for a specific class of applita{guch as the vehicle routing problem



and its variants), examples are Gencol [6] and Maestro [bihése references, the branching issue
is seen so far as a barrier to the automation of branch-and-pFhe branching scheme of this pa-
per permits to get passed this deadlock. The proposed scisevad for any column generation
application. The only requirement is a pricing oracle thaat bandle upper and lower bounds on the
subproblem variables. The scheme requires no input fronusgke since the same pricing problem
solver can be used after branching. Hence, the scheme eadsoissible black box implementation
of branch-and-price. We work on a prototype narBadPCod[23].

The presentation given herein is not limited to the priresplinderlying the new scheme. As the
implementation of the proposed scheme is not trivial, theepanakes specific proposals regarding
the separation of fractional solutions and the pricing pdage after branching. An analysis of the
scheme properties allows in particular to show that the in@ase complexity of the enumeration is
not worst than when branching in the original variable space

The paper is organized as follows. Section 2 reviews the Zigdwolfe reformulation principle.
Section 3 provides an overview of the new scheme, explaiitsngyinciple and introducing the fea-
tures needed for its implementation. A formal presentafodiows for the special case of a binary
integer program in Sections 4 to 10, detailing a mapping fileeDantzig-Wolfe reformulation to the
original problem variable space; how to branch at the roderend beyond; how column generation
is implemented after branching; the expression of the tiegudiual bound; and a preprocessing that
brings simplifications, specifically in the special case sghthe master is a set partitioning problem.
In Section 11, we briefly explain how the scheme can be extetmla general mixed integer pro-
gram. Section 12 presents preliminary computational expts on cutting stock and bin packing
problems. The conclusion summarizes the scheme, its batiths and limitations.

2 The Dantzig-Wolfe approach

Let us introduce our notation and briefly review the Dantgigife approach: the decomposition
of a mixed integer program, its reformulation, the colummegation procedure, and Lagrangian
duality results. To simplify the presentation, we assumara piteger program (IP) whose polyhedron
is bounded. The extension to the unbounded case is presefi®d, while the extension to the mixed
integer case is presented in [24]. We consider a well stradtlP whose constraint matrix is of the
form

Al A2 . AR
BL 0 ... 0
0 B2 ... 0 |, (1)
0 0 BR



whereA" andB', forr = 1,...,R, are rational matrices. l.e., there &ediagonal blocks and the
problem can be formulated as

R

ZP = min Y X (2)
r=1
R

[P] zArXr > a 3)
=1

B'X > b forr=1,...,R 4)

I" < x¥ < U forr=1,...,R (5)

X € N" forr=1,...,R (6)

wherec', a, andb" are rational vectors of appropriate dimension &n¢tesp. u') are lower (resp.
upper) bound vectors. L& p denote its linear programming (LP) relaxation zzfg its LP optimal
value. A subsystem

X'={xeN":B'x>b"|I"<x<u} (7)

can be associated with each black et X[ be the polyhedron associated to its LP relaxation.

Throughout the paper, we shall distinguish two cases. Ewleehavenon-identical subsystems
A" and the data of subsyste®$ depend orr. Or thesubsystems are identicad’ and the data of
subsystemX" do not depend on The combined case could also occur for which ma&ris made of
non-identical blocks, each of which decomposes into idahkilocks: an example would be a Vehicle
Routing Problem (VRP) with different vehicle types and sal/eehicles of each type.

The Dantzig-Wolfe reformulation of problefR] can be introduced in several ways. For this paper,
we adopt the discretization approach [24]. Etbe an enumerated set of generators (a terminology
introduced in [24]) for subsysteiX’. Since we assumed a bounded and pure integer progsaim,
simply the enumerated set of all discrete integer solutan§’, i.e., X" = {xX9}gcer, wherex? is the
solution vector associated to generajpandX" can be reformulated as

X'={x=Y xg: § Ag=12Ag€{0,1}Vge G'}.

Then, the Dantzig-Wolfe reformulation principle refersthe application of this variable change to
[P], which gives rise to reformulation:

R
ZPM — min XN
rzlge%’ ?
R
DM 5 T AN > a 8)
r=1geG’
Ay = 1 forr=1,...,R
ges!
Ay € {01} forr=1,..., RgeG.
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Thus, in our notationg denotes the generatay is also used as an index referring to the generator),
x9 denotes its characteristic vect(r] X9, A" x9) is the associated column vector in formulati@iM],
and)\gr is the associated decision variable. For simplicity, wdlsitmmonly refer tog as a column

in the sequel. LeDM, p denote the LP relaxation obM] andZEF',V' be its LP optimal value.

In the case where all subsystems are identical,Ae= A, B"' =B, ¢ =c¢, X' =X andG' =G
forr=1,...,R, one can aggregal?({J variables using

R
r=1

Then, the Dantzig-Wolfe reformulation takes the form:

M=min§ c@v (10)
[M] A¥vy > a (11)

vg = R (12)

vg € N vge G (13)

Let M_p denote its LP relaxation arzﬁ"p be its LP optimal value. Observe that the aggregation (9)
removes the symmetry inthat is present in the original formulation [P] (where a petation of the

r indexing in vectorx gives rise to an alternative representation of the samdisojuwor in [DM].

We assume equality convexity constraint (12) althoughicensg convexity constraints of the form
L<YgecVg<U is a straightforward extension.

The enumeration of s& (or G" in the case of non-identical subsystems) is only theoretioa
practice, the solution of the Dantzig-Wolfe reformulatisrhandled through dynamic generation of
its variables and associated columns in the course of theization, a procedure known aslumn
generation In this context, the reformulation is called theasterprogram: we refer tol)M], given
in (8), as the disaggregated master used in in the case ofdeatical subsystems, whil®/] is the
commonly used form of the master in the case of identicalystbms.

Thus, solving the LP relaxation oM] by column generation goes as follows. (The LP solution
of [DM] is analogous.) The master LP is initialized with a subsefpofssibly artificial) columns.
This restricted program is solved to LP optimality. Lrebe the dual solution vector associated to
constraints (11). Then,@icing problemis solved:

{(m) :=min{(c—mA)x: Bx>Db,I <x<uxeN"}. (14)

XeX




When its solutionx® := x*, defines a negative reduced cost column, the coltrn®, AX¢) and as-
sociatedvg variable are added to the master and the procedure regieq@tberwise, the current LP
solution is proved optimal.

The principal assumption underlying the Dantzig-Wolfe rayggh is that (14) is a problem that
can be solved rather efficiently, compared to [P]. Througliois paper, we assume that a solver is
available for (14) that requires reasonable computing (afttough typically not polynomial time).

It can be a specialized combinatorial algorithm or one meylan use a general purpose commercial
MIP solver. We refer to this solver as tbeacle Observe that we have included bounds on the vari-
ables in the definition of the pricing problem, as our brangtscheme proceeds by amending these
bounds. In some applications, the bounded version of tliengrproblem can be harder (complexity
wise) than the unbounded case. On the other hand, congjdeitiounded pricing problem often
yields a stronger dual bour®}}, or ZPM (see [22]).

At each iteration of the column generation procedure, a doahd can be computed from the
pricing problem solutions: dualizing (11) iM] gives rise to the Lagrangian dual bound

o(m) .= ma+R{(m), (15)

where () is defined by (14). These bound¥,m), are computed for each dual solution,to the
restricted master LP. They converge (although not monoc#diy) towards the optimal value of the
master LP. The latter is known to be equivalent to the Lagendual that results from dualizing
constraints (3) in [P] (see [9)]), i.e.,

M = maxg(17) = min{’y cX 1 Y AX >a X € conyX") vr}, (16)
- r r

where the third form is the Lagrangian bi-dual [4] remindumg that the Dantzig-Wolfe approach
produces a bound equal to the LP solution over a polyhedramenie subproblem is “convexified”.
Thus, the comparison of the LP and IP values of the above flatioas isz[p < ZM =zPM < ZM =
ZPM = 7P When conyX") # X/, the master gives rise to an LP bound that can be better tlaan th
of [P].

Thus, Dantzig-Wolfe reformulation allows a solution apeb that exploits the availability of
an efficient specialized oracle for a subproblem; it avoidgymmetry inr in the case of identical
subsystems; and it often leads to better quality dual bauhdsipply a branch-and-bound approach
based on the Dantzig-Wolfe reformulation, one needs to dnlm®lumn generation procedure into a
branch-and-bound algorithm. The combined algorithm isskmasbranch-and-pricd2]. This raises
several issues(i) the choice of branching on the original variables or thathef teformulation, or
on constraints and the equivalence that may or may not edgtden these approachéis) where to
enforce the branching constraint (in the master or in thesalidem) and the impact on the strength of
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resulting Lagrangian dual bound after branchifiiy) potential structural modifications to the pricing
problem that may only be compatible with specific solutiorthnéds or may make it much harder to
solve.

Branching directly on individual variablegy (resp. )\é), using disjunctive constraintgy <
lv| or vg > [v], was experimented, f.i., by [11, 17]. The resulting braadd-bound tree is un-
balanced (constraintg < |v| is weak) and it combines badly with the column generatiortlgi
branchvy < |v|, one must avoid regenerating the specific colun®nG either by adding constraint
to the pricing problem or by looking for the next best subpeabsolution). The alternative is to
branch on constraints.

A natural combination of variablegy on which to branch is that expressing the value of the
variables of the original formulation [P]: mappingsolutions intox solutions and implementing a
branching scheme based on disjunctive constraints for tiggnal variables. In the case of non-
identical subsystems, this scheme will suffice to enfortegirality since the mapping

X = xXIAL, a7)
geC’
defines a unique projection to the original variable spacedigjunctive branching constraints of the
form Y gear X7 Ag<lajorygeq X Ag > [a]in [DM_p] are therefore equivalent to enforcing

x <la] or x >[a], (18)

in the original problem for each subproblemand component that would have fractional value
a ¢ N (see [2]). Branching can then be enforced directly in theipg problem: one simply needs
to reset a component bound in the subproblem.

However, in the case of identical subsystems, one is wonkiitly reformulation M]. Then, the
disaggregated original variable valug's,are not available through a uniquely defined mapping. Note
that using PM] even in the case of identical subsystems would allow onedadh on the original
variables but it has an obvious symmetry drawback due tortliel re-introduction of the indices
on identical subsystems. WitM[, one can only enforce the integrality of aggregate vaesbl

R
x=S5xX=F vy, (19)
rzl ggG
using disjunctive branching constraints of the form
g 9
x'vg<lal or X' vg>al, (20)

for components that have fractional value ¢ N. But branching constraints on aggregate variables
is typically not sufficient to eliminate all fractional stlons and it cannot in general be enforced
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directly in the pricing problem. In the literature, altetia “original formulations” have sometimes
been considered to allow branching on the aggregate valoegihal variables. Such reformulations
typically imply an expanded variable space which can eveof lpseudo-polynomial size [3, 16].

Other forms of branching-on-constraint strategies haea lokeveloped to handle the case of iden-
tical subsystems. When the master takes the form of a séiqairtg problem, i.e.,

min{ ¥ c¥vy: § vy =1Vi, ¥ vg=R, vge {0,1} Vg€ G} (21)
ggG g geé g ggG g g

with x8 € {0, 1}", integrality can be enforced using Ryan-and-Foster'srset{@ 3]. For any fractional
solution, ¢ {0, 1}/¢l, there exists a pair of itents j) such that fractional solutioi can be separated
using the disjunctiorzg:>(ig:x?:1 vg<O0or Zg:x?:x?:l Vg > 1. In the first branch, as no column that
has both<ig =1 andxfJ =1 can be used, the pricing problem is augmented with constgaj- x; < 1.

In the second branch, as iteinand j are entirely covered by columns witfl = x? =1, the pricing
problem is augmented with constraint= x;. The modifications to the pricing problem may change
its structure.

Vanderbeck [19] proposes a scheme that generalizes thatawi-8nhd-Foster to master programs
not restricted to set partitioning problems. It consistcamsidering progressively more specific
subset$s ¢ G and enforcingzgeé vg € N through disjunctive branching constraints of the form:

nggL—l or ngzL (22)
geG geG
for L € N. In practice, set§ are defined as subsets of columns whose veétsatisfy prescribed
bounds on some of its component&:= G {sx> |}, wherel € Z" is a vector of bounds and
se {—1,1}" defines the sign of each component bound. Then, the pricofggm must be modified
to account for the dual variable associated with branchimgtraint (22) in columns d& and not for
others.

3 Overview of the proposed scheme

The branching scheme of this paper addresses the case t€aanbsystems: the master pro-
gram is M] given by (10-13) and branching on the aggregate value obtiggnal variables does not
suffice to achieve integrality. The complete generic scheomsists in using first branching disjunc-
tions of the form (20) to achieve integrality of the aggregatlue of the “original” variables, and then
to apply the scheme proposed herein to finalise the elinoinati fractional solution if need be. This
complete scheme is just a default branching for a generiechrand-price solver: an informed user
might want to make use of application specific branching f&sch as branching on constraints). Ap-
plying the new scheme to the case of non-identical subsygséanounts to reproducing the standard
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branching scheme (18).

< The idea underlying the new scheme is to return to the nentical subsystem situation, by mak-
ing use of a progressivaibproblem differentiatignntroducing new subsystems dynamically. Using
formulation DM] in the case of identical subsystems amounts to an “a priswgproblem differ-
entiation, but it induces symmetry. Instead, one can diffeate the subsystem progressively in the
course of branching. Viewing the aggregate convexity cairgt(12) as a “special ordered set” (SOS),
one can branch by progressively partitioning subsysterar equivalently the generator 38t and
enforcing separate convexity constraints on each subseatétal scheme is to partition subsystem
X by imposing disjunctive constraints on the integer sublambvariables; € N: a generator subset,
G C G, which we call a tolumn class is defined in terms of bound restrictions on some companent
of X3. Then, one can do the pricing ovérusing the oracle for (14). To allow us to price columns
from each individual column class;, independently, we need to implement further branching by
partitioning previously defined subsystems, i.e. a neséetition scheme is required.

The proposed scheme can be seen as a specific implementatiersoneme of [19]. But, instead
of selecting setsG, arbitrarily (as illustrated on the left part of Figure ey are defined so as to
form a nested partition of the pricing problem solution st iflustrated on the right part of Figure
1). Moreover, instead of modifying the pricing problem byraducing indicator variables associated
to each column clas§, we solve separate pricing subproblems. Thus, branchinstnts are en-
forced directly in the pricing problem through this enuntieraprocedure.

(17 /17

q ° 3 G2

Figure 1: Partitioning of the pricing problem solution sesing the scheme of [19] on the left, and
the nested partition of the new scheme on the right.

To guarantee that the number of newly introduced subprablisrhounded by, the number of
diagonal blocks in (1), we use only branching constrairdaséinforce lower bound on column classes:

> vg>L, (23)
geG

with L > 1. By the pigeon hole principle, there cannot be more fRaunch constraints that are active.
This is implemented using a non binary enumeration treebrtaechzgeé vg < U isreplaced by enu-
merating ways in WhicizgeG\é Vg > R—U. We show that each branching constraint of the form (23)
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induces progress in reaching primal integrality that cambasured in the compact space of the orig-
inal variables: each branching constraint implicitly fixedeast one original variable. To establish
such equivalence we consider the projection of the masteti@o in the original formulation. This
shows that integrality of the solution must be achieved aftieling a polynomial number of branch-
ing constraints (even though the number of column classegarh one could branch is exponential).

The dynamic introduction of differentiated pricing sublplems is similar to what is done in the
scheme of Villeneuve et al. [25] in its dynamic implemergativhere pricing subproblems are intro-
duced as needed. Our proposal goes further by providingaigabway of iteratively refining the
column class definitions to separate fractional soluti@us, more importantly, our scheme differs by
the fact that branching constraints concern groups of siidéms instead of one at the time. Column
classesG, on which we branch expand over several sub&tsf formulation DM] given in (8)
but with no explicit reference to anyindex. The link between master and original solution spaces
established through our projection tool is only implicitidte is no one-to-one correspondence) and it
must remain so to avoid symmetry.

Our proposal is completed by a practical strategy to harndiertultiple pricing subproblems as-
sociated with the various column classes defined at a givarchrand-price node. As column classes
are nested, one can organize the enumeration of the asgbpiating subproblem in a tree. Then,
using appropriate tree search strategies, one can trutheaenumeration of pricing subproblems as
soon as a negative reduced cost column is found and still geaébBbound on the best reduced cost.
Finally, we show that preprocessing brings significant sificptions to the generic scheme and, in
particular, in the special case of a set partitioning pnobl€he Ryan-and-Foster scheme is shown to
be closely related to the form taken by our scheme when théemiasa set partitioning problem.

To simplify the detailed presentation, we assume from nowhanthe subsystem involves binary
variables only :
X ={xe{0,1}": Bx>b}. (24)

Then,column classes3, are defined as subsets of columgswhose indicator vectok?, has some
components fixed to zero or one. For instarf8e;< X1,Xp, X3 > denotes a sequence of component
bounds in whichx; is fixed to onex, to zero andxs to one. The associated class of columns is
G(S) = {g€ G:x; +x)+x3 =3}, wherexy = 1—x3. Note that this model can correspond to a
practical strategy that consists in branching on the biaariables resulting from a 0-1 transformation
of an integer program. Extensions to the general mixed @ntegse are outlined in Section 11.
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4 A mapping that preserves integrality

Each solutionv to [M] (resp. A to [M.p]) can be transformed into a solutionto [P] (resp.
[Ap]). One can desegregate the solutiorio [M] into a solution{A"},—1 g to [DM] and then
use transformation (17) to g& solution vectors< € [0,1]" for [P]. The procedure is not unique.
A possible disaggregation for an LP solution P% = V—Fg vr=1,...,Rge G. Butitcanyield a
fractional solutiorx, even wherv happens to be integer. An alternative disaggregation tlesepves
integrality can be defined recursively as follows. Assumeraering of the generator set, defined by
a precedence operatay; < gy if g precedes), in the list of generator&. Then, let

r-1
Ag = min{1,vg— > Ag,(r— > vg)TH vr=1,...,RgeG. (25)
p=1 Y=g

An integer solutiorv decomposes into an integer SO|Utibn)\é =1lify, vy <r—landy, 4V, >

r. The resulting mapping procedure into tkespace is given in Table 1 and illustrated in Example 1.

Each ordering yields a valid mapping, however a lexicogiaphdering provides a better chance to
generate an integer solution.

Example 1 We shall use the following numerical example to illustratedevelopments to come. The
master constraints are defined by

1010 5
A=| 0 1 0 1 and a= 5
110 2 10

Assume R= 5 identical subsystems and a set G of feasible columns giMewladong side a master
LP solutionvy:

|0 31 300110030300
x{1 1 1111100000000
{111 000011110000
x3(]2 001 10011001100
/01 01 0101012101010
Using the mapping of Table 1, we get a solution to the origioahulation{x" },-1 s :
1 1 1 0 0
1 1
xt = ! =2 [, 3= 0 X = . = 2
0 5 0 1 5
1 1
5 5 0 1 0
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Table 1: Transforming a solution tM[] (resp. M_p]) into a solution for [P] (resp.R.p])

=

. LetA ={g: Vq > 0}.

N

. Sort the columng € A in lexicographic decreasing order of vecta?s

w

. Initializexf = 0 for alli,r; letz= 0 andr = 1.

4. For eacly € A in lexicographic order, do
while (Vg > 0), do
Iet5\£J = min{Vg,r —z};
foralli=1,....n dox =x +x'Ag;
Vg = Vg — Ag;
Z=2z+A};
if(z=r)thenr=r+1;

In the sequel, we refer to a figurative representation of atena®lution. We define astrip”
associated with a column or a column class as follows:

Definition 1 Consider a master solution where columns are sorted lexicographically. Let us rep-
resent the solution geometrically by a rectangle with heigland width R. In this rectangle, each
column, g, defines astrip’ of “ width” Vg at a specific position in the sequence of sorted columns.
More generally, any column clagsof consecutive columns in lexicographic order define§astrip’

of “width” ¥(G) = ¥ ¢ V.

The mapping of master solutioninto anx solution requires slicing-up the rectangle of widho
partition it into R substrips of width 1, each of which shall be associated with an indeXxach
columng that is involved in the'" strip contributes to the definition of proportionally to its value

5\6 which represents its width in th& strip: see (17). In Table Iz stands for the current position in
the G-strip of width R.

The mapping of Table 1 was designed to preserve integrafitiersely, the resulting solution
can only be binary iV is integer:

Proposition 1 If x is a solution generated from a solutiénto [Mp] using the procedure of Table 1,
then
X € {0,1} Vi,r < Vge N Vg

Proof: Itis trivial to note that if’g € N Vg, thenx| € {0,1} Vi,r. Let us prove the reverse implication
by contradiction. Assuming = {g: Vg— |Vg] > O} # 0, we show thak{ ¢ {0,1} for some pair
(i,r). Letg; be the first fractional column d¥ in lexicographic order. Let = argmaXp : )\gﬁ > 0}
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be the last index of a vectof to the definition of whichg; contributes. Observe that<€)}~\él =
(Vg — [Vg, |) < 1. Hence, there exists another colugin gy < g2 with 0 < Ag, < 1. Leti be the first
component in whicly, andg differ: x* = 1 whilex” = 0. Then, 0<A§ <X <1-Af <1. =

Thus, when the subsystems are binary problems, it is equivéd check the integrality of the
solutionv in [M_p| or that of the associated solutigin [R p|. However, when some of thevariables
are general integer, the mapped solution can be integee winl not.

5 Separation of a fractional solution at the root node

Branching is implemented by bounding thealue” of “column classes’that are defined by
“‘component bound sequences”

Definition 2 A “component bound sequence”, S, is an ordered set of bogn@istrictions on the
components of the subproblem solution vector, x. For tharginase, bounding restrictions amount
to fixing components to zero or one:

S=< X[l]vx[Z]v,X[\SH >, (26)

where|p| is the index of the component bound in tHe gosition in the sequence; is a notation
to encompass both cases of a fixing to oijg & X)) or to zero &, = Xy). The “last” component
of the sequence is the componerdefined by index+ [|§]. The “column class” associated to S is
defined as

G<S>:{gee:§5x“=|a}

where the notation € S is a short cut for saying that sequence S includes a boundrapanent x
also denoted asx S orx; € S. The “value” of the class is the cumulative value of its oohs in the
current master solutiony:
v(S) =V(G(9) = Z Vg -
9eG(9)

The column class value is its “width” in the geometric satutirepresentation of Definition 1.

At the root node, the separation of a fractional solutrtp [M_p] proceeds as follows. Identify
a “column class”G(S), whose valuey(S), is fractional, and impose disjunctive constraints to en-
force its integrality. The proof of Proposition 1 providepassible selection dbdefined by the first
i components of the characteristic vectét, of the first fractional columng;. However, the imple-
mentation of the branching scheme is sensitive to the sileeoéhosen sequen&ea smaller siz&
shall induce fewer branch-and-bound nodes and a more leldmanch-and-bound tree. Hence, we
seek to implement separation based on sequeBcesth few component bounds.
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Reference [19] presents two separation procedures, ohgi¢hds a minimal size subset of com-
ponent bounds (using an enumeration scheme that has ex@bmenst case complexity) and another
that achieves the best complexity in the worst case. Thesdioe proposed here, in Table 2, is a com-
promise between these two: it partially relies on enumenati search for a minimal size component
sequence$, while guaranteeing a polynomial worst case complexity.uke is illustrated Example
2. Amongst component sequence with the same size, thatdeleses for branching, we select the
sequenceé& whose “last component” has the highest branching prioags(ming branching priori-
ties and directions are defined for the “original” variabdéshe subproblem). We shall indeed show
later that branching o®(S) is equivalent to implicitly fixing the last component $in the original
formulation. One could give more emphasis on selectingdrighiority last component by accepting
to increase the size & In Table 2,F = {g: Vg — |Vg] > O} denotes the set of fractional columns;
V(F) = Y ger Vg denotes its values (S) = F NG(S) is the set of fractional columns satisfying compo-
nent bounds irg; recordis the list of identified sequenc&awith fractional valuef = V(F(S)) ¢ N on
which we could branch; angriority; denotes the branching priority level associated with camepo
x; of subproblem solution vectore {0, 1}".

Example 2 (Example 1 continued)Consider the fractional master solutianprovided in Example
1. ltyields
V(F(x))=V(F(x)) =1fori=1,...,4.

Assume that subproblem variables are indexed in order ofinoreasing priority. Hence, we make
recursive calls to the routine Separate of Table 2 to spiitfer the column class defined by=& x; >
and < X1 >. In the first call to Separate, we getF (xi,%)) = V(F(x1,%)) = % fori = 2,3 and pick
the highest priority set: S< x1,X2 > or S=< X1, X2 > depending on priority in branching directions.
On the other hand, in the second call, further splitting tb&umn class defined by-S< X; > yields

the branching sequence=5< X1, Xz > Oor S=< Xp,X2 >. "

Observe thatF | < m, wheremis the number of constraints in the master formulation attire
rent branch-and-bound node (assuming thas obtained as an extreme LP solution to the master
program). Each call to subroutine Separgtd(, S, record) of Table 2 require®©(n |F|) operations
wheren is the number of binary components. Routine Separate isccadicursively. The depth of
the tree of recursive calls is bounded y The number of leaf nodes in the tree of recursive calls
is bounded byF|, since the fractional column set is partitioned at eachestagl we only explore
non-empty subsets. Therefore, the overall complexi®(is?|F|?). One could get a®(n|F |log|F|)
complexity by applying the recursive call to only one siddlad partition in Step (f), selecting the
subset of fractional columns with the smallest value.

Given a component bound sequer&hose associated class has fractional val(g) ¢ N,
for the current master solutian, one implements branching by adding a disjunctive consgtthat

14



Table 2: Separation of a fractional master solutimat the root node.

1. LetF ={g:Vg— [Vg] >0}, 1 ={1,...,n}, S=<>, record= 0.
2. Separaté{, I, S record

(a) Check whether the current set of columns has fractionalroktIf F = 0, return.

(b) Compute values of aggregate variabl@s)ic,
Foralli €1, letaj = ¥ gcp X V.

(c) Detect fractionala; if any:
Found = false;
Foralli €1, do
if (f=ai—[a;] >0)
add the pair& S x; >, f) torecord
Found = true;
If (Found), return.

(d) Identify discriminating components:3{i€l: 0< a; < V(F)}.

(e) Partition according to the component with highest branghimiority:
Leti* = argmax,;{priority; };
Separatd{ (< S x- >), I\ {i*}, < §x+ >, record);
Separat{ (< S %~ >), I\ {i*}, < S X+ >, record),
return;

3. Select a branching sequerg&m recordaccording to branching priorities on its last component.

eliminates this fractional solution. A natural scheme widog to use a binary disjunction
V(S < [U(S)] or v(§=[H9)].

However, the branching constraintS) < |V(S)] of the first branch is typically weaker than that of

the second branch (leading to an unbalanced tree). A straligjenctive constraint can be derived

by using a non binary branching tree, as illustrated in EXar8fpelow. A general presentation of the

branching scheme follows the example. An important remaricerning the proposed scheme is that
the solution sets associated with the descendant nodestanecessarily disjoint (we do not have a

partition of the master solution space). We prove howe\atritihe scheme yields a valid separation:
Proposition 2 shows that the fractional solution is elingaand no integer solution is lost. The

finiteness of the scheme shall be proved in Section 6: we shaiihe size of the branch-and-price

tree is bounded (in particular, we give a polynomial boundhendepth of the tree).
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Example 3 (Example 2 continued)Assume set S< xi,X%2 > was selected for branching and one
use a binary disjunctionv(x1,X2) <1 or v(x1,x2) > 2, in the first branch, one may have the solution

|0 012001103 %0300
xx|1 1111110
x2/11 100001
X3 | 1 1001
x%/010101010101010

hlw
B

O K .

)
o R O
o R O
= O O
=)
o o o

0
0
0

=
[EEN

(this fractional solution can easily be seen to satisfy tlast@r constraints of Example 1). Branching
constraintv(xi,x2) < 1 translates the will to use fewer columns from clagxiGx) compared to
the current solutionp. As the total number of columns is fixedG) = R, this can be achieved by
increasing the number of columns selected from@xy, X2) = G(x1,X%2) UG(X1). Hence, we define
two new branches: either(x1,X2) > 2 (assuming implicitly thav(x;) > 3), or v(X;) > 3 (which
impliesv(x1) < 2). In total, we define 3 descendant nodes (defined by a bragdunstraint) as
follows:

Nodd1) = v(x1) > 3,
Nod€?2) = v(x1,X2) > 2,
Nod€3) = v(x1,%2) > 2.

Observe that the above solution is not feasible in any of Nbd&lod€?2), or Nodé€ 3), which illus-
trates that this non-binary scheme can be stronger. Howéwesolution spaces associated with each
node are not disjoint: for instance, solutions witfx;, X») > 2 can also arise in node 2, if(x;) > 4,

or, in node 1, ifv(x1,X2) = 0; but, as we see in this example, the identical solutions¢batd arise at
several tree nodes would be solutions that deviated larfgeiy the current solution and hence would
probably yield a significant increase in the dual bound. .

The general scheme is characterized by a generic definitismogessor nodes:

Definition 3 Let V be the master LP solution at the current node and S be the “compt bound
sequence” (see Definition 2) that has been selected for iagc For p=1,...,|§ — 1, let S be
the subsequence made of the first p component bounds of Paad(S) € N. Let LS = [§(9)]
be the round-up value of column clas$Sk while ¥ =<> and L° = V(G) = R. Let @ = G(SP)
for p=0,...,|S. Observe that, >11>12> ... > L8 are decreasing integer values, while
G=G’2G!DG?D...2GS =G(9). LetG" =GP 1\ GP = G(SP 1, %) for p=1,...,|S, where
Xy = 1— X is the complement of thépcomponent bound of S. Then, 8+ 1 “successors
nodes” are defined as follows: forg 1,...,|S, the branching constraint defining node p is:

Nodgp) = v(GP 1\ GP) > LP1—LP+1; (27)
while nodelS + 1 is defined by:
Nodg|S +1) = v(G¥) > LIS . (28)
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Figure 2 illustrates branching at a node for which the bramgcbequences, involves 4 compo-
nent bounds|S| = 4, yielding 5 descendant nodes. The node numbers are refeorthe associated
node definitions (27-28). The definition of th&ip (see Definition 1) associated with each nested col-
umn class could, for instance, take the form illustratedgufe 3: vertical lines define the boundaries
of the stripsassociated with nested column classes and their compleieadisjunctive branching
constraint can be understood as follows: in an integeriswl@ither the value of clags? is increased
to the next integer value, i.ev,(G*) > L% (the width of theG*-strip in Figure 3 must increase), or
it is rounded down, i.e.y(G*) < L* (the width of theG*-strip decreases) and some otfsérip of
Figure 3 must have an increased value, i.e., eii&) = v(G3\ G*) > L3 — L4+ 1, orv(G®) < L3,
or both. Similarly, the case(G®) < L3 decomposes recursively intgd G\ G%) > L2 - L3+ 1, or
V(GI\G?) > L1 —L?+1, orv(Q\ GY) > L% — L' + 1 which are the different ways in which the value
of the complementary clag\ G® can increase its value in an integer solution.

The dotted nodes that appear in Figure 2 are not explicifiyelé in our scheme, i.e., constraints
v(GP) < LP on the branches leading to the dotted nodes are not stritfityeed. Indeed, the subtrees
hanging from those branches hold solutions that do notfgadkiese constraints. This is because our
scheme does not define a partition of the solution space. tHawall integer solutions that do not
belong to the left subtree satisfy the constraint on thet tiganch:

Lemma 1 The only integer solution$, that are not represented in any of the nodesp, ..., |S +1
are those for whiclv(GP) < LP.

Proof: We show this by induction. Fqv= |S|+ 1, the resultis trivial. Let us derive the result for any
p < |S], assuming the result holds fpr+ 1. Take an integer solutiof, that does not satisfy any of
the branching constraints defining ndde p,...,|S + 1. By the induction hypothesis, we must have
U(GP1) < LP*! and hencel(GPH1) < LPTL — 1. Moreover, ad» must violate the branching con-
straint defining Nodeg), we haveb (GP\ GP*1) < LP - LP*L Asv(GP) = v(GP\ GP*1) +v(GP*Y),
the two previous inequalities imply(GP) <LP—-1 < LP, .
Although our branching can yield up to+ 1 branches, Lemma 1 shows that nodes.1p—1 only
serve the purpose of enumerating integer solution in whi@gdP) < LP. This shall be exploited in
Sections 6 and 9 to show how the scheme simplifies in practice.
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Figure 2: Example of implicit branching tree whig = 4: G = G 1\ Gk and[* = Lk 1 — Lk 1 1,

Gl

®

G| G

Figure 3: Example of a partitioning of columns into nesteabsks whef = 4: eachstrip bounded
by vertical lines has a width that represents the val(8) of the associated clags
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Let us now show that the branching scheme yields a valid agparthat cuts-off the current
fractional solution and eliminates no integer solution.

Proposition 2 The descendant nodes, Notle. .., Nod€|S + 1), of Nod€0) define a valid separa-
tion scheme, i.e.,

(i) the fractional solutiorv of Nod€O0) is not feasible in any of the descendant nodes;

(i) any integer solution to Nod8) is feasible in at least one of the descendant nodes.

Proof: By construction, the current solutianviolates some of the branching constraints in each de-
scendant node. It remains to make sure that no integeraoludis been lost in the process. All integer
solutions usdR columns in total (counting multiple copies of the same calunClearly, integer so-
lutions that use at leaktS —1 columns in clas§(SS—1) shall use either at leaktS columns in class
G(S9Y) or at leastLIS—1 — LIS 4+ 1 in the complementary clas§/S—1\ GI¥, or both. Other integer
solutions use strictly less tham®—1 columns in clas$/S~1. In the latter case, the complementary
class,G\ G821, must hold a leasR— LIS~1 41 columns, i.e., one more than in the current solution
U. The complementary clas§ \ GI¥~1, can be partitioned intG&P 1\ GP for p=1,...,|9 —1:
G\GS-1= Up:17_._7|3_1(Gp*1 \ GP) and these classes are disjoint. Thus, the case where theeofalu
the complementary seg\ GIS—1, must increase by one unit can be decomposed8ito1 subcases
depending on which of the subset of the partition sees itsmalkcreased by one unit compared to the
current solutiorv. These subcases are defined by Nag¢iéo Nod€ |S —1). n

6 Maintaining a nested separation scheme beyond the root ned

Assume that the current branch-and-price node is definedanching constraints;(S¢) > LK,
for k=1,...,K, where the associated classé$,= G(S), define a nested partition &. We show
how to eliminate a current fractional master solutionwhile maintaining a nested partition &.
Next, we observe that, in practice, many of the successasofiDefinition 3 can be eliminated by
a dominance rule. Then, we derive a key property of our scheaeh branching constraint implies
primal progress in reaching integrality that can be meakuréhe space of the original variables. We
begin by making several observations that characterize peagperties of a branching scheme based
on a nested patrtition of the column set.

Observation 1 In the nested collection of component sets and associateudso
{(S,L%) }k=1.. k., that defines a branch-and-price node, no t{&@, L¥) are identical.

Indeed, at the stage where a branching constrai8) > L, was added, it had to cut-off the current
fractional master solutior, and therefore, it had eith&r£ S for all previously define®, orS= &
andL = [U(S)] > LX for some previously defined branching constréint
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Observation 2 At a given branch-and-price node, the branching constedgfine a collection of
nested column classes. Therefore, the inclusion relatiebseen the classes can be represented in a
tree where ascendancy represents inclusion.

Example 4 Let n=4 and R= 10. Assume that the current branching constraints are:

V(Xo,X3,X4) > 1, (29)

V(X2,X3,X4,X1) > 1, (30)

V(X2,X3,X1) > 1, (31)

V(Xo,X1) > 4, (32)

V(X2,X1,X4) > 2, (33)

V(X2,X1) > 3, (34)

V(Xo,X1,X3,X4) > 1. (35)

The associated tree of column classes is given in Figure 4. .

)_(1) ]

G(X2,X3,X4)
l
(GO, xs, x4, %) | (G(x2. %1 %3, x4) |

Figure 4: Tree of column classes for Example 4.

Definition 4 Given a colIectior{Gk}k_ ..... k of nested column classes, we define the associated “tree
of column classes” as follows. The root node is associatéld @i The leaf nodes represent classes
G' that have no subclass in the collection, i.el, GG' for all j = 1,...,K with j #1. The node
associated with 6hangs from that associated withl Gf G' ¢ G! and there is no k such that'G

GXc Gl. Then, Gis a “direct successor” of Gand G a “direct predecessor” of & More generally,

we say that class Gs a “predecessor” of G if G' 5 GI, and a “successor” otherwise. The set of
column classes that are direct successors 'os@enoted dsuct); the direct predecessor is denoted
dpred(); the set of all predecessors (resp. successors) i Genoted pred) (resp. sucd)).

Observation 3 At a given branch-and-price node, the branching constsaintiuce a specific order-
ing of the columns.
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Because the collection of column class{ei‘}kzle defines a nested partition &, all the associ-
ated component bound sequen&ksk = 1,...,K, must start with a bound on the same component
(as illustrated in Example 4)8' € Gl < 9 € S %y (S) =% (9) for p=1,...,|S)|. The order
primarily according to the components in the order in whiodytappear in the sequences defining the
column classes to which the columns belong. Beyond the caemdmrder prescribed by component
sequences, one uses a standard lexicographic order. Table 3 presemtsparison operator that
implicitly defines the ordering induced by a nested colatof branching sequences. Its parameters
are defined as follow< denotes a set of nested branching sequeis@snotes the set of component
bounds already testet denotes the set of components that remain to be testedp dedotes the
next position in branching sequence<Cathat needs to be considerdZ{.S) denotes the subset of se-
quences starting wit8, i.e.,C(S) = {S e C: SC §}. Columng; precedes columg, in the induced
order if the operatog; < (C,S I, p) g2 returns true folC = {Sk}k:L_._K, S=<>,1={1,...,n}, and

p = 1. Here is an example of its application:

Example 5 (Example 4 continued)Assume that the node is defined by branching constraints (29-
35) and that the current fractional master solution is

q|l1 23456789 10 11 12 13 14 1R
g0 221111100 1 13 1 o0f10
x/1111111000 0 0 0 0 (
(1110000111 1 0 0 0 ¢
x3(1 001100110 0 1 1 0
%01 01010101 0 1 0 1 (

The ordering induced by the nested branching sequences is

g8 19 |23 10 11 |4 6 5 7 |12 13 14 15R
gl 00 |55 0 1 1111 1 3 % o010
|1 11 |11 1 1 0000 0 0 0 O
x3/1 11 |00 0 O|x|1111 0 0 0 O
X411 0 0Olx|1 1 0 0O0jx|{1 1 00x3;]1 1 0 O
10 1 0|x|1 0 1 O0|x|1 01 0x1 0 1 O

Definition 5 Given a nested collection of component bound seque{*fé§§:17_._7K, the so-called
“induced lexicographic order” (ILO) is the ordering defindxy sorting the columns, g G, using the
operator of Table 3 called with parameters:C{S(}k:le, S=<>,1={1,...,n},and p=1.
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Table 3: Definition of the operatap < (C,S 1, p) go.

o

. IfC =0, returnj® < x wherex] stands for the characteristic vector of colugrestricted to
its components € | andx® < X? is the standard lexicographic operator that returns tru@ii
beforex? in lexicographically order and false otherwise.

2. Leti be the component such th% =% inall eC,
3. I X =x%2 =1, returng; < (C(< S% >),< Sx >,1\{i},p+1)0;
4. If x =x2 =0, returng; < (C(< SX >),< SX >, 1\ {i},p+1)02;

5. return true i > x*) and false otherwise.

In the sequel, we always assume that columns are sorted tgngO. To simplify the notation,
the precedence relatian < g, is now meant to sag; precedes), in the ILO. Furthermore, any
reference to the mapping procedure of Table 1 assumes anditi@gof the columns.

The procedure to separate a fractional master solufioran now be easily described. To achieve
a nested partition of the column set, separation must be dither by further partitioning a class
GK of the current coIIectior{Gk}kzlw.,K or its complementary clasgk, or by resetting the bound
on an existing clasG¥. Intuitively, a candidate component sequence on which amdir is identi-
fied by taking the set of fractional columns down the tree ddicm classes and checking the value of
column classes for fractionality, as illustrated in Figbird hree cases may arise as outlined in Table 4.

-_— = _— e = = = = o= = o=

_— e = mm = = = = = =P

'C partitionG(xy, X2) \

Figure 5: Testing the fractionality of column subsets in B@&) of Example 3 to identify a branching
set.
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Table 4: Cases arising when separating a fractional masiaiian assuming a current collection of
column classe$G*}y—1.. k-

case a: An intermediate classs, with G' ¢ G ¢ G for somej andl € {1,...,k} is identified as
having fractional value and branching can be done by sedtingxplicit bound for it.

case b: An existing classG', has fractional value and branching can be done by resétsrg
bound.

case c: An existing leaf classG' or the complementary class to any intermediate class, igipaed
further and this yields a fractional value class on whichremish.

Formally, separation proceeds as follows. Léte the first component present in all previous
branching sequenc& k=1,...,K, i.e. Xy is either orx; in all . LetF = {g: Uy — | Uy] > 0} # 0
andv(x) = zqu:&gzl(f/g — [Vg]). If V(%) ¢ N, we can branch o =< x >. Otherwise, we
recursively explore both sets of fractional colunfi(s< x; >) , F(< X; >) (if not empty) in search for
a setSon which to branch. When no more previous branching sequdintaes the next component,
we call the subroutine Separate of Table 2. The completeama procedure is presented in Table
5. As aboveC stands for the set of component bound sequences assoddisghthing constraints
defining the current nod&is the component bound sequence defining the current collass, p
denotes the next position to be considered in the sequeric@s@(S) is the subset of sequences
starting withS, | is the set of components that are candidate for furthertjmaming of the current
column class, andecord gathers the set of possible branching sequences. Its ubesisated in
Example 6.

Example 6 (Example 5 continued)it is more convenient to follow the separation procedurehia t
second table of Example 5 that represents the master LPi@olsorted in ILO. Note tha#(F) = 3.
The future branching sequence, S, must start witbn&X,. Partitioning according to component 2
splits the set of fractional columns, with(F(x2)) = 1 and V(F (X)) = 2. Component 3 does not
allow to partition F(x2) further since all the fractional columns of(&) havexs = 1; neither does
component 1. Thusi(F(x2,X3,x1)) = 1 must be further split using routine Separate which returns
St =< xp,%3,X1,% >. On the other hand, set (&) cannot be partitioned further with component
1, but component 3 yields a fractional value subset. Thuethem possible branching sequence
is € =< X,%X,%3 >. One of these two branching sequences is selected accoimlibganching
priorities. .

Let us consider the complexity of the separation proced@ifeable 5. The routine Explore is
called recursively and, on each leaf of the tree of recursalis to Explore, routine Separate is called
recursively. However, the overall depth of the tree of rewaer calls is bounded by the number of
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Table 5: Separation of a fractional master solution at a rbller than the root

1. LetF ={g: Vg— |Vg) >0},1 ={1,...,n}, S=<>, record= 0, p=1, andC = {S}x_1. k-
2. ExploreC, p, F, I, S record

(@) IfC=0, return SeparatE( I, S, record).
(b) Leti be the component such thaf; = %; in all secC.
(c) Letai = Yger X Ugandf = aj— ai).

(d) Check whether class(& S x >) has fractional value:
If f > 0, add the pair{ S, >, f) torecordand return.

(e) Recursively explore the first subclass of columns; §,x; >):
If oy >0, ExploreC(< Sx >), p+1,F(<Sx >),1\{i}, <Sx >, record).

(f) Recursively explore the second subclass of columps,&x; >):
If a; < V(F), ExploreC(<Sx% >), p+1,F(<Sx% >),1\{i}, <SX >, record).

3. Select a branching sequer&m recordaccording to branching priorities on its last component.

componentsp, and the overall number of leaf nodes in the tree of recursalts to Explore and
Separate is bounded B¢ |, since the fractional column set is partitioned at eachestagl we only
explore non-empty subsets. The work done in a call to Exgome O(|F|) while that in a call to
Separate i©(n|F|). Hence, the overall complexity of the procedur€d@?|F|?) as it was at the
root node. Here too, one can get a lower complexity by expipanly the smallest value subset of
fractional columns (selecting step (e) or (f)). Howeveplexing both sides often allows to identify a
branching sequencwith fewer component bounds (as illustrated in Example Bligher branching
priority.

In practice, the branching sequen&ejs in most cases obtained by adding a single component
bound to a previously defined s8t associated with an active branching constraint, whefiés
associated with a leaf node class or not. While case b of abfeen consists in resetting the bound
of a class whose parent class defines an active branchingraions Exploiting Lemma 1 in these
situations permits to restrict the number of successorsitmenly two nodes. More generally,

Proposition 3 The set of descendant nodes defined in (27-28) can be restt@only nodesk. ., |S+

1, where S is the sequence chosen for branching to eliminateutrent fractional solutiony, and

k is the size of the largest subsequent®fSS for which a previously defined branching constraint
v(GY) > LXis active, i.e., K= U(GX).
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The proof is a straightforward application of Lemma 1: if staintv(G¥) > LX is enforced, no
integer solution exists witlr(G¥) < L¥, and hence, there is no need to enumerate descendant nodes
whose only purpose was to consider integer solutions wﬁﬂak) < LX. Moreover, one can further
prune the enumeration tree by dominance:

Observation 4 A branch-and-price node, Ndefined by a branching constrain{G¥) > L needs
not be generated if it has an ancestor nodg, Whose direct successorpNs defined by the same
constraint.

Indeed, in such case, integer solutions satisfying all dveng constraints defined at no#ig and
constraintv(GK) > L¥ are already enumerated in noNg. Thus, Proposition 3 and Observation 4
explain why in practice the branch-and-bound tree can sedimbe binary.

To conclude this section, we analyse the impact of our briagatonstraints in the variable space
of the original formulation. We begin by an informal illuation. Returning to Example 3, we indicate
the progress in reaching primal integrality that is madeliaitfy with each new branching constraint.

Example 7 (Example 3 continued)Assume a fractional solutioii and associated column class

valuesv(xi,%2), V(x1,%2) and v (X;) given by:
|0 3130011003021 00
xx/11111110000U0O0O00
/111 000011110000
x301 001 10011001100
(01 01 01010101010
(x1) (X1)
(x1,%2) | (X1,%2)
1.5 1.5 2

Let X forr =1,...,5 be the associated solution obtained from the mapping prareedf Table 1.
Observe that for = 1 vector X is entirely determined from columns of clas&xGxy); for r = 3,
from columns of class @, %2); for r = 4 and5 from columns of class @;); while forr =2, X is
partially derived from columns of class(§&, x2) and partially from columns of class(&,X2). Now
let us see the consequence of branching constraints on thegped solutions'x Branching induces
modification to the widths of the “strips” (see Definition 1¥saciated with the different column
classes:

e In Nodg1), v(X1) > 3 implies that three xvectors will now be derived from the columns of
class Gx;) and hence k= O for at least3 r-indices (while before branching we hafi x 0 for
only 2 r-indices). We say that;xs now “covered” (or fixed) for3 r-indices.

e InNod€3), v(x1,x2) > 2= x; =X, = 1for at least2 r-indices (while before branching we had
X, = X, = 1 for a single index r). We say thaf xand % are now “covered” for2 r-indices.
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e In Nod€?2), we would expect that constraintx, X2) > 2 implies § = 1 and % = 0 for at least
2 r-indices (while currently k= 1 and %, = 0 for a single index r). But class @1,x2) that
precedes class @i, X2) in the lexicographic order can take a fractional value. Ifgtso, the
“strip” of width 2 associated to class (x1,%2) would not coincide exactly with twd xectors
in the mapped solution. We say that thé&xGxo)-stripis “ floating” over 2 r-indices.

A more formal presentation requires to define what we cdliarie’ for each branching constraint
v(S) > L. Following up on Definition 1, the branching constraint camsleen intuitively as imposing
a minimum widthL to a G(S)-strip (remember that columns @(S) are consecutive in the ILO
sorting). Thisstrip can be later subdivided if branching constraints are intced on subsets of class
G(S). Nevertheless, the branching constraif®) > L already fixes part of thg solution obtained
through the mapping of Table 1: the contribution of the calsrof thestrip to the definition ofx
vectors is fixed for all € S Hence, we refine the concept oftip by introducing aramethat can
be understood asstrip on a specific selection of consecutive linesSin the table representing a
master solution in ILO.

Definition 6 Let S be a component bound sequence ardN. be the associated width. Then, the
“ (S L)-strip’ relative to a master solutio is made of the first columns of(§ up to value L in the
table representing the master solution in ILO: it is 4$p-strip of width L. It is precisely defined by
an interval of cumulative value of columns in the ILO seqeenc

V(SL)=] z Vg, Z Vg+L).
9:9=6(S  9g9=G(S

The interval is closed on the left and open on the right. ThHatien g< G(S) says that column g is
prior to those of GS) in the ILO.
An “(SL)-framé is the restriction of an (S L)-strip’ to a selection of consecutive lineiS.
We say that a componerjtaf the x solution obtained through the procedure of Table“tasered”
by the(S,L)-frameifi € Sand(r —1) € V(S,L) (in other words, thestrip of width 1 that is associated
with X begins in thgS,L)-strip). Thus, an(S, L)-framecovers L|S| componentsix

Example 8 (Examples 4 and 5 continuedYhe table below illustrates thieamesassociated with
branching constraints (29-35) for a different master swlnf v, represented in ILO. It shows only the
columns withvg > 0 and duplicates the columns that lie over several sliceso@ased to different
index r). The bold faceigxcomponents are those contributing to the definition{afomponents that
are “covered” by thesdrames On the bottom of the table are represented the boundariéiseoR
stripsof width 1 associated to thé xectors.

26



9 8 9 2 2 3 11 4 6 5 7 12 13 13 14
o103 3ot i o111 11§ g
| 1 |1 11 1 |1 0 0 0 0 ol o o 0
xs| 1 |1 00 0 |0 x|1 1 1 1 ol 0o o 0
x| 1 |0 xl1 1 1 |o0 x4\1 1 \ 0 0 x| 1| 1 1 0
xl\ 0 \o s 11 0 0x 1 O 1 0 x| 1| 0 o0 1
\r:l\ r=2 \ r=3 \r:4\ r=>5 \r:G\ r=7 \ r—8 \r:g\ r=10 \

Componentsixare covered by thé< xp,x3, x4 >,1)-frameforr = 1 and i € {2,3,4}; there are
covered by thé < xo,X3,X4,X1 >,1)-framefor r =1 and i€ {2,3,4,1}, by the(< xo,%X3,X1 >,1)-
frameforr =3andic {2,3,1}, by the(< X2,x1 >,4)-frameforr € {4,5,6,7} and i€ {2,1} by the
(< X2,X1,% >, 2)-frameforr € {4,5} and i€ {2,1,4} by the(< X2,X1 >, 3)-framefor r € {8,9,10}
and i€ {2,1}, and by the(< Xp,%1,X3,X4 >,1)-framefor r =8 and i€ {2,1,3,4}. Although the
(S,L)-framesare not disjoint, thgS L)-stripsare nested. A component can be covered by multiple
frames .

To formalize the impact of branching constrantS) > L, on thex solution obtained through the
mapping of a master solutio1, note that:

Observation 5 If the columns preceding those defining(@&L)-framein the ILO have a total value
thatis integer, i.e., if v= 3 5 4-g(g Vg € N, then interval (S L) has integer extreme points and each
componentx‘covered” by the(S L)-framehas integer value in the x solution obtained through the
mapping of Table 1. More preciself,=1,Vie Sr=v+1,...,v+L.

If ve N, the(S L)-frameboundaries definstripsthat encompass exactlyconsecutived vectors.

Thus, thg S L)-frameassociated to branching constraiif) > L can be understood as defining a
set ofx' components that are potentially fixed to an integer valubémtapped solution. However,
theframeis “floating” around, i.e., the specifreindices for which this fixing shall occur may change.
The boundaries of thigamefall just in betweerr-indices only when ILO preceding columns sum up
to an integer value. Allowing such “floating” is a way to avaige symmetry irr. Nevertheless, the
integrality of the associatedsolution shall be achieved at some stage:

Proposition 4 Consider a branch-and-price node defined by a nested calecf component sets
and associated boun({$Sk, Lk)}kzlym’K and a master solutioi. If, in the x solution derived through
the mapping ofv as defined in Table levery X' component for i=1,...,n and r=1,...,R, is
“covered” by some(S¥,L*)-frameg then the x solution obtained through the mapping of Tablg 1 i
integer.
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Proof: We prove that if thex solution derived through the mapping of Table 1 is fractlptizere
exists anxy component that is not covered by affL)-frame By Proposition 1, if the mappexi
solution is fractional, then the master soluti@must be fractional. Leg; be the first column in the
ILO with fractional value: O< 5\51 <1forr=7y4.q Vg+[Vg |. Letg be the first columnin ILO such
thatg; < g2 andAj, > 0. Leti be the first index in the index ordering underlying the ILO vdrich
X £ x2. ThenX ¢ {0,1}. Assume by contradiction thal is covered by ariS, L)-frameassociated
with some branching constraint of the nested collectiomd®jithe current node. By Definition 6,
this means thatc Sand(r —1) € V(S,L). Leti be thep™ component for which a bound is defined
in sequences S=< Xyy,...,X)g] >, Xp = X 0r %, andp < |§. Now observe that by definition of
01, ¥ g<q, Vg € N. Thus, by definition of, columng; is the first column of thet-strip. I.e., column
01 is found at positior(r — 1) in the ILO: § 4 Vg <1 —1 andyy.q Vg+ Vg, >r —1. Therefore,

if Xl is covered by aniS L)-frame we must havey, € G(S). This implies that the firsp component
bounds ofSare satisfied by the characteristic veot# But, by definition ofi, x* + x%, whilei € S
Therefore, g2 ¢ G(S). Becauseay: € G(S) is the first column with fractional value in the ILO and
g2 ¢ G(S) is the first column with positive value followingy in the ILO, the(S,L)-framemust have
its right boundary at valugy_4, Vg ¢ N. This is a contradiction. Indeed, the right boundary of the
(S,L)-frameshould have been at an integer value since its left boundaay an integer value and
L € N. Hence, nqS,L)-framecan cover. n

Although componenk! can be covered by severfiames the nested definition of branching
constraints guarantees that e&gh L¥)-frame that covers ax] imposes the same bound ®nMore
specifically:

Observation 6 When the x solution derived through the mapping of Table dtéger, each xthat is
covered by aniS L)-framehas a value that is prescribed by the associated componemichio S.

This observation results from Proposition 1 and Obseradidndeedxinteger implies tha§ ¢ 4 (s Vg €
N, for all (S L)-frames

To guarantee that progress is made in reaching primal @liggin the x-space with each new
branching constraint, we need to show that efieime brings coverage of at least one “new!”
component. This property is only implicit as we cannot eithgbfixed pair (i,r) for which X is
covered by the new branching constraint.

Definition 7 The “representative” of an(S,L)-frameis defined as the “bottom-right” component
from amongst all the{xthat are covered by thgame i.e., i is the last component of S in the sense
of Definition 2, and r is the largest index such @s-1) € V(S L), where (S,L) is the interval of
Definition 6.

We can show that a giveri can be the bottom-right representative of only fnaene
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Proposition 5 Consider a branch-and-price node defined by a nested cmlltecf component sets
and associated bounc{$§<, Lk)}kzle and any feasible solutiow, to the master LP at that node.
In the associated x solution, obtained through the mappingexiure of Table 1, a giver komponent
can be the “representative” of at most o8, LX)-frame

Proof: Assume by contradiction that componeftis the representative of two distintames the
(St,LY) and the(S?,L?)-frame The fact thak! is covered by both implies that — 1) € V(S', L) N

V (S, L2). Take the columg with ¥y > 0 that lies at width{r — 1) in the G-strip of columns sequenced
inILO, i.e., ¥y-g¥y <r—2landy, g¥y+Vy>r—1. As(r—1) e V(S L) NV (S, L?), we must
haveg € G(S') NG(S?). Hence, the component bounds definBigandS* must be set to the value
found inx9. Moreover, as is the last component of bo® and<?, in the sense of Definition 2, we
must haveS'| = |S?|, and thusS! = S%. Now, as theG(S!)-strip and theG(S?)-strip start at the same
point in the ILO table, and asis the furthest right index for both tH&!, L) and the(S, L?)-framg
we must havé.! = L2. Thus, bothiframesmust be identical in contradiction to our assumption. =

Thus, althoughiframesmay overlap, Proposition 5 gives us a way to show that the eurab
coveredx, components increases in each branch. Intuitively, €8dh)-frameis unique and has its
own “representative”. Hence, eafitamecan be given credit for ensuring the covering of at least its
“pbottom-right” component. Observation 6 says thakacomponent that is covered is implicitly fixed
to a binary value. In that senseach branching constraint implicitly fixes at least ofie@mponent
to its integer value in the mapped solution obtained throtighprocedure of Table.1Building on
this intuition, we can show formally that the scheme ends itp an integer solution after adding at
mostn R branching constraints. What is more, even though the bragc¢hee is not binary, we can
show that the number of leaf nodes is bounded By 2

Proposition 6 With the proposed branching scheme, the depth of the brandhprice tree is bounded
by nR and the number of leaf nodes is bounded@y

Proof: Each branching constraint defining a node is different (sbse@ation 1) and defines its
own (S L)-framerelative to the current master LP solution that cover§| components of the
solution obtained through the procedure of Table 1 (see Diefin) amongst which its “bottom-
right representative”. By Proposition 5, akycomponent can be the representative of at most one
frame Hence, by the pigeon hole principle, ea¢tcomponent must be “covered” after at mof
branches. Once eaghcomponent is covered, the mappesblution is integer (by Proposition 4) and
so is the master solutian(by Proposition 1). Thus, we have shown that after at médtranches, we
get an integer solution. Now, Observation 6 tells us thathis integer solution, eack component
takes the value that is prescribed by ®iassociated with the coverirftame X =1 if x; € Sand

X =0if X, € S, Thus, there are 2 possible values for each oftRecomponents and hence at most
2"Rleaf nodes in the branch-and-price tree. "
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7 Solving the master after branching

At a given branch-and-price node, the master LP takes time: for

min 'y ¢x3v, (36)
[M(node)] %Axgvg > a (n) (37)
0<
%vg = R (0p) (38)
0<
S vy = X (0w vk=1,....K (39)
geGk
vg > 0 Vge G (40)

where constraint§ ;. g« Vg > LK are branching constraints afd, o) denotes the dual solution.

As underlined in Observation 1, each branching constraidifferent. However, the collection
{(S,L%) 11,k could include(StLY) and (S?,L2) with St = S but L' < L? (such (S, L?) can
result from case b of Table 4). Then, branching constnaist) > L? clearly dominates(St) > L*
and the latter can be deleted from the formulation. Hencéhénsequel we assume that no two
branching constraints concern the same column &4s&ven then, some branching constraints may
be dominated by others.

Definition 8 Assuming a nested collection of component sets and assdtiatinds{ (S, Lk)}kzly,,,’K,
defining the current branch-and-price node, where no twabhéng constraints concern the same
column class &= G(S), we say that branching constraintS) > L is “redundant” if

L' > LK (41)
| edsucgk)

(using the notation of Definition 4). The “marginal lower bl imposed on a column class‘®y
branching constrainy () > LX is defined as

Tk

L =L*- L'

| edsucgk)
It is strictly positive if and only if the branching constraiis non-redundant.

In example 4, illustrated in Figure 4, branching constré2®) is redundant: its marginal lower bound
is zero.

Observe that redundant branching constraints will remaimtsdescendant nodes. Hence, in
the sequel, we assume that redundant branching constreiwésbeen eliminated from the set of
branching constraints defining the current branch-ancepmode. These simplifications allow us to
derive a useful property:
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Proposition 7 The number of non-redundant branching constraints at a tinaand-price node is at
most R; otherwise, the node problem is infeasible.

Proof: Assume a branch-and-price node defined by the colleqttﬂﬁ, Lk)}kzlym’K. The non-
redundant branching constraints can be equivalently meftated asv(Ck) > [~ for k = 1....K,
where clas<ck C G is defined asC* := (G*\ (UicdsucekG')): andC® is the marginal lower bound
which according to Definition 8 must be strictly positiva&.i.[k >1lfork=1,...,K. Observe that
cIasses{Ck}kzle are disjoint (because classgék}kzlw;( are nested and all different). Master
constraint (12) impliey(G) < R. Hence, the system(CX) > [“>1fork= 1,....K,v(G) <R/ is
infeasible ifK > R. .

After elimination of redundant branching constraints, thaster program,Ml(node)], is solved
by column generation using a pricing procedure that relidg on the oracle of the root node. To
each non-redundant branching constrani§‘) > L, k=1,...,K, we associate a subproble[8F,
to price the columns oBX:

[SP ZX(m) := min{(c— mA)x: x € XK} | (42)

whereX:= {x € {0,1}": Bx> b, % = 1Vi € S}. While [SP] is defined by (14), or equivalently
(42) with X% := X. Each of these pricing subproblems can be solved with thelogrovided for
pricing problem (14): additional constraints consist anlfixing the value of some binary variables.
If pricing problem[SF| is infeasible (i.e.XX = 0), let{¥(1) = . The column generation procedure
can be carried out by solving each pricing problem (42)kferQ,...,K, and returning columns that
have negative reduced costs, i.e., returnfhig= argmin (1), if £¥(1) — 3¢ predrk) 01 < O (using the
notation of Definition 4). If none can be found, the currenstealP value is optimal.

Observe however that pricing subproblems (42) are not ied@ent. Solving pricing problem
| over a classG' > G! is solving a relaxation of problen since the objective functions of both
problems are identical:

Observation 7 If G' © Gl (i.e., $ ¢ 9)), ' (m) < ZJ(m) (i.e., ' (m) defines a dual bound fd&P]).
If the solution to[SP], seen as a relaxation (8P], is feasible fofSP/], then it is optimal for it:
Observation 8 If X' := argminZ' (1) and * € GI ¢ G!, then % = argmin i ().

To exploit the relationship that exists between pricingmoblems[SF¥|, column generation can
proceed by enumerating subproblems following a breadtisi#arch in the associated tree of column
classes of Definition 4. Then, one can interrupt the proadsrsoon as a negative reduced cost

column is found and yet have a dual bound on the reduced costsolved subproblems. Indeed, for
the unsolved pricing subproblems, a dual bound is provideith® value of any of their predecessor
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in the column class tree that has been solved. Such procedadlined in Table 6. As the procedure
stops at the first identified negative reduced cost colunaotter in which subproblems are treated
is important (we use a heuristic rule to break ties in thesguf step 1, giving priority to subproblem
SF* with the largest“ay).

Table 6: The column generation procedure. (Notatioresl(k), d pred k), dsucgk) are from Defini-
tion 4; x¥ denotes the solution of subproblé8F, i.e.,x< = argminZX(m).)

1. Sort subproblemsSP, following the partial order defined by the precedence iaebetween
the associated column classes in the tree representatidefioition 4.

2. For each pricing subproble8# in the sorted list, do

(a) If xdPredk) ¢ GK continue k3PdK also solvesSH).

(b) 1f 29PedR (71) — 5 predr) T — Ok > 0, continue $P shall not yield a negative reduced
cost column).

(c) ComputeZk(mm) andxX,

(d) 1f Z4(m) — 3 jc predik) T — Ok < 0, returnx and Stop X* yields a negative reduced cost
column).

(e) If x¢ is feasible for anySP with | € dsucck), let X = x*. If, moreover, Z¥(m) —
> jepred() 0j — 01 <0, returnx' and Stop ¥ yields a negative reduced cost column).

8 Lagrangian dual bounds

At each iteration of the column generation procedure, alvdlial bound on the master solution
can be obtained by Lagrangian relaxation. Dualizing cainsts (37) yields

na—l-min{%(c—nA)xgvg: %vg:R; Y vg>L* k=1..Kvyg>0geG}. (43)
ge ge geGk

Because column classes are nested, this problem admitseddiarm solution.

Proposition 8 The solution of problem (43) is

K
O(m):=ma+ S L
2

Z(m) (44)

where @ =G, L°=R, andL® are the marginal lower bounds of Definition 8.
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Proof: The result follows from Observation 7 that impli§§cqx Vg = L vk in an optimal solution
v* to (43). .

Observe that a Lagrangian dual bound can be computed evengébtumn generation procedure
falls short of solving every pricing subprobler8* defined by (42). ReplacingX(m) by a dual
boundfk(n), onSFXin (44) yields a valid dual bound foM(node)]. Observation 7 points naturally
to a pricing subproblem dual bound, (1) = ¢' (1), obtained when pricing on a predecessor class,
| € predk). Thus, provided that we enumerate the pricing subproblaiewing a breadth first
search in the associated tree of column classes, an ap@taimof 6( 1) can easily be computed at
any stage of the column generation proceduiter) := ma+ zkeefézk(n), whereG is the set of
solved subproblems and;, = L — Yl cdsucekinc L

An important property of our branching scheme is that brangchonstraints are enforced in the
subproblem, which yields stronger dual bounds than whendheenforced in the master and hence
dualized.

Proposition 9 Upon completion of the column generation procedure, thé doand (44) yields the
value of a Lagrangian dual problem whose primal formulati®n

min{y X : Y AX >ax e conyX¥) forr =p* 1 ... pK—1,k=0,..., K} (45)
r r

wherep—1 = 1, andpk = pk1 + ¥ fork =0, ... K.

Proof: Note that formulation§1(node)] given in (36-40) is equivalent to

K pk-1 K pk-1
min{ XA AXAL > g
Y Ag=1 vk,r=pkt . pK—1; A5 > 0vr,q} . (46)
geGK
By Geoffrion [9], (46) has an LP optimal value equal to tha{48). .

The Lagrangian dual problem value given by (45) is tightantthe bound given by (16) for which
the dualized branching constraints are includel il X > a.

9 Preprocessing at a branch-and-price node

The first preprocessing operation at a node consists inidgletdundant branching constraints:
keep at most one constraint per cl&@s(that with the largestX); then delete constraints for which
the marginal lower bounds‘ < 0. The remaining constraints must satigﬂﬁglfk <R, otherwise the
node is pruned by infeasibility. For the rest of this Sectiwa include in the collection of branching
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constraints, the master convexity constraint (12) witteiki= 0, lettingG® = G, S be the empty
sequence, arid’ = R— S kedsucdo) L<-

Observe that constraints defined by the collecti¢®,L*)}x—o_. k induce bounds on the value
of aggregate subproblem variables defined in (19).g Ek) and (3 g [k) define respectively
a lower and an upper bound on the value of aggregate variabBne must check that these bounds
are compatible with the bounds induced by constraints (8)(&h The latter are denoted lgy; and

gu (for global lower and upper bounds):

gi<yX <gu i=1...n. (47)
r
The current node master probleM(node)] is infeasible if
™ > guy or (48)
k:Sox;
™ < gl (49)
kSZ%

for somei.
On the other hand, if the branching constraints imply thatglobal upper bound for component
i is reached, i.e., if
—k
; L =9qu, (50)
k:Sox;

then the classes where componeig not fixed, {k : i ¢ S}, can be augmented with component
bound restrictiorx; = 0. This restriction takes the form of implied branching dosists: i.e., given a
component satisfying (50), we define a new branching constraint

vEgx) ==y L (51)
ledsucdk):93x

for all k: S # i (the notationdsucg.) is from Definition 4). Observe that constraint (51) makes
branching constrairit redundant and hence it simply replaces it. Also note thatdperation pre-
serves the nested partition property. Indeed, once alchiag constraint& : S % i are processed in
this way, all the redefined branching sequer8efor k = 1,...,K include a component bound on
(i.e., eitherx; or X;). Thus, this component can be brought in the first positioallisequences and
this guarantees that the branching constraints still defimested partition of the solution space.

Reciprocally, if the global lower bound on a componiecdn only be met by settin:gg =1linall
columns of classes,: S # i, i.e., if S ke ‘= gli , then, branching constraints; S¢ # i, can be
reset as

vgx) =t- Yy L (52)
ledsucdk):9 ox;
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and this component is placed in first position in all sequend&e refer to such preprocessing as
“further specification of column classes

Another form of preprocessing consists iteleting columnsthat are no longer needed. Note
that when clas§ is redundant, i.e., WheRycqsucgroot) LX = R, cOlumNs inG \ Uxcgsuceroor) G* can
be deleted from the formulation. Such preprocessing careberglized to any clagssuch that

L' = uk, (53)
ledsucgk)

whereUK is a valid upper bound on claksalue. Then, columns dﬁk\u|edsuc¢k) G' can be deleted.
The upper bountX can be set for instance to

min{R— L, min {gu — L}, min {R— L —agli}}.
|:|7ék,lgsuco{k) IS I:I;ék,lgs%c(k),g 5% B |:|7Ak,|¢s§c{k),s o

Note that, adk < UK, (53) implies thal® < 0, i.e., clasGX is associated to a redundant branch-
ing constraint. Hence, in our pricing procedure, we will m@nerate columns from cla&®\
Ul edsucdk) G', but we shall only consider its active subclas€@sior | € sucgk).

10 The set partitioning special case

When the master program is a set partitioning problem ofdhm {21), preprocessing is particu-
larly effective as global bounds (47) are tighgt; = gu, = 1Vi. Example 9 illustrates this on the bin
packing problem.

Example 9 The bin packing problem takes the form (21) where G is thefsstlations to a binary
knapsack problem:
X:{xe{O,l}”:ZWixi <W}. (54)
|

Letn=5 w=(6,4,3,2,7), W= 10and R= 3. The generators are:

gl|1l1 2 3456 7 89 10 11 12 13 14
/111 000O0O0OO0OO0O O O O O
X1 001111000 O O O O
x310 1 01100111 O O O O
/0011010100 1 1 0 O
x50 00000001 0O 1 0 1 O
The master LP solution i with 1 = §, U3 = Vs = 3, Vg = 3, V11 = 3, V14 = 5. Then, branching on



S=< X1,X2 > yields 3 nodes:

Nod€l) = v(X1)>3;
Nod€2) = v(xg,%)>1
Nodd3) = v(xg,%x)>1.

Preprocessing allows to prune Node(1) by infeasibility (89) for i = 1). Now, let us examine
Node(3) (the preprocessing of Node(2) being symmetricgpi@cessing detects that, as item 1 is
entirely covered by columns of clas$xg x2), we can add an implied branching constrain(x;) >
R—1=2. Similarly item 2 is entirely covered by clas$Xg, x2). Thus, the branching constraints
are redefined ag (xp,x1) > 1andv(Xz,X1) > 2. Then, class G becomes redundant and columns 2 to
7 can be deleted. Now, the master solution at Node(3)vsth Uy = 1, Vg = Vg = V11 = V14 = 3.
Assume that for separation we choose 8 X»,X1,X3,X4 >. Although|S| = 4, only three successor
nodes need to be defined according to Proposition 3. IndeedeN3.1) and (3.2) would only aim

at enumerating solutions whewxy, X1 ) < 2 which contradicts the previous constraintxz,X; ) > 2.

Hence, there remain
1

2
2

V(X2,X1)
NOdq3.3) V()_(z,)_(]_)
V(X2,X1,%3)

AVARAVARLYS

V(X2,X1
NOdq3.4) (X2,X1

V(X2,X1,X3, X4

AVARAVANLY,

V(X2,X1
Nod€3.5) Vv (X2, X1
V(X2,X1,X3, X4

PN R RN R

)
)
)
)
)
)

AVARAVARLY,

In Node(3.3), the second constraint is made redundant byhiinee Applying (52), the constraints
becomev(xz,x2,x1) > 1 and v(X3,X2,X1) > 2. The former constraint makes the problem infeasible,
as Gx3,x2,X1) = 0. In Node (3.4), preprocessing leads to redefining the bramgchonstraints as
V(X3,X2,X1) > 1, V(X3,%X2,X1) > 1 and v(x3,X2,X1,%X4) > 1. While, in Node (3.5), they take the form
V(Xq,%3,X2,X1) > 1, V(X4,X3,%2,%X1) > 1 and v (x4, %3,%2,X1) > 1. Then, Node (3.4) and Node (3.5)
have both an integer master LP solution. "

Thus, for set partitioning problems, the branching scheakeg a simpler form:

Proposition 10 When the master program is a set partitioning problem of tmenf(21), our branch-
ing scheme has the following properties (after preprocegsi

(i) LX = 1 for all branching constraints k such thaf §icludes a “setting-to-one bound”, i.e., for all
k: S > x for some .
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(ii) The tree of column classes has depth 1, with Kclasses that involve at least one “setting-to-
one bound” (each of these classes has its own set of “settirgie bounds”) and one class, say
G, that involves only “setting-to-zero bounds”; more spegifly, G' = G({X; : x; € Sfor somek €
{2,...,K}}) with Lt = R— 5K, L.

(iii) zﬁzlfk = R and hence columns of\GU,G¥) can be deleted.

(iv) A fractional solutioni satisfies all branching constraints at equality, i.2(G¥) = L for all k.
Hence, eliminating it requires further splitting an exiggicolumn class.

(v) When further splitting a column class that involves a “segtio-one-bound”, only one more
“setting-to-one-bound” is needed to identify a set S on Wwhacbranch and there are only two feasi-
ble successor nodes.

(vi) When further splitting a class that involves “setting-er@-bounds” only (& in our notation),
identifying a set S on which to branch requires at most twdtfisg-to-one-bounds” and there are at
most three successor nodes.

Proof: (i) if x € $, thenv(S) < gu = 1. Thus, the only feasible strictly positive bound_fs= 1.

(i) A class that involves a setting-to-one-bound cannot hawmaedundant predecessor class whose
definition also involves setting-to-one-bounds, becaesie would have bountdk = 1. If x; € &, then,
asLk = gu = 1, X is added to all other class definitions. In particular addingndsx; to classG
yieldsG!. By constructionG? is the only class that does not involves a setting-to-ongt@ndG!

has no successor.

(iii ) is a direct consequence @f).

(iv) In a fractional solution to the master, all column classeghateger value becausé is both a
lower bound and an upper bound on the class (even for @&8ss

(v) Assumedk: x € S, ¥(G¥) = 1, and|F¥| > 1 whereF* = {g € G*: Uj5— | U] > 0}. As all
columns inFX are different3j : j ¢ S¢such that 0< ¥(S¥,xj) < 1. Proposition 3 implies that only
two successor nodes need to be defined.

(vi) Say¥(G) = L' > 0. Letl(G¥) = {i: T e X (Vg— |Vg)) > 0}. Consider two cases: either
1(GHNI(GX) =0 forallk=2,...,K or not. In the latter case, one could branch as in ¢age But
one can also spli®!: a single setting-to-one-bound, suffices to define a s&=< St,x; > on which

to branch, as one can simply select some compoinint(G*) N 1(GX) for somek. In the former
case wheré(GH)N1(GK) =0 forallk=2,...,K, we havel(S',x) = 1 for anyi € | (G'). But, as all
columns are differenfj € 1(Gl), j #i:0< ¥(S',x,%;) < 1. Chooses=< S!,x,x; > for such pair

(i, ). By Proposition 3, descendant nodes.1 |§ — 2 need not be generated as they are enumerating
solutions wherey(G!) < L. .

With the above characterization, our branching schemedbpartitioning like problems can be
compared to the specialized scheme of Ryan-and-Fostersédeme yields 2 or 3 successor nodes
while, in Ryan-and-Foster’s scheme, the branch-and-préseis binary. However, the depth of our
tree isO(n R) while that of Ryan-and-Foster's schemeQ$¢n?) (note thatR < n). Columns can
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be deleted after branching in both schemes. The main difter¢éherefore is that the pricing prob-
lem is solved by enumerating the active subproblems in cugrse while, under Ryan-and-Foster’s
scheme, a modified subproblem is solved that can becometaibta because of the extra constraints
resulting from branching. Moreover, our intermediate laangjian bounds (44) can lead to a stronger
Lagrangian dual bound than under Ryan-and-Foster’'s schegaise we impose tighter restrictions
on the pricing problem. This is illustrated in Example 10 arfdrmally stated in Observation 10.

Example 10 Assume that we are at a branch-and-bound node defined under&hd-Foster’'s scheme
by branching constraints

v(xe,xo) > 1, (55)
V(X2,X3) > 1, (56)
V(X4,%5) < 0. (57)

Constraints (55-56) are enforced by adding=xx, and % = x3 in the subproblem while constraint
(57) amounts to addingg4- x5 < 1in the subproblem. The modified subproblem polyhedron is

X =XN{X:X1=Xp, Xo = X3, Xg+X5 < 1} .

Note that constraint (57) is equivalent to enforcingxs,Xs) > 1 or symmetrically,v (X4, xs) > 1.
Under our scheme the “equivalent” node problem could be @efiny branching constraints:

V(X1,X2,X3,%a) > 1 (58)
V(X1,%2,%3,%4,%5) > 1 (59)
V()_(la)_(27)_(37)_(4> 2 R-2 (60)

(assuming that successive branching sequences WerecSq, %o >, =< X1, X2, X3 >, and $ =<
X1,X2,X3,X4, X5 >). Then, we would have 3 subproblems with respective potghed

Xt=Xn{x:x1=x=x3=1,%=0},
XZ:Xﬂ{x:x1:x2:x3:O,x4:1,x5:0},
X3:Xﬂ{x:x1:x2:x3:x4:0}.

Note that X C X fork=1,2,3. .

Observation 9 Under Ryan-and-Foster’s scheme, intermediate dual boahd@sbranch-and-price
node take the form

6RF () = ma+RZ(m) (61)
wheref(n) is the solution of the modified subproblem and the Lagrangliaal bound has value

equal to
min{} cX : ZA)(Za,xrecon\(f() forr=1,...,R}, (62)
r r

whereX is the polyhedron of the modified subproblem.
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Observation 10 Assuming an “equivalent” set of branching constraints (legalence” is only loosely
defined by way of Example 10), intermediate bounds (44) dumi®1) and the Lagrangian dual
bound (45) dominates (62).

Indeed, for allXX used in the expression of (45), we ha{eC X (X° needs not be considered since
Proposition 10 says that clagsis redundant) and therefogg 1) < ZX(m) andconyX¥) C conyX)
for all k.

11 Extensions

The above presentation of our branching scheme assumes hipary subproblem, and a master
convexity constraint of the forri o vg = R. Extensions are possible beyond these assumptions.

First consider the case where subsystems are general mbeger programs. Then, the mapping
of Table 1 becomes a useful tool to check whether a masteti@oimplicitly defines an integer so-
lution for the original formulation (the lexicographic @ing remains well defined in the presence of
non-binary integer variables or continuous variables)u@m classes are defined by integer bounds
on the integer variables, e.gi,< [a| orx > [a]. In the mixed integer case, it is indeed sufficient
to impose integrality condition on integer subproblem ables (see [24]). A “component bound se-
guence”S, is a sorted list of triplets including the index of the inkegomponent, the sense of the
inequality (upper or lower bound), and the value of the bouHate extension of routine “Separate”
of Table 2 implies choosing a bound value for a fractional pejbcomponent; (a balanced partition
of the column set can be achieved by selecting the mediarm wdlthose encountered in fractional
columns); moreover, one must leave the indes a potential component for further separation in
the recursive calls to “Separate”. For the preprocessirgection 9, the lower and upper bounds on
aggregate variables take the fo@kbﬁ‘fk) and (sz:(Ek), wherebf andE:( define respectively the
value of the lower and upper bounds xrin column clask. When the class defines no component
bound onx;, the default bound values (5) are used.

In the case of convexity constraints of the fotnx § 4. vg < U, one needs to check whether
v(G) is fractional. If so, branching starts by fixing the numbercofumns used in the solution.
Then, in Definition 3, the branching scheme based on comp@eeuence must include an extra
node defined by a branching constraint of the far(®) < L° — 1, which yields|S| + 2 descendant
nodes. The separation routine of Table 2 shall then retass@ as the branching set as long as
v(G) ¢ N. Standard disjunctive branching on cl&smplicitly serves the purpose of enumerating
different possible values fdR. As Proposition 2 holds for each of thoRethe result extends to the
case of convexity constraints of the fotm< 4. vg < U.
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12 Numerical Testing

The proposed branching scheme is implemented in our gelmench-and-price code prototype
namedBaPCod[23]. The current implementation is relatively basic: itdmot include all the pre-
processing features of Section 9 and does not exploit catipatdone at previous branch-and-price
nodes (column class tree, ILO sorting, and the like are caetpfrom scratch). Computing times
also include important overhead for several validity chegkh as previous existence of generated
columns. Tests on the cutting stock problem (CSP) and itsispease, the bin packing problem
(BPP) have been carried on a PC bi-pro dual-core Intel(Rn(epX5460 3.16GHz with 16GB of
RAM under Scientific Linux 5.0. This preliminary experimation illustrates the fact that our pro-
posal is not just a theoretic scheme, but one that behaa&/ety well in the computational practice.
In particular, our results show thét our non-binary branching tree does not grow too large in-prac
tice (as predicted by our theoretical arguments) when coemgea more “standard” binary scheme,
(i) that the routines used for the separation of fractionalt&nis are not too cumbersome (although
our rough implementation becomes time consuming on largbl@ms), andiii ) that the increase
number of calls to the pricing oracles is significant, butrésulting increase in overall time spent in
the oracle does not grow in the same proportion as these axdpg@roblems are easier (this does not
show in the numerical results provided below because watrépe spent in the pricing procedure of
Table 6 which, in our basic implementation, includes ovadchier managing the tree of subproblems).

To benchmark our results, we compare them with the closesthalive branching scheme that
could be used for the CSP and the BPP. Of course, the effic@recypranching scheme is very sen-
sitive to parametrization (branching priorities and dii@ts). We did not attempt to optimize the
parametrization, but we use the same framework for all cois@as. Moreover, we do not make any
use of primal heuristics and rely only on the branching sahé&rproduce integer solutions. A full
blown comparison/competition between the branching selsegpnoposed in the literature for these
problems would require competitive implementations ugheysame framework, parameter tuning
and combination with primal heuristics. This is beyond tbepe of this paper. Our numerical exper-
iment only aims at demonstrating the practical viabilityoaf theoretical proposal.

The standard column generation formulation for the bin pagkroblem is given in Example 9.
Its generalization to cutting stock problem involves imegght-hand-sides; € N for the master
constraint and a bounded integer knapsack as pricing proble

max{z TEX : zWiXi <W;0<x <u =min{d, BIV—YJ}VLXG N"} (63)

that can be transformed in a binary problem with class bogatd [

n _ n _ N
max{z_zlnizlxij ; Zzlwi 2! xij <W, _lelxij <ui Vi, xj € {0,1}Vij} (64)
i= i= i=
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wherex;; = 1 iff the binary component of multiplicity/2associated to iterhis selected, and; =
[log,ui | + 1. If one uses the latter extended formulation, one can brasimg standard binary dis-
junctive branching constraint of the form

g;xigj vg<lal or Q;X% vg > [a]. (65)

Constraints (65) enforce the integrality of the values @fragate variablesj. They induce modified
item costsgj # 7§ 21, Problem (64) can be solved using the branch-and-bounditgoof [21] that

can handle item costs; # 75 21 (the algorithm is a generalization of the standard brandzound

approach for the 0-1 knapsack of Horowith and Sahni).

We compare the branching scheme of this paper to branchiedgh) that was experimented in
[18]. In theory, this rule alone does not suffice to obtainrdager solution; but experimentally it does
for some instances. When it does not, [18] completes it byeraomplex rules of the generic scheme
of [19], but these lead to pricing problem modifications. ¢jere shall simply stop the algorithm
when no more branching constraints of the form (65) can badayven though the solution might
still be fractional. The size of the branch-and-price tretamed so far defines a lower bound on what
would be the size of the complete tree. When (65) suffices hieae integrality, our comparative
results show that the size of branch-and-price tree oldairi the newly proposed scheme is of the
same order of magnitude. The same remark holds for compitirives.

Table 7 presents our numerical results for the CSP. We cantpeee branching schemes.) We
use branching rule (65), which we denoted AG. Notation A@neto branching on the aggregate
value of the original variables(ii) We apply the scheme of the present paper, setting component
bounds on binary variableg; from the above 0-1 form (64) of the knapsack subproblem, whie
denote CSY;). Notation CS refers to Component bound Sequeiidig. We apply our new scheme
setting component bounds directly on integer variaklgahich we denote CS() (we implemented
the extension of the branching scheme to the non-binaryasadescribed in Section 11). We use the
same oracle (the branch-and-bound algorithm of [21]) ithe#e cases, setting the knapsack pricing
problem in the form (64) although we could use a standardrpioainteger knapsack solver when
using the scheme of the present paper. The master is ingthlvith artificial columns (vectors of
the canonical basis associated with the item covering caingt) in all cases. Note that, for the CSP,
the master formulation does not include convexity constr@di2). Hence, we have implemented the
generalization of our branching scheme by which we first thieonv(G) if the latter is fractional.
The only feasible branch is the round-up branch, wigye; vy > R= [Z'%] *.

For our test we use the randomly generated instances of Th&}e are 6 classes of instances char-
acterized by the item weight distribution and the averagia ilemandi;: for class 1w ~ U [1,7500,
di ~U[1,100, and hencel = 50; for class 2w ~ U[1,5000 andd = 50, for class 3w ~ U [1,250Q
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andd = 50; for class 4aw ~ U [500 5000 andd = 50; for class 4bw ~ U [500 5000, d; ~ U[1, 200,
and hencel = 100; for class 5v ~ U[500 2500 andd = 50. In all cases, the knapsack capacity is
set toW = 10000. There are 20 instances per class with 50 items (the data are available on
http://hal.inria.fr/inria-00311274/fr/). Class 5, thatvolves medium size items, is the hardest for
branching. For this class, we proceed to increase the nuafilitems up ton = 200, withd = 50, to
show how the performance of our scheme evolves with therinstaize. The associated results are
average over 10 random instancesrfar[60, 100 and 5 instances for> 100. In all these tests, when
selecting variables for branching, priority is given to twenponent with largest width weighted by
its fractional part and bound value, i.e., priofigyw; = (X — [ X |) * [Xi]. The branch-and-price tree is
searched using depth first priority amongst node with thermim dual bound.

Table 7 presents the average results for each class or deetalble reports the branching rule
used br-rule), the number of node$10d in the branch-and-price tree, its deptief), the best dual
boundDB), the number of calls to the orackp, the number of columns generatéQl), the time
spent in solving the mastaMAST) with Xpress-mp LP solver [26], the time spent in the pricprg-
cedure of Table 6tEP), the time spent for separation in subroutine ExpldEeXj, the overall time
(tTotal), and the number of instances solved to integer optimalityod 20, or 10 whem > 50, or 5
whenn > 100 (this number is in bold face when some instances coulth@sblved to optimality).
Time units are ticks (1 tick = ﬁ of a second). The comparison between branching rule CS and AG
is somewhat biased by the fact that under AG the hardestgrabhave not been solved to integer
optimality. Nevertheless, it seems to indicate that the sizhe AG branch-and-price tree is at least
of the same order of magnitude than that with B8§ranching. Comparing C%() to CS;) shows
that the extension of our new scheme to the integer case gseeto a scheme with good practical
performances. The size of the branch-and-price tree vianroes widely from one instance to the next
one under CS(j): in the casen = 100, the node limit of 10000 was reached for 2 instances out of
10. We experimented C&] on larger instances. The average tree size is not striatheasing with
n because of the variations that arise from one instance toekie

On pure bin packing instances (whén= 1 Vi), the above branching rules Gg{ and CSx;)
are the same, sinoe € {0,1} in the knapsack subproblem, whi#&s does not allow any cutting of
fractional solutions. The only branching scheme proposétie literature for the BPP that does not
require any specific oracle is the approach of [25], but itesaffrom a symmetry drawback. Instead,
we reformulate the BPP as a Facility Location (FL) problem:

n n n
min{}y xi : Y xij =1Vj, ¥ wjxij <W xi,xj € {0,1} V(i, )},
i; i i; ] jzl JN) 1]

wherexj; = 1 if item j is in the same bin as iteiis only defined ifi < j andx;j = 1 if a bin labelled
by itemi (seen as a facility) is open. The master is setup in the fopmw{@ n binary knapsack
subproblems of decreasing size. Branching is then perfdromethe value of aggregate variables
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inst-size/class br-rule | nod dep DB #Sp  #col| tMAST tSP tEX  tTotal| opt

AG 45 30| 992.3 165 132 27 36 104| 12
n=50,C1 | CS() 33 30| 992.3 185 135 13 42 0 91| 20
CS) 36 35| 992.35 153 137 13 37 1 85| 20
AG 343 149| 635.5 586 180 419 138 980, 3
n=50,C2 | CSk;) | 148 143| 635.5 535 249 67 405 29 929 20
CS) 140 137 635.5 356 232 84 202 20 610 20
AG 911 245| 317.05| 3217 333 2144 291 6207 1

n=250,C3 | CSkj) | 277 243| 317.05| 4778 718 256 3538 92 5672 20
CS) 270 260| 317.05| 3825 742 303 1525 87 3715 20

AG 93 65| 690.9 180 146 76 144 317 7
n=50, C4a | CSj) 82 79| 690.9 221 170 37 251 9 428 20
CS) 74 72| 690.9 231 169 38 237 7 391 20
AG 119 86| 1381.1 184 148 83 216 426| 14
n=>50,C4b | CSk;j) | 114 91| 1381.1 229 161 39 309 12 566| 20
CS) 100 98| 1381.1 187 160 38 263 10 459 20
AG 305 204| 372.6 617 277 450 98 960 O

n=250,C5 | CSkj) | 455 190| 372.6 3584 521 300 2911 116 6318 20
CS) 260 245 372.6 5060 649 355 2392 82 4460 20

AG 401 269| 4504 669 340 701 154 1514 O
n=60,C5 | CSkj) | 251 235| 450.4 4075 673 304 5740 105 7879 10
CS) 321 308| 450.4 7110 811 527 3485 173 7451 10

AG 436  304| 525.8 722 414 952 193 1995 O
n=70,C5 | CSkj) | 340 296, 525.8 6692 811 492 9210 231 13393 10
CS) 346 341 525.8 5530 923 662 6598 246 11577 10

AG 453 312| 609.8 801 481 1275 268 2568 O
n=280,C5 | CSk;) | 378 337 609.8 6504 996 789 14127 315 20452 10
CS) 417 389| 609.8| 15128 1173 1308 10726 396 19166 10

Oy IO

AG 521 370| 681.8 982 558 1695 369 3411 O
n=90,C5 | CS;;) | 1113 377| 681.8| 14142 1184 1601 22651 923 51938 10
CS) 504 481 681.8| 17875 1430 1902 11562 681 26225 10

AG 560 391 764.3 991 617 2268 454 4309 O
n=100,C5 | CSf) | 1946  430| 764.3| 36212 1335 4245 40968 2589 141981 8

CS) 496  489| 764.3| 20084 1637 2230 19401 874 36268 10
n=120, C5 | CS) 605 588| 925.4| 21925 2123 3767 30854 1452 5969 5
n= 140, C5 | CS) 997  777| 1095.2| 146900 3158 8778 67536 4030 18544p 5
n=160,C5 | CS{) | 1186 912| 1252.4| 112044 3681} 9475 81810 5551 205453 5
n=180,C5 | CS{) | 1227 1106| 1395.6| 283865 4451 16215 105542 9658 356423 5
n=200,C5 | CSk) | 1036 1025| 1558.6| 111334 4109 14273 94214 11375 305741 5

Table 7: Comparative results for Cutting Stock Problems
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xij of this extended formulation. This approach is denoted by T the best of our knowledge,
the FL approach has not been tested in previous work reportid literature. Computational tests
are carried out under the same framework as for the CSP (satiadization, no primal heuristics,
depth first search amongst nodes with minimum dual bound)leTé reports average comparative
results on 10 randomly generated instancesfer100 ton = 250, 5 randomly generated instances
for n= 300, and 3 randomly generated instancesifer350. The item width is drawn uniformly in
[500,2500 andW = 10000 (class 5); all items are different. The comparisowben the CS scheme
and the FL approach shows that the new scheme brings a sagtifeduction in tree size, number of
subproblems that are solved and computing time.

inst-size| br-rule | nod dep| DB #Sp| tMAST tSP tEX tTotal| opt
n=100| CS 27 26|155| 1411 630 113 5 1583 10
n=100 | FL 70 69|155| 7491 1005 310 5367 10
n=150| CS 39 38| 23 2857 3220 284 11 7026 10
n=150| FL 104 103| 23| 19037 4488 1485 25337 10
n=200| CS 51 50(30.5| 5045 15197 608 23 26966 10
n=200 | FL 148 147|30.5| 40079 20871 10272 89749 10
n=250| CS 63 62|38.2| 8095 46682 1184 35 79865 10
n=250| FL 185 184| 38.2| 45507 31996 6106 108008 10
n=300| CS 72 71| 46| 11090| 186470 1765 49 233832 5
n=300| FL 237 236| 46| 116783 165018 306455 768864 5
n=350| CS 85 84|54.3| 17858| 588988 3270 72 719174 3
n=400| CS 96 95|61.6| 20409| 1796555 4393 98 1955008 3

Table 8: Comparative results for Bin Packing Problems.

Conclusion

A generic branching scheme has been detailed herein for liee applying a Dantzig-Wolfe de-
composition approach to a problem with identical subsystefe pricing problem after branching
decomposes into independent subproblems associatedaeithcelumn class, each of which can be
solved with the oracle provided for the pricing problem o thot node. The scheme relies on four
novel featuresy(i) a dynamic nested partition of the generator $ié},an implicit grouping of sub-
sytems to avoid individuatindex that yield symmetryjii ) an exclusive use of branching constraints
that enforce lower bounds on column classes to guarantedyagmoial number of active column
classes (the disjunction may require more than two brafched(iv) a tree-search enumeration of
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active pricing subproblems that may allow pruning or eaéynrtination. The proposed branching
scheme is shown to have good theoretical properties botrinst of achieving integrality (as each
branching constraint amounts to fixing implicitly some aéte in the original formulation) and in
terms of improving dual bounds (the Lagrangian dual boumdshown to be equivalent to solving
an LP where both sets of subproblem constraints and bragduinstraints are convexified). The
worst case size of the branch-and-price tree is not worstifltme had implemented branching in the
compact space of the original variables.

Preliminary computational testing on cutting stock and ficking problems seems to indicate
that the proposed scheme is a practical way to get to iniggvethile not modifying the structure of
the pricing problem and avoiding symmetry. Observe thatygmesvious approach for these problems
required either to modify the pricing problem or to work inetended variable space (and required
a specific pricing problem solver). These computations #lisstrate that the generalization of the
proposed scheme to the case of a non-binary integer sulepnadohd generalized master convexity
constraints works fine.

Our generic scheme assumes that adding bounds on the sldémpradriables does not impair its
solution. In some applications the oracle cannot handle@®won the subproblem variables and fix-
ing some variables may destroy the subproblem structurixfag an arbitrary arc in a constrained
shortest path subproblem). However, there might be ad-feyswo get around this issue by be-
ing more prescriptive for the selection of branching setr iRstance, the so called “path-splitting”
branching rule used for multi-commodity flow in [1] or for tMehicle Routing Problems with split
delivery in [8] can be understood as a special case of ounseheéhere one branches on a subset of
binary variables associated with arcs, while enforcingriatdbranching priorities inversely propor-
tional to the depth from the source node. Branching comggdhat bound the number of paths using
a common start are consistent with the use of a resourceraoresd shortest path oracle.

Notes

1There is a technical remark regarding our theoretical tesuthe size of the branch-and-price tree: we proved that
the depth of the tree is polynomial mandR, but, for the CSPR is not polynomial in the input size. Thus, the so-called
original formulation in its form (2-6) is not compact neith&hese considerations remain theoretical. In fact, thralyer
of different cutting patterns used in an optimum soluti@b,us denote iR/, is polynomial in the input size as proved in
[7]. R is much smaller thaR when item demandd are large. To satisfy the theoretical need for a polynoneak of
the branch-and-bound tree, we could use an alternativenatifprmulation that is compact and an associated Dantzig-
Wolfe reformulation with a polynomial number of columR§ where a column is defined by a cutting pattern and its
multiplicity in the solution [20]. Even without going thrgh this alternative approach, the depth of the branch-aice-p
tree will be experimentally ifD(nR). There are typicallyO(R') non-zero variables in master solution and non-agro
have value much larger than 1. Hence, (Bd.)-frames defined through branching tend to have a large witdteasure
the covering of several components at a time (and implicitly fix them to an integetejl
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