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Abstract: In this report we study hard real-time systems composed pégent
strictly periodic preemptive tasks in the monoprocesseecaAlthough preemptive
scheduling algorithms are able to successfully scheduteessystems that cannot be
scheduled by any non preemptive scheduling algorithm,dlseaf preemption may not
be negligible. Therefore, its exact cost has to be explictinsidered in the schedu-
lability conditions in order to avoid wasting resources @mdvide safety in terms of
guaranteeing the right behavior of the system at run-timecaBse we are interested
in hard real-time systems with precedence and strict pmitydconstraints where it is
mandatory to satisfy these constraints, we have alreadyrsiroa previous work how
to tackle this problem for systems composed of harmonicsta3iwo main contribu-
tions are presented in this report. First, we generalizgpogrious results to the case of
systems with periods that are not necessarily harmonicor®kave provide a neces-
sary and sufficient schedulability condition which take® iaccount the exact number
of preemptions for a system with such constraints when reotidie is allowed.
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icity constraint.
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Résune : Dans ce rapport nous étudions le probléeme d’ordonnancedans les
systemes en temps réel durs composés de taches dependiictement périodiques
dans le cas monoprocesseur. Bien que les algorithmes dineshiwement préemptifs
soient en mesure d’ordonnancer certains systemes ne pi&tve ordonnancables par
n’importe quel algorithme d’ordonnancement non préefmigticolit de la préemption
peut ne pas &étre négligeable. Par conséquent, son xaét @oit étre explicitement
pris en compte dans les conditions d’ordonnancabilité dfviter les gaspillages de
ressources et de fournir la garantie du bon fonctionnemergydgtéme lors de son
exécution. Nous nous intéressons, dans ce rapport, dydtsmes temps réel durs
ayant des contraintes de précédence et de périodicitées ou il est obligatoire de
satisfaire ces contraintes. Nous avons déja montré diapsécédent travail comment
aborder ce probleme pour les systemes composés desthahmoniques. Deux princi-
pales contributions sont présentées dans ce rappormi&@ment, nous généralisons
nos précédents résultats au cas des systemes tenhpsi lés périodes des taches ne
sont pas nécessairement harmoniques. Deuxiememers,foornissons une condi-
tion d’ordonnacabilité nécessaire et suffisante qungren compte le nombre exact de
préemptions pour un systeme avec de telles contraintsgue les temps creux ne sont
pas autorisés.

Mots-clés : condition d’ordonnancabilité, algorithme d’ordonnantent, systemes
temps réel, colit exact de la préemption, nombre exact@enptions, contrainte de
précédence, contrainte de périodicité stricte.
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1 Introduction

Scheduling theory as it applies to hard real-time enviromsigvith precedence and
strict periodicity constraints — environments where thiife to satisfy any constraint
may have disastrous consequences [1, 2, 3, 4] — seems dytiebe enjoying a re-
naissance. The most widely studied problems concern dansaich as automobiles,
avionics, mobile robotics, telecommunications, etc, amutcern periodic non preemp-
tive tasks [5, 6, 7]. Although preemptive scheduling altforis are able to successfully
schedule some systems that cannot be scheduled by any reinyinee scheduling al-
gorithm, the cost of preemption may not be negligible. Tfemee when preemption is
allowed, its exact cost has to be explicitly considered exdthedulability conditions in
order to to avoid wasting resources and provide safety msef guaranteeing the right
behavior of the system at run-time. In this report, we adslthe scheduling problem
of hard real-time systems composediependent, strictly periodic,preemptive tasks
in the monoprocessor case. The strictly periodic condtiaiplies that, for such a sys-
tem, any task starts its execution at the beginning of iteodavhereas the dependence
constraint implies that any task cannot start its execui&fore the end of another task
preceding it. We assume here that no jitter is allowed at #ggriming of each task. To
clearly distinguish between the specification level andhisociated model, we shall
use the ternoperationrather than the commonly useth$K [8] which is too closely
related to the implementation level.

For systems with the above-mentioned constraints, in [9pvexed that some of
them can be eliminated because they are definitely not stitdduthen we solved
the problem for systems with harmonic periods [10]. Here, we first generalize
these results to the case of systems with periods that arequassarily harmonic.
Then, we provide a necessary and sufficient schedulabditglition which takes into
account the exact number of preemptions for a system with sanstraints when no
idle time is allowed. That means the processor always ege@r operation if there
is one to execute. Indeed, even though the cost one preemption — the context
switching time including the storage as well as the resionadf the context that the
processor needs when a preemption occurs — is easy to knaavdiven processor,
it remains a challenging problem to count the exact numbgreémptions of each
instance for a given operation [11, 12, 10]. As in [13], we sider only predictable
processors without cache or complex internal architectie consider a set af
strictly periodic preemptive operations1 <i < n with precedence constraints. Each
operationt; is an infinite sequence of instanc%sik, k € NT, and is characterized by
a Worst Case Execution Time (WCET), not including any approximation of the
cost of preemption, as is usually the case in the classiedttime scheduling theory
[14, 15, 16, 17], and a periofl. Regarding the constraints, we have the following
information.

Theprecedenceconstraint is given by a partial order on the execution ofdper-
ations. An operation; preceding an operatior) is denoted bytj < 1j which means
thats < s, vk > 0 thanks to the result given in [6]. In that paper it was protreat
given two operations; = (C;, Ty) andtj = (Cj, T)):

Ti <1 =T <Tj

1A sequencéa; )1<i<n IS harmonic if and only if there existg € N such thai;+1 = ¢;. Notice that we
may haveg.1# g Vi€ {1 ,n}.
2Throughout the report all subscripts refer to operationenehs all superscripts refer to instances.
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Since for two operationg = (G;, Ti) andt; = (Cj, T;) we havet; <1, =T < T},
then the operations must be scheduled in an increasing ofdaeir periods corre-
sponding to classical fixed priorities [10, 6]. We re-indgeaations in such a way
thatty < 12 < --- < Ty, that is to sayr; precedesy, 12 precedess and so on. In the
context of this report we shall use the term “level” rathaarttpriority, level 1 which
corresponds to operatian being the highest, and levelwhich corresponds to opera-
tion 1, being the lowest.

Thestrict periodicity constraint means that the start tingésnds<"* of two con-
secutive instances corresponding to operatioare exactly separated by its period:
1 _ & =T, vk > 0. The instance started at tinsg+ kT hass® + (k+ 1)T; as its
deadline, i.e. the start time of the next instance.

For such a system of operations with precedence and strictdigty constraints,
we propose a method to compute on the one hand the exact nainperemptions,
and on the other hand the schedule of the system when norit#ediallowed, i.e. the
processor will always execute an operation as soon as itsisilgle to do so. Although
idle time may help the system to be schedulable, when noiidiis allowed it is easier
to find the start times of all the instances of an operatiomrting to the precedence
relation.

For the sake of readability and without any loss of genesalibm now on, al-
though it is not entirely realistic, we will consider the ta$ one preemption for the
processor to be = 1 time unit in all the examples. This high cost of preemptions
terms of the execution time of operations is used to illusttlae impact of not counting
the preemptions correctly. In addition, it is worth notigithat the analysis performed
here would work even if the preemption cost were not a constan

The remainder of the report is structured as follows: secBiaescribes the model
and gives the notations used throughout this report. Se&tjerovides the definitions
we need to take into account the exact number of preemptiottsei schedulability
analysis presented in section 4. That section explainstailden the one hand, our
scheduling algorithm which counts the exact number of ppg@ms and, on the other
hand, derives the new schedulability condition. The cowipleof our algorithm is
discussed in section 5. We conclude and propose future wa&dtion 6.

2 Model

The model depicted in figure 1 is an extension, with preemptibour previous model
[1] for systems with precedence and strict periodicity ¢omets executed on a single
processor.

Throughout the report, we assume that all timing chareastiesi are non negative
integers, i.e. they are multiples of some elementary timierual (for example the
“CPU tick”, the smallest indivisible CPU time unit);

T1i = (G, Ti): an operation,

T;: Period offt;,

Ci: WCET of1; without any preemption approximatio@, < Tj,

a: Temporal cost of one preemption for a given processor,

t®: Thek!" instance ofi;,

NE(Tik)Z Exact number of preemptions ofin t¥,

C'=G+ Np(rik) -o: Preempted Execution Time (PET) nfincluding its exact pre-
emption cost irtk,

INRIA
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Cr=C, CH'=C, + 2«

Operation T,

IW

0 sk sk

Rk Rk

Instance k Instance k+1

Figure 1: Model

: Start time of the first instance aof,
=+ (k—1)T;: Start time oft,
RK: Response time af,
Ri: Worst-case response time 6f

In order to be consistent with the previous section, giveeteaogn operations, a
valid schedules for the system taking into account the exact number of preiemp
will be yielded by the set of the start times of the first instaifor all operations:

5:{(8973205582)} 1)

Indeed, the start time of tH& instance of any operatian is derived from the start
times? of the first instance thanks to the strict periodicity coastt: § =+ (k—1)T,.

It is worth noticing that since all the operations except dne with the shortest
period w.r.t. the precedence relations may be preemptedetiecution time of an
operation may vary from one instance to another due to thebeumwf preemptions.
Therefore, theoreempted execution tinfPET) [13] which corresponds to the WCET
augmented with the exact cost due to preemptions for eatanios of an operation
may also vary from one instance to another. ConsequentyP&T denote€X for

instancerik of operatiort; depends on the instance and on the number of preemptions

occurring in that instance. Its computation will be detzhitelow.

Because we intend to take into account the exact number efptions, and be-
cause all operations may be preempted, except the first ane the one with the
shortest period, all instances of all operations must beaidened since the number of
preemptions may be different from one instance to another.give a schedulability
condition for each operation individually according to ogt@ns with shorter periods.
For each operation, our scheduling algorithm first provittesstart time of the first
instance, then computes the exact number of preemptiorisgiance. This individual
operation analysis leads, at the end, to a schedulabilitdition for all operations.

It has been shown in [1, 6, 10] that systems with precedengsisict periodicity
constraints repeat identically after a time called llyperperiodwhich corresponds to
the Least Common Multiple (LCM) of the periods of all the cgtérns.

RR n° 6610
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3 Definitions

All the definitions and terminologies used in this sectioa directly inspired by [13]
and are applied here to the case of a model with precedencgttécigperiodicity con-
straints.

From the point of view of any operatian, we define théayperperiod at level,iH;,
which is given byH; = LCM{T; }TjESp(Ti)l wheresp(T;) is the set of operations with a
period shorter than that of operation It is obvious thaH; time units after the first
start times? of operationt;, the start time of the next instance is exactly the same as
that ofa0 w.r.t. the start time of the first instances of operationpdingt;. This
characteristic derives from both the precedence and tie periodicity constraints.
Without any loss of generality we assume that the first opmrag starts its execution
at timet = 0. Since at each levékthe schedule af; repeats indefinitely, it is sufficient
to perform the scheduling analysis in the interfefl S + H;] for t; and[0, 3 + Hy] for
the whole set of operations. Thereforgstartso; times in each hyperperiod at leviel
starting from 0, with

o — i _ LCM{T] }Tjesp(n) 2
T T
Because operation may only be preempted by the set of operations with a period
shorter thart; denotedsp(t;), then there are exactty; different PETs for operatior;.
In other words, from the point of view of any operationwe can define the function
T Nt x Nt — N*% x N*, wherer(G;, Ti) = m(1;) = ((C,C?,---,C”), i), which
maps the WCET; of operatiort; into its respective PETK in each instancel when

Tj is schedulable. Consequently, we definedkact total utilization factoto be

Uﬁ:iol. (kz Ck) un+zl (c' Ny(t) -0 ) 3)

n .
whereU, = zi% Therefore, the exact cost due to preemptions incurreddgyhtem

8”_210|<(: Np Ti ) )

For a given set oh operations, we define thexact total utilization factor at level
1< j<ntobe

RS e

Because of the precedence constraints among operatioriseandse we proceed
the schedule from the operation with the shortest periocitds/the operation with the
longest period. At each level of the scheduling process tiaig to fill available time
units in the previous schedule thus far obtained, with slafghe WCET of the current
operation taking into account the exact number of preemptiand hence we obtain
the next current schedule. Consequently, we representréviops schedule of every
instanc:erik of the current operation = (C;, T;) by an ordered set &f time units where
some are already executed because of the execution of immsratith shorter periods

is

INRIA
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relatively to<, and the others are still available for the execution of apenTt; in that
instance. We call this ordered set which describes the statach instancel the Ak
Ti-mesoid We denote a time unit already executed by @reihd a time unit still avail-
able by an &”. The switch from ara to ane represents a preemption if the WCET of
the current operation is strictly greater than the cardifisthe sub-set corresponding to
the first sequence @ Depending on the remaining execution time while fillingikva
able time units, this situation may occur again leadingdfee to several preemptions
which themselves may result in causing others. The cardinalsub-set correspond-
ing to a sequence of consecutive time units already exedsieglled aconsumption
It will be denoted by its value inside brackets. We enumetadesequence of available
time units according to natural numbers. This enumerasodane from the end of
the first sequence of time units already executed in thaamtgt. Each of these natural
numbers corresponds to the number of available time umiteghe end of the first con-
sumption. They represent all the possible PETs of the operander consideration
in the corresponding instance. Each of these natural nwsrapés called anavail-
ability. For example, the 13-mesof@, e e a,a,a,e e a,a,e a,a} will be represented
by{(3),1,2,3,(2),4,5,(1),6,7}, (3),(2),(1) are consumptions and2, 3,4,5,6,7 are
availabilities. More details on the definition offamesoidare given in [13].

From the point of view of the current operation= (C;, T;), there are as marij-
mesoids as instances in the hyperpetipéet leveli, because operatian may only be
preempted by operations 8(1;). Therefore, there are; Ti-mesoids inH; which will

form a sequence df -mesoids. We calLP = {fMiM, M2 .. ,Mibpi} the sequence

of g; Ti-mesoidsbefore 1; is scheduled in the current schedule. The process used to
build the sequenc&lb of operatiorm; will be detailed later.

Still from the point of view of operation;, we define for each mesoitﬂ[ib’k,l <
k < o; of sequence? the correspondingniverse X to be the ordered set, compatible
with that of the corresponding mesoid, which consists offadlavailabilities offMib’k.
That is to say, all the possible values tttcan take iml/[ib’k. Recall thatCk denotes
the PET oft; in ¥, thek™" instance of;.

Operatiorm; will be said to bepotentially schedulabli# and only if

CeXx< vke{1,---,0i}
(6)

Mib’kstarts with an available time unit
foreachk € {1,--- 0}

The firsto; equations of (6) verify tha€; belongs to each universe at leveThen,
the nexto; equations verify that evergA\/[ib’k starts with an availability as no idle time
is allowed. These verifications are necessary for the sigdbdicity constraints to be
satisfied. As a matter of fact, if h-mesoid starts with a consumption it is not possible
to fill the previous schedule with slices of the WCET of thereut operatiort; taking
into account the cost of preemption as it belongs to a lowezl lthan those already
scheduled w.r.k. Therefore its start time is postponed to the end of the cnpsion
in the previous schedule, and thus does not satisfy the peitodicity constraint of
Ti. In this case the system is not schedulable. Notice that wismsituation arises the
three non schedulability conditions given in [9] hold.

SinceC; € {1,2,---,Ti}, V1 <i < n, let us define the following binary relation on
each instance.

RR n° 6610
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R : “availability &, leads to the same number of preemptions as availakiljty
ailaaiz € {1527 3T|}

R _is clearly an equivalence relation @t, 2, --- | Ti} (reflexive, symmetric, transitive).
Now, sincexik c{1,2,---,Ti},V1<k<ajthusR is also an equivalence relation on
XK, V1 <k <o and eactx¥ k= 1,--- ,0; together withg_is asetoid®. From now on,
we consider only the restriction & on Xik, k=1,---,0; becausé(ik represents all the
available time units in instana¥.

EachT;-mesoid consists of a sequence of time units already exg,digeconsump-
tions, due to the schedule of operations with shorter psritallowed or preceded by
a sequence of times units still available, i.e. availabgit Actually, if G fits in the
first sequence of consecutive availabilities ifijanesoid, then no preemption occurs.
Since each switch from an available time unit to an alreadgated time unit possibly
corresponds to a preemption, then according to the valGes#veral preemptions may
occur. Among the possible values tiatcan take, those which will lead to the same
number of preemptions will be said to be equivalent w.r.tRtoand thus will belong
to the samequivalence classTherefore, thequivalence classes each universe cor-
respond to the subsets of availabilities determined by twisecutive consumptions in
the associated mesoid.

Since we proceed the schedule from the operation with theesiperiod to the
operation with the longest period w.r.t. the precedencatimais, it is obvious that the
start time of the first instance’ of operationt; occurs at least after the end time of
that of operatiortj_; in order to satisfy the strict periodicity constraint. Mom‘.=r,s,|O
occurs as soon as possible since no idle time is allowed. dtter ktatement implies
that operatior; startsA;j_; time units after the start timxa,‘[l of the first instance of
operatiortj_1. The computation of\_1 will be detailed later on. Already, it is worth
noticing thatA_1 is longer than or equal to the response time; of in its first instance
because when the last piece of the PET;of fits exactly a sequence of consecutive
availabilities, then the start time of the first instancea;aé postponed. Hence, we can
derive the first start time of any potentially schedulablemagiont; as thesum of the
start timeéj_1 of the first instance of operatian_1 andA;_1.

L= ,+A 1 Vie{23---n} )

When equation (6) holds for a given operatipywe call
Lia _ {"7‘/46,17 "7‘/[ia,27 . Ma,oi }

the sequence af; Ti-mesoidf operatiort; after 1; is scheduled£? is a function of
LP which itself is a function ofZ2 ,, both detailed as follows.

Thanks to everything we have presented up to now, we can @ssithout any loss
of generality that the start time of the first instance of tperation with the shortest
period, herery, starts its execution at tinte=0, i.e.s} = 0.

Let f be the function such that? = f(£2 ;) which transforms the sequencg ;
of 0;_1 Ti_1-mesoids after operation_; has been scheduled at leve} 1 into the
sequenca&lb of o; Ti-mesoids before operatianis scheduled at levél

As mentioned above, a mesoid consists only of time unitadirexecuted denoted
by “e” and time units still available denoted by “a”. Moreomhe cardinal of a mesoid
is equal to the period of the operation under consideratibatever the level is. As

3A setoid is a set equipped with an equivalence relation.

INRIA
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such, the functiorf transforms a time unit already executed (resp. still alsdlgin the
sequence.? ; into a time unit already executed (resp. still availablejhe sequence
L,b by following an indexy which enumerates according to natural numbers, the time
units (already executed or still available) in the sequefjtg of operationt;_; after

Ti_1 is scheduledy starts from the first available time unit of the first mes@iﬁfji

towards the last time unit of the last mesaid>]" %, and then circles around to the

beginning of the first mesoiﬂ/[iﬂ again, until we get the; Ti-mesoids ofLIb. During
this process each timg = T;, a Ti-mesoid is obtained for the sequeng® and then
the nextTi-mesoid is obtained by starting to count again from the riee unit to the
current one. Indeed, the previous schedule at ley#ie schedule obtained at level
i — 1) consists oH;_; time units whereas the schedule of the current operatidsn
computed upoii; time units after the start time of its first instaré,b That amounts
to extending the previous schedule fréin 1 to H; time units by identically repeating
the previous schedule as often as necessary to otdime units.

Due to the precedence and strict periodicity constrairsca thatp in contrast to
index{ used in [13] which started from the first time unit, startafirthe first available
unit of the firstTi_;-mesoid as no idle time is allowed. The value/pf; is therefore
the consumption before the first available time unit in thgusmceL? ; of operation
Ti-1.

SinceT; is the operation with the shortest pericgf(t1) = {11} and thuso; =

H . .
?1 =1 thanks to equation (2). Moreover, becaugas never preempted, we have
1

o ={at} = (1.2 T} andcf = {2t} = ({(C1), 1.2, T - Ca}).

Let g be the function such that? = g(£P) which transforms the sequeng# of
o; Ti-mesoids before operatianhas been scheduled at levénto the sequencé? of
0; Ti-mesoids after operation has been scheduled at level

For eachT;-mesoidM* k=1,--- , gj of £P we compute the PETK that we add to
all the consumptions appearing in tiamesoid before the availability corresponding
to that PET. This yields the response tiﬁéof operatior; in instance[}‘. The PET,
which takes into account the exact cost of preemption, isprded by using a fixed-
point algorithm which is detailed in the next section. Nowr, éachT-mesoid ofLP,
functiong transforms a time unit already executed in the sequaq‘?deto a time unit
already executed in the sequeng® and transforms a time unit still available into
either a time unit still available or a time unit already extsd w.r.t. the following
condition. We use an index which enumerates using numdralsrhe units from the
first to the last one in eac'ﬁ-mesoidﬂ\/[ib’k of LP. If the current value of the index is
less than or equal tB}‘, then functiong transforms the time unit still available into a
time unit already executed due to the execution of instahcmiherwiseg transforms it
into a time unit still available. Indeed, functigrfills available time units in the current
schedule with slices of the PETs in eaGhmesoid, leading to the previous schedule
for the next operation at leveh- 1 w.r.t <.

To summarize, for every task, we have

le _ {Mb,l’ Mb,z’ N 7Mb,oi }

L3= {W[ia’lv Ma,27 o 79V[ia’oi}

where the start time of its first instansiis given by equation (7).
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4 The proposed approach

In this section, before presenting our scheduling algorjtive first outline our ap-
proach for a system of two operations and then for an arlyimamber of operations.
This approach leads to a new schedulability condition fadaal-time systems with
precedence and strict periodicity constraints using thecerumber of preemptions
and no idle time allowed. This condition is new in the sense ithtakes into account
the exact number of preemptions in the schedulability asislfpr such systems rather
than using an approximation in the WCETSs.

Since the schedule proceeds from the operation with theestqreriod correspond-
ing to the highest level, to the one with the longest periogesponding to the low-
est level, then for every potentially schedulable operative determine its schedule
thanks to those with shorter periods.

In this process at each leviethe basic idea consists in filling availabilities in each
mesoid of the sequendqb, before operation; is scheduled, with slices (cardinal of
equivalence classes) of its inflated WCET while taking irtocaunt the cost of the exact
number of preemptions necessary for its schedule. At easbnption occurrence,
time units add to the remaining execution time of the instapicthe operation under
consideration. This situation may occur again w.r.t. th@aming execution time,
leading therefore to several preemptions which themsetvag cause others. This
is why it is crucial to calculate the exact number of preempi Finally, we obtain
for each mesoid the PET, and then the corresponding respiomseDetermining the
worst case among these response times allow us to concluthe achedulability of
operationt; w.r.t. <. WhenT; is schedulable, we build the sequeng® afterT;
is scheduled, in order to check the schedulability of thet mgaeration, and so on,
otherwise the system is not schedulable.

4.1 Scheduling of two operations

Let us justify the general result of our approach by considgthe simple case of the
scheduling problem of two operationg = (Cy1,T1) andtz = (Cp, T2), with 11 < To.
Thanks to everything we have presented up to mavis scheduled firsts = 0, and
T1 <T,. The latter statementimplies thagforet, is scheduled, its PET can potentially
take any value from 1 up to the value of its peribd Since operation; is never
preempted, theo; = 1 andCY = Cy, vk > 1 andT'1 =T1(11) = ((C1), T1). Therefore,
b= {Mlb’l} ={{1,2,---,T1}} andX} = {1,2,---,T1}. In addition, its response
time is also equal t€;. Henceafter being scheduled; has consume@; time units,

and thus there remaify — C; availabilities in each of its instances. Consequently, the
correspondingi-mesoidsassociated to operatian are given by

b1
= {aP*} = ({12 1))
T1:
={a*} = ({0, 1.2+ T-Ca}}
Now, we have to schedule task by taking into account the exact number of pre-
emptions. Thanks to the previous section we have:=Cy, S = < +A; = Cy, and

H . . .
LE = f(L2) the sequence af, = ?2 T,-mesoids Then, we can easily determine the
2

universeXX corresponding to eacmz-mesoiszb’k, k=1,.--,02. Thus, thanks to
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equation (6), operatiorp is potentially schedulabld and only if
Cre Xk vke{l,---,0i}
bk . . . : (8)
M, "starts with an available time unit
foreachk e {1,---,02}

We give the following example in order to illustrate thesadibions. Let us con-
sider a set of two operations = (2,6) andt, = (4,9). We haves) = 0 and

{ b= (P = {{1,2,3,4,5,6}}
T1:
L2 = {9} ={{(2),1,2,3,4}}

Sincel; equals the first consumption, here (2), then we hve- 2, =2 + Ay =
0+2=2ando; = ? _ LCcM(6.9) _ 2, we thus derivec) = f (L&) which consists

2
of a sequence of two 9-mesoids. We obtain

LQb _ {Mzb,l’%b,z}
{{1,2,3,4,(2),5,6,7},{1,(2),2,3,4,5,(2)} }

For each 9mesoid9\/[2b’k,1 <k<2, Composinng, we build the corresponding uni-
verseXX,1 < k < 2. These universes are given by

T2

X} ={1,2,3,4,5,6,7}
X2 ={1,2,3,4,5}

From these universes, we deduce that operatjois potentially schedulable be-
cause equation (6) is satisfied. Indeed, for each resultih@tsexg, we have

{ 4€ X} and 4e X2

ﬂv[zb’landf)\/[zb’zstart with an available time unit

Now, thanks to the equivalence relati on each universaé‘ fork=1,2, the
equivalence classese given by

for universex}: [0]' = {1,2,3,4} and[1]! = {5,6,7}
for universex2: [0]2 = {1} and[1]? = {2,3,4,5}

where forme N and 1< k < g, [m]* denotes the subset o composed of the
availabilities which are preempted times. Thus, for this examplef,g = f(L£2) can
also be written by displaying the equivalence classes &safsl

" [t [0)? 12
b — ~ . N —
L; = {{1,234,(2),56,7},{ 1 ,(2).2345,(2)}}

Here we have all we need to compute the exact number of préamspl,(t5) and
then the corresponding PEG‘; of operatiort in its k" instance, K k < 2.
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Since operatior, is potentially schedulable (equation (8) holds), its WOET
belongs to one of the possibéxuivalence classes the universexé‘, 1<k<o
(see figure 3). We ca[B;]* that equivalence class. Because we take into account the
exact number of preemptions the PEE': C+ Np(TE) -a will actually belong to the
equivalence clag®m]* with m> 1. Itis worth noticing that if8,]* = [0]% thenCk = C,.

In order to determine the actual equivalence cl@sg* we need to compute the
exact number of preemptiomd, (). This is achieved by adding the number of pre-
emptionsB; incurred by the WCETC; and the number of preemptions due to the
preemptions themselves.

In each univers&X, 1 < k < g, the number of preemptiors,(t) and the PET
C‘Z< of operationt, are computed by using the following iterative algorithm.

80=0
C0=Cp e [Bu]*
Cs™ = CE™ 4 (B —6m 1) -0 € [B]¢ Ym>1

This means that the PET is computed from its initial valueadtmuthe WCETC,
to which is iteratively added the time corresponding to tiffecence between the value
of the equivalence class of the current PET and that of theigue one. The current
PET is a step function of this difference. This computatitaps as soon as either two
consecutive values cﬁ'z‘”,j > 1 are equal, i.e. they belong to the saewiivalence

class[B)]%,1 > 0 (see figure 4), or there exisi > 1 such thaCs* > card(X¥). In
this latter case operatian is not schedulable because the deadline of the operation has
been exceeded. In the first case we have

|
C5=Ca+ 3 (8)—8j-1)-a=Co+Np(T5) -x (9)
=1

Consequently, the image of by functionttis given by

T, = m(tz) = ((C3.G3.-- .C). ) (10)

The response timBX, 1 < k < o, of taskT, in its K" instance, i.e. in th&" T-
mesoid is obtained by summim;ig with all the consumptions appearing bef@@in
the corresponding mesoid. Once this has been done, the-vasstresponse tinf&,
of taskty is given by

Ry = max{lgkgcz}(Rlé)

Thus the sequences = g(Lb) can be built.

We still assumeax = 1 to be the cost of one preemption for the processor in order
to clearly show the impact of the preemption. In this examygerecall that operation
T2 = (4,9) is potentially schedulable.

In the first universe corresponding to instangeC, = 4 € [0]%; thusC} = C, = 4,
whereas in the second universe corresponding to insten& = 4 € [1]2. The com-
putation ofNp(t3) is obtained as follows.

B8 =0
Cl=Cr=4c[1P—0,=1

Cot =204 (81— 60)-a =5¢€ [1]2
Cy?=C3'+ (82— 01)-a=5¢ [1?

INRIA
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SinceC5™ = C27, we getNp(13) = 63 = 1 and thus we obtai63 = 4+1-1=5.
Hence, the image of operatiap by functionrtis given byt, = T(T2) = ((4,5),9).

Thanks to our prewous deﬂmtloﬁZQ1 4, and there is no consumption appearing
before 4 as it belongs 6)*, thus the response time of operatirin the first mesoid is
Ri=44+0=4. C§ =5, and there is one consumption appearing before 5 as it g&lon
to [1]?, thus the response time of operatignn the second mesoid B3 =5+2=7.
Hence, the worst-case response tiRaeof operatiornty is given byR, = 7 < T,. Thus,
operatiorty is schedulable, as is the systém, 1}.

Now we have everything to build3 = g(LE). Indeed, from

[o)* [t 07 12
—N PN —
:{{17273747(2)757677}7{ 1 7(2)727374757(2)}}

sinceR} = 4 andR3 = 7, then the first four (resp. seven) time units in the firstggres
second) 9-mesoid have been executed, and consequentlywae ha

L3 =9(£3) = {{(6).1,2,3},{(9)}}

Hence, by using expression (3), the exact total utilizatémmor of the processor is

given by
21 c 1 (% Np(1§)-a
= =U,+ — P2/ ¥ 11
210 > 2o | 27 (11)
ThereforeJ; = %Jr% <4%5) = 0.833 wherea$), = % g =0.777, and thus

the cost of preemption i = 0.833— 0.777= 0.056.

Figure 2 depicts the schedule of this example taking intoawctthe exact number
of preemptions.

oo e b b b b e

] 6 12 18 24 30 36

T2

Figure 2: Execution of two operations with the exact numbigareemptions

4.2 Scheduling ofn > 2 tasks

The strategy that we will adopt in this section to computehttbe exact number of
preemptions and the PETSs for a given operation in each ofigsinces, is the gener-
alization of everything we presented in the previous sedio the simple case of two
operations.
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4.3 Scheduling algorithm

We assume that the first- 1 operations with Z i < n have already been scheduled,
i.e. the sequencé? ; of operationt;_; is known, and that we are about to schedule
operatiort;, which is potentially schedulable, i.e.

Cexf vke {10}

Mib’kstarts with an available time unit
foreachk € {1,---,0i}

As in the previous section for the construction 6§ = f(L2), sequenceP =
f(L2 ;) of operatior; is built thanks to indexp on sequence&? ; of operationt;_;
without forgetting to start at the first available time urdthrer than the first time unit
as in [13]. Again this is due to the constraints on the systaththe fact that no idle
time is allowed: the start time of the first instance of operat; is ats® = & | +Aj_1.
The sequenc;zi,lb consists ofoj 'I'i—mesoidsﬂl/[ib’k with k=1,---,0;j since operatiom;
may only be preempted by operations belonginggi;). We can therefore determine
the universeé(ik vk € {1,---,0i} when the sequencé? ; is known. The response
time R¢ of operationt; in its kK" instance, i.e. in thé&" T-mesoidwill be obtained
by summingcik with all consumptions prior t@,k in the corresponding mesoid. The
worst-case response tinke of operationt; will be given by

R = ma)([lgkgoi}(Rik)
This equation leads us to say that operatiois schedulable if and only if
R<T (12)

Again, £3 = g(£P) will be deduced from sequence’ like L3 = g(LP) in the
previous section. For the sake of clarity, whenever thezehv@o consecutive consump-
tions in the samenesoid this amounts to considering only one consumption which is
the sum of the previous consumptions. That is to say that dé&ermining the re-
sponse time of operation in its k" mesoid, ifﬂl/[ia"k ={(c1),(c2),1,2,---}, then this
is equivalent tcﬂV[f“’k ={(c1+c¢2),1,2,---} without any loss of generality.

Below, we present our scheduling algorithm which, for a gieperation, on the
one hand first determines the start time of its first instaetaively to<, then counts
the exact number of preemptions in each of its instancesparttie other hand pro-
vides its PET in each of its instances in order to take intmantthe exact number of
preemptions in the schedulability condition. It has théoiming twelve steps. Since
the operation with the shortest period, namely operatigris never preempted, the
loop starts from the index of the operation with the seconattsist period, namely
operatiornt, as the schedule proceeds towards operations with longiedser

1: fori=2tondo
2:  Compute the numbeg; of times that operation; = (G, Ti) has started in the
hyperperiod at levell

Ti Ti
Recall thatH; = lcm{Ty, Tp,--- , T}

H; . lcm{Tj }TJ‘ esp(ti)
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3:  Determine the start time of the first instance of operation
=9, +401

whered;_1 is the consumption before the first available time unitingbguence
L2 ; of operatiorm;_j.

4: Buildthe sequenc:‘-’:,b = f (L% ;) of Ti-mesoid®f operatiort; before itis sched-

uled. This construction consists of 'I'i-mesoidsMib’k withk=1,---,0j, and
is based on a modulf arithmetic using index on the sequence? ; without
forgetting to start at the first available time unit rathearttthe first time unit as
in [13]. This is due to the constraints and the fact that ne tithe is allowed.

5. For each‘l‘i-mesoidﬂ\/[ib* resulting from the previous step, build the correspond-

ing universex® which consists of the ordered set of all avaiIabiIitiesMiib’k.
Notice that this set corresponds to the set of all possitileegahat the PETK

of operatiort; can take irﬂv[iuk.

6:  Build all the equivalence classes for each univé(‘iéeAn equivalence class of
)(1-k is composed of the subset of availabilities determined hy ¢ansecutive

consumptions in the associated mesMﬁ’k. m € N in expressionim]¥ denotes
the subset ok¥ composed of the availabilities which are preemptetimes.

7:  Compute both the exact number of preemptions and the(E,*EdT operation
T; in each universé(ik,l < k < gy, resulting from the previous step thanks to
the algorithm inlined in this step. Sinag is potentially schedulable, i.e. its
WCET Ci belongs to one and only one equivalence c[@s in each universe
Xik (see figure 3), we must verify that it is actually schedulaen that some
preemptions may occur whose costs actually add to the WCET.

‘ Beginning of a consumption ‘

Ok | - ledk | [e+1k

k ; ; : :
Instance T, : ‘ : : ‘

0 [Carg(x) T,

Figure 3: Operatiom; potentially schedulable

The recursive inflation of the execution time of the opemtidue to preemp-
tions, starts from the value of the WCET and stops when twaeoutive values
of the inflated WCET are equal, i.e. when the PET is reacheatkdd, the cur-
rent inflated WCET is obtained by adding the previous inflATET and the
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cost of preemptions incurred by this latter WCET. This exahe following
fixed-point algorithm.

B8=0
k0 =G e By
Cik7m == Cik7m_1 + (em - emfl) ac [em]k \V/m Z 1

This computation stops as soon as either two consecutiw*zsmm‘cik’J ,j>1
are equal, i.e. they belong to the same equivalence [@g5d > 0 (see figure
4) or there existgl, > 1 such tha(),k’“2 > card(Xik). In the latter case, operation
T; is not schedulable because the deadline of the operatiohdmsexceeded.
In the first case we have

|
Cl=Ci+ Y (8 —0j-1)- 0 =Ci+Np(1f) -0 (13)
=1

‘ Beginning of a consumption ‘

[0]k§ Mk [e,]k ;[e‘]k C

k
Instance T,

e | ||

of i r i Cedxy T

Cik:D = CI

Cl=CroO+ N (") a

Figure 4: PET of operation in instancer¥: CK

8 Deduce the imagg = (1) = ((C!,C?,---,C”"), Ti) of operationt; resulting
from the previous step.

9:  Determine the response tirﬁé, 1 < k < o; of operatiorr; in its K" instance, i.e.
in thek!" T;-mesoid This is obtained by summir[gk with all the consumptions
prior to O,k in the corresponding mesoid. Deduce the worst-case resime
R, of operatiorr;.

R = max{lgkgci}(Rik)

It is worth noticing that operatiory is schedulable if and only if

R <Ti.
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10:  If R <T; then build the sequenc&® = g(L,b), increment, and go back to step
2 as long as there remain potentially schedulable opesaiiothe system.

11:  If R > Tj, then the systenfit; = (Ci, Ti) }1<i<n IS not schedulable.
12: end for

Thanks to the above algorithm, a systermadperationst; = (G, Ti) }1<i<n, with
precedence and strict periodicity constraints where n@tidhe is allowed and which
takes into account the exact number of preemptions, is sthielé if and only if

The exact total utilization factor of the processor is gitgn

n 1 /9 Ck n 1 /39 Np('[k) .a
U* — _ _J — Un+ _ J .
) ;01 (Z T, ;101 kZl Tj

j k=1

whereUp, = SI_—:' and a valid schedule is given by
|

S= {(3.1.058(2)7 ,Sﬂ)}

Example

Still with the same assumption that= 1, let us considefTt1, T2, T3, T4} to be a
system of four operations with precedence and strict paitydconstraints and the
characteristics defined in table 1.

Table 1: Characteristics of the operations

G| T
71| 4|10
T2 4 15
3| 2|20
4| 7 | 60

According to the precedence constraints, the shorter thiegef an operation is,
the higherits level is. Thus, as depicted in table;has the highest level and operation
14 the lowest level. Thanks to our scheduling algorithm,

o1 = 1, thus for operatiomn; whose first start time iﬁ =0, we have

b= {22} = ({1.2.3.4.5.6.7.8,9,10})
Tiq T=(4,10)— 1, = ((4),10)

i = {6} = {{(4),1,2,345.6}}
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02 = 2 andl; = 4, thus for operation, whose first start time i) = & + A1 = 4, we

have
=) = { 2" 2%}
ot [t

={{1,2,3,4,5,6,(4),7,8,9,10,11},
02 12

= —f
{1,(4),234,5,6,7,(4)}}

T2:

T2 = (4,15) — T, = ((4,5),15)

5 =9(c)) = {96,967}
= {{(4)7 17 27 (4)73747 57 67 7}7 {(9)7 17 27 (4)}}

03 = 3 andA; = 4, thus for operations whose first start time is) = 3+ A, = 8, we
have

13! {/1\ N
13 = (2,20) — T3 = ((2,2,3),20)

L§‘ _ g([/\?) _ {%a,1’ %a,z’ %a,:%}
=1{{(6),1,2,3,4,5,(9)},{(10),1,2,(4),3,4,5,6},
{(20)}}

04 = 1 andA3 = 6, thus for operations whose first start time is?1 = §+A3 =14, we

have
h=1(c8) = {22}

o* 1t 2t
——~— ~= —
={{1,2,3,4,5,(19), 6,7,(4),8,9,10,11, (26)} }

Tg:
14 = (7,60) — T, = ((9),60)

g =o(eh) = {73} = ({(32.1.2.26)})

Consequently, the set of operatiofts, 12,13, T4} with precedence and strict periodic-
ity constraints is schedulable and the valid schedule watfdfe time allowed is given
by § = {(s},3,83,5%) = (0,4,8,14)}. Moreover

4 1/4+5\ 1/242+3\ 9
Uj= — 12 (202) 2 2 _0.966
4 1o+2(15>+3< 20 >+60
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whereas 4 4 5 7

Hence, the exact cost of preemptiosjs= 0.083. The schedule of this set of operations
with precedence and strict periodicity constraints withéixact number of preemptions
considered is depicted in figure 5,

t1 |I\H\HHlIHHHHlHH\HHlH\H\H\lHIHHHlHIH\H\lH\HHHlHH\HHlI\HHH\lHHHH\l\I\HH\\lHHH\H'HIHHH'HH
1

0 2 0 40 50 60 (I 80 90 100 110 120 130
t2 |HHHIHHHI'HH.\HHH\|HHHHIHIH|IHI|\HH\HlHHHHH\H\|HH|HIHIH|IH\HHHHH'HH.HHHH|HHHHH
4 | 19 kY 49 64 ' il 94 109 124
t3 |HIH}IHHHHHH|HH\HHHHHHH'HHHH\llHHHIlH\H!\HHH\H\HlHIHHHHHHHH|HHHH\.HHHH'HHI}

8 | 28 48 68 1 88 108 128 |
t4

14 i) 134
| l |

Figure 5: Execution of a set of operations considering treceumber of preemptions

whereas the schedule of the same set of operations with gi@fpreemption approx-
imated within WCETSs is depicted in figure 6.

0 10 20 0 40 50 60 i) 80 90 100 110 120 130

t2 |HHHHHHH'HHHHHHH'HHHHHHHlIHIHHHHHlHHHHHHH'IHHHHHH\lHHHHHHH'HHHHHHH'HHHHH

19 34 49 b4 n 94 109 124 |

3 |HHHH\HHHHHlHHHHHHHHH\l\IHIHH\HHH\HlHHHHHHHIHH'HHHHHHHH\Hl\HHHHHHHHH'HHH
8 2 48 68 a0 108 128

th |HH\HHHHHH\HHHHHHHHHHHHHHHHHH\HHlHHHHHHHHHHHHHHHHHH\HHHHHHHHHHH'

1 " 13

Figure 6: Execution of a set of operations considering ttet abpreemptions approx-
imated within WCETs

5 Complexity of the proposed scheduling algorithm

The complexity of the algorithm proposed here is similattattproposed in [13].

6 Conclusion and future work

We are interested in hard real-time systems with precedamdetrict periodicity con-
straints where it is mandatory to satisfy these constraile are also interested in
preemption which offers great advantages when seekinglsté® Since classical ap-
proaches are based on an approximation of the cost of thenptem in WCETS, pos-
sibly leading to an incorrect real-time execution, we pregoban approach that takes
its exact cost into account. We proposed a scheduling dfgorivhich counts the ex-
act number of preemptions for a given system and thus givesager schedulability
condition than those in the literature.

Currently, we are adding the latency constraints to our rhadé we are planning
to study the same problem when jitter is allowed on the peariodoperations and
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then, the complexity of our approach. Afterwards, becadketime may increase the
possible schedules, we also plan to allow idle time, evenghdhis would increase
the complexity of the scheduling algorithm.
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