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Abstract: Distributed consensus algorithms are widely used in the area of sen-
sor networks. Usually, they are designed to be extremely lightweight at the price
of computation time. They rely on simple local interaction rules between neigh-
bor nodes and are often used to perform the computation of spatial statistical
parameters (average, variance, regression). In this paper, we consider the case
of a parameter estimation from input data streams at each node. An average
consensus algorithm is used to perform a spatial regularization of the parameter
estimations. A two step procedure could be used: each node first estimates its
own parameter, and then the network applies a spatial regularization step. It is
however much more powerful to design a joint estimation /regularization process.
Previous work has been done for solving this problem but under very restric-
tive hypotheses in terms of communication synchronicity, estimator choice and
sampling rates. In this paper, we study a modified gossip averaging algorithm
which fulfills the sensor networks requirements: simplicity, low memory/CPU
usage and asynchronicity. By the same way, we prove that the intuitive idea
of mass conservation principle for gossip averaging is stable and asympotically
verified under feedback corrections even in presence of heavily corrupted and
correlated measures.
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JEGA: un algorithme d’estimation et moyennage
conjoints pour application aux réseaux de
capteurs

Résumé :  Les algorithmes distribués de consensus de moyenne (average
consensus) sont courrament utilisés dans le domaine des réseaux de capteurs.
Congcus pour étre extrémement, légers au prix d’un temps de convergence accru,
ils reposent sur des interactions locales entre noeuds voisins et sont, principale-
ment utilisés pour le calcul de paramétres statistiques empiriques (moyenne,
variance, ...). Dans cet article, nous nous plagons dans le cadre de I’estimation
sur chaque noeud-capteur d’un paramétre i partir d’'un flot d’échantillons. Un
algorithme de consensus de moyenne est utilisé afin de régulariser spatialle-
ment les paramétres estimés. Il serait possible d’utiliser une procédure en deux
étapes: chaque noeud calcule tout d’abord une premiére estimation de son
paramétre, puis le réseau uniformise ces estimations dans un deuxiéme temps. 11
est cependant plus intéressant d’utiliser un schéma d’estimation/régularisation
conjointes. Dans de précédents travaux, une solution a été proposée pour ré-
soudre ce probléme mais sous des hypothéses trop restrictives en termes de syn-
chronie des communications, de choix d’estimateur et de cadence d’échantillonage.
Dans ce rapport, nous étudions une version modifiée d’un algorithme de moyen-
nage pair-a-pair qui répond & la problématique précédemment citée tout en
respectant les spécificités des réseaux de capteurs: simplicité, faible usage des
ressources (processeur, mémoire, ...) et asynchronie.

Mots-clés : algorithmes distribués, algorithmes gossip, algorithmes épidémiques,
consensus de moyenne, estimation, diffusion spatio-temporelle, réseaux de cap-
teurs
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1 Introduction

Sensor networks consist of a great amount of small entities, called nodes, equipped
with low cost hardware in order to balance the total network cost. They are
commonly used for monitoring physical phenomena on wide areas such as hy-
drometry, landslides or fires, but also for tracking purposes and in military
warfare ([1],[2],[3],[4],[5]). The direct drawbacks of low cost hardware are nu-
merous: severe energy constraints (battery lifetime), poor CPU and storage
abilities, low transmission rates and small communication range. Facing these
limitations and objectives, wireless sensor networks (WSN) have to self-organize
their exchanges and the maneer sensor nodes must achieve their mission. As in
most cases, computations in a centralized fashion become untractable and/or
inadaptated, robust distributed algorithms have to be designed. The biggest
part of algorithm design for WSN is dedicated to improving the performances
while preserving energy consumption. For example, several data fusion schemes
developped in order to provide a good and compact representation of the ob-
served phenomenon can be made on the basis of a high number of low quality
measures [6] and simple local interactions between neighbor nodes (gossiping).
The particular class of distributed consensus algorithms is of great interest:
they provide a robust way of homogenizing parameters among network nodes
[7]. More specifically, average consensus algorithms seem to be a good choice
whenever the stability and the quality of the consensus point is a critical issue
[8], and extend to a wide panel of data fusion tools such as estimators for statis-
tical moments, linear regression and polynomial map fitting ([6], [9]). However,
a problem occurs when data to be averaged are subject to fluctations. This
is often the case when a statistical parameter is estimated from time series of
noisy data samples. As the number of available samples increases, the estima-
tion process naturally acts as a temporal regularization scheme and fluctuations
are reduced: one would ask to adjust the current state of average consensus
in order to account for informations with higher precision. For an additive
zero-mean stationary measurement noise process, the quality of this estimation
increases with the number of measures and, as a corollary, with time. Neverthe-
less, gossip averaging algorithms are very slow to converge in comparison with
centralized algorithms: gossip-based consensus algorithms converge asymptoti-
cally, rarely in finite time. As sensor networks suffer from heavy constraints on
their resources, time and energy must be saved, it thus becomes necessary to
run the gossip averaging algorithm while the estimation is still in progress by
using correction mechanisms. This double process should be understood as a
spatio-temporal regularization scheme: each node performs individually a local
regularization of extracted features from sampled data (estimation) , while a
spatial regularization (averaging) is performed in order to extract a global char-
acteristic. Previous work has been done on this topic, and an alternative version
of the algorithm introduced in [9] is described in this article. As explained in
this paper, the originality of our work consists mainly in the full asynchronicity
that is assumed for both data exchanges and estimation processes, and in the
wide range of estimators covered by the hypotheses. Moreover, our algorithm
can find many application contexts: as an example, a clock synchronization
scheme for wireless sensor makes use of it [10]. This paper is organized as fol-
lows: section 2 provides a short overview of gossip-based consensus algorithms
, their principles and some known results. In section 3, a solution is proposed,
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4 Nicolas Maréchal , Jean-Benoit Pierrot , Jean-Marie Gorce

addressing the problem of the parallel estimation and averaging while respect-
ing the philosophy and paradigm of sensor networks. Further the convergence is
proved. After these theoretical considerations, simulation results are provided in
section 4 in order to give a qualitative study of its behaviour w.r.t. parameters
scale. In addition to its apparant meaning, this work proves that principles of
mass conservation are respected and stable through our algorithm, even when
measurements are highly corrupted and correlated.

2 Distributed consensus algorithms

2.1 Principles of gossip-based consensus algorithms

Distributed consensus algorithms/protocols aim at agreeing all network nodes
with a common value or a decision in a decentralized fashion. From a signal
processing context, this can be understood as a spatial regularization process.
When data exchanges consist of local, asynchronous and simple interactions
between neighbor nodes, such algorithms refered to as gossip-based. The par-
ticular subclass of gossip-based average consensus algorithms does not limit to
the computation of averages, but extends to the extraction of a large variety
of aggregated and statistical quantities like sums/products, max/min values,
variances, quantiles and rank statistics ([11] and [12]). More direct applica-
tions like least-squares regression of model parameters have also been adapted
to this algorithms ([6],[9]). All these specificities make gossip-based consensus
algorithms good candidates for sensor networks applications, where bandwidth,
energy consumption and CPU/memory usage are enduring severe limitations for
the sake of nodes lifetime and size. Despite their suboptimality!, pure gossip
consensus algorithm can be used as a prelude to more sophisticated algorithms
by homogenizing parameters upon groups of nodes (for example, the reduction
of carrier offset for reducing time drift of TDMA schemes). The performance
analysis of such algorithms relies essentially on diffusion speed statistics and
is then closely related to performances of flooding/multicasting processes and
mixing time of Markov chains: some asymptotic bounds on convergence time
are given in [12] and [11].

2.2 Gossip averaging

In practical applications, consensus algorithms are often used in order to easily
homogenize some parameters. However, one should distinguish situations in
which the agreed value is critical. For example, agreeing on a meeting point
is not as critical as detecting the position of a sniper. Obtaining an average
is in general much slower than any uniformization algorithm based on flood-
ing/broadcasting techniques, but ensures a good qualitity of consensus.
Gossip-based average consensus algorithms (gossip averaging) have been
widely studied in literature ([13],[14],[11],...). As suggested by their denomina-
tion, they aim at computing a global average of local values. This paper focus
on a version based on an asynchronous peer-to-peer communications model as
presented in [6]. Such a model frequently occurs in sensor networks applica-
tions where full synchronicity is neither guaranteed nor easily tractable. Under

lin comparison with any finite-time converging algorithm having the same objective
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this assumption, an interaction consists in choosing a pair of neighbor nodes at
each iteration and making a local averaging between them. A gossip averaging
algorithm is then described by a linear difference equation of the form:

X1 = Wi Xy, (1)

where X}, is the vector of nodes’ values at iteration k (X, contains the initial
values to be averaged) and W, is a n-by-n matrix which describes instantaneous
pairwise interactions. In fact, X can be seen as a state vector, and its com-
ponents as estimates of the global average of intial values. Following Boyd’s
notations, Wj could be written:

(ei—ej)ei—e)" a
Wip=1- 5 =Wy (2)
where e; = [0...010...0]" is a n-dimensional vector with i’ entry equal

to 1 (here, double index ij means that node i contacts node j). This clearly
corresponds to the following rule (time into brackets, node’s ID as index):

i(k) + (k)
s 3)

For convenience, the Wy, are considered to be i.i.d. random matrices. Each
Wi;; is chosen with probability p;;, i.e. according to the probability that node 7
initiates an iteration involving node j.

zi(k+1)=z;k+1)=

W= E (Wi = EWal = = 3 pis Wiy 0

where n stands for the number of network nodes.
In [14], the following statement is proven:

Proposition 1 ([14]). If W is a doubly-stochastic ergodic matriz, then
X, —— 61

k—oo
where = L3 2;(0), and 1 =1,... 1" e R",

This means that convergence to the true average value is ensured if and only
if the largest eigenvalue (in modulus) of W is equal to 1, with multiplicity 1.
In other words, W is the transition matrix of a Markov chain whose underlying
(weighted) transition graph G is strongly connected, i.e. for each pair (i, ) of
vertices of G, a path from 4 to j and a path from j to i are existing. In [15], the
authors proved that proposition 1 is equivalent to the following proposition.

Proposition 2 ([15]). Let G = (V,&) be the graph such that:

e the set of vertices V is the set of network nodes.

e there is an edge between two vertices only if the corresponding nodes are
interacting infinitely many times.

Then, X, converges to 8 if G is connected.

Another way to define £ with respect to the set & of active links (edges) at
time instant & is the following:

E= ﬁ G & =limsupé&,

n=01i=n

RR n°® 6597
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2.3 Performance analysis of noiseless gossip averaging

The convergence speed of the standard gossip averaging algorithm is strongly
related to the second largest eigenvalue (in modulus), Ay of W (see [15]). Given
link probabilities, performances are quantified in terms of e-averaging time, i.e.
the minimal time that guarantees a relative error of order e with probability at

least 1 — e:

~ 2

X —01

Tove(€) = sup inf k:Pr M >e|l <e (5)
Xo€Rn (| Xoll

Boyd and al. derived upper and lower bounds for Ty, (€) based on the second
largest eigenvalue of the corresponding matrix W:

0.5loge™t 3loge~
TN /TN —1 < Tler S T N Jtao 1 6
log o)1 = Tave(€) < 0 W) (6)
The eigenvalue \s is function of the link probabilities between pair of neighbor
nodes. Thus, one can try to reduce Ao by acting on neighbor links, in two ways:

1

e link creation/deletion according to topology-based heuristics.

e neighbor selection uniformly and randomly chosen, or not: potential heuris-
tics.

Some papers described solutions for the (distributed) optimization of Ay for a
given network using semidefinite programming [16]. The choice of algorithms
with such complexity is questionable for sensor network applications: their op-
eration should remain reasonably feasible on the chosen architecture, and per-
formance gains must be important enough to compensate for time and energy
lost during optimization. However, this scheme is of great interest in a topology-
stable network.

2.4 Gossip averaging of noisy measures

In some applications, the parameters to be averaged are estimated from sampled
streams of data. Recently, a tremendeous work has been published to enhance
performances and robustness of consensus algorithms ([17],[18]) and to define
protocols for thems. However, one of the most important practical problem
is the presence of additive measurement noise. When coupling noises corrupt
exchanges, Boyd et al proved that the consensus point deviates from the true
average value, and takes the form of a random walk over R™: the mean squared
norm of local deviations increase linearly with time. In [19], a solution is pro-
posed to reduce the rate of deviation, while in [9] the effort is done to provide
simultaneous averaging and estimation. Nevertheless, the work done in [9] relies
on exchanges synchronicity and only focus on the case of least mean square es-
timation. The problem is then to find a solution to desynchronizing exchanges
while preserving the convergence in case of more general estimates. The main
difficulty in this study remains the convergence rate of the estimation process.
For example, the variance of the optimal estimator for the average of normally
distributed values converges inversely proportionaly to the number of values.
In [9], the proof of second-order convergence is based on the condition that the
variance o; has a finite norm [?(N). In general, the variance of an estimator
does not fulfill this requirement.

INRIA
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3 Joint estimation and gossip averaging

Similarly to the initial algorithm presented in [9], we propose to run an asyn-
chronous spatial regularization (averaging) process working jointly with the lo-
cal estimation of the parameters (temporal regularization). The main difference
stands in the full asynchronoicity of our scheme, the chosen weights for interac-
tions, and the retroaction process. Moreover, the convergence of our algorithm
is prooved in the following for a wide range of local estimators under the sin-
gle assumption that their spatio-temporal covariances decrease to 0 with time,
without any assumption neither on:

e their convergence rate w.r.t. to the number of samples.

e data sampling rates.

3.1 Measurement process and estimation

During the measurement process, nodes collect samples related to some data of
interest. The goal of the estimation phase is to extract some unkown param-
eters or characteristics of the original data distribution only from samples. In
particular, an estimator of some parameter 6 is said to be unbiased, if at any
time, the mean of the estimator is #. In this work, a proper estimation process is
considered, i.e. converging to the expected parameter as the number of samples
grows (the variance tends toward 0 with time): this estimation is refered to as
temporal regularization. As an example, one should be interested in estimating
the mean y of some real-valued distribution D (of finite variance o?). It is well
known that, given i.i.d. samples vy from the distribution, the sample average
converges to the true mean p, i.e.:

Vk € N* v ~ D(u,0)
B[LTT, ] =

B =< — 0
= [n Zk—;vk} Z n—oo (7)
cov (4 2 vt S u) = oy 0
k=1 =1 ) max(m,n)—oo

In real experiments, samples may be correlated and their distribution may
change through time. However, some consistancies in the measurement and esti-
mation processes are assumed: measurements can be taken from a time-varying
distribution but the parameters to estimate must remain constant through time.
For instance, interferences in wireless communications are subject to the net-
work activity dynamics, and are usually modelled as a centered random noise.
In other words, their variances (power) vary with time, but their means are
constant and equal to 0.

3.2 Description of the algorithm

Let us start with some notations and conventions. For any node 4, the current
estimation of the parameter ; given samples available at node i up to time k is

RR n°® 6597
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denoted by éf . These estimators are grouped in the n-dimensional vector Zj:

As local estimators are assumed unbiased, the vector E[Z] is constant
through time and is equal to the vector of parameters to be estimated.

ZEE[Z] = [01,....00]" 9)

In this paper, it is useful to consider the difference between Z; and its mean,
which is denoted by Bj:

Be22u— 7= [, ... 0] (10)

We also define the covariance term ijl which measures the relation between
components of Z; through time:

ot 25 [(6-0) (6" - 0,) | - £ [0 )

In the following of this article, the proof of the convergence will rely on the
only assumption that these components are asympotically uncorrelated, i.e.

V(’L,]) € [17n]2ﬂ Cf]l ——0 (12)
(k+1)—o0
For most of sensor network applications, this assumption is quite not restrictive
as sufficiently spaced (temporally and/or spatially) samples tends to be uncor-
related too. In many cases, the Stolz-Cesard theorem and its extensions help
in finding sufficient conditions on sample convariances for ensuring assumption
(12).

The proposed algorithm is based on the standard gossip averaging algorithm
(1), upon which a simple feedback is added to account for estimated parameters
updates. This modified algorithm takes the form of a non homogeneous system
of first-order linear difference equations, and is defined by:

Xip1 = Wi Xp + Zpy1 — Zy, (13)
Zo=Xo=10...0]"

The proof of the efficiency of this algorithm relies on the convergence of
every component of the state vector Xy to the spatial average of the estimated
parameters (0;);=1.., while those of Zj should converge to the local parameters:

1 n
X, —— (=% 6 1

Zy —— Z=101,....0,]"

k—o0

In system (13), the (random) matrix W, fulfills the same conditions as in the
classic gossip avaraging algorithms: it can be constant through time or taken at

INRIA
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random, but its mean must be a doubly stochastic? ergodic® matrix. The be-
haviour of our system is very easy to describe qualitatively. The paracontracting
matrices (see [20]) Wj, homogenize the values of X}, while the components of Z,
are stabilizing. If each z;(k) is ergodic, Zx+1 — Z tends to 0 as X}, tends to a
vector colinear to [1...1]. The term Zy1 — Zj implies a permanent correction
of the total weights of X3. One can then conclude that after an infinite time,
the sum of the (identical) components of X}, is equal to the sum of those of Z.
In the next two parts, a formal proof of this analysis is given.

3.3 First-order moment convergence

The first result asserts that the mean limit of Xj is naturally the average of
estimated parameters, i.e. 0 = % 2?21 0;:

Proposition 3.

Jim B [Xi] =01 (14)

Proof. All along the proof, we take benefit of the recursive form efficiency of
update equation (13):

E [XkJrl] =K [Wka + Ziy1 — Zk] (15)
=E [Wi] E [Xi] + E[Zks41] — E [ Z] (16)
—WE[Xi|+Z—Z (17)

This relation is true except for k = 0: E[X;] = E[Z;] = Z. It follows:

E[Xi1] = WFE[Z1] (18)
=wkz (19)

The ergodicity of W states that W* converges to ITIT as k grows. Together
with relation (19), it yelds to the expected result:

117 .
E[Xy] —— —Z =01 (20)

k—o0 n

3.4 Second-order moment convergence

Now that our algorithm is proved to converge on average towards the constant
vector A1, the quality of this convergence must be analyzed. In other words, can
the mean distance between consensus and true average (statistically) be made
arbitrarily small 7 A positive answer is demonstrated below. Technical issues
stand in the random nature of matrices appearing in the algorithm, and also
in the simple fact that covariances are not assumed to have any finite /7 norm
(in any direction). More interestingly, the second order convergence is usefull
to state the convergence in probability as explained in the next section.

2its rows and columns sum to 1
3it is the transition matrix of an ergodic (aperiodic and irreducible) Markov chain

RR n°® 6597
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Proposition 4.
Jim B[ X5~ 01]*] =0 (21)

Proof. The proof of proposition 4 is more fastidious than technical. As the next
equation shows, the deviation is directly related to the second-order moment of
Xk:

B[] X0 = 1] =E[ (X0 - 01)T (X, - 01)] (22)
The right-hand side of equation (22) can be developped as:
E[XTX)] - 20E [17X,] +E [[01]] (23)
which gives trivially:
B [||Xx - 81]°] = E [I1X]?] - né? (24)

Thus, the goal is now to prove that E [HXk HQ} converges to nf? as k increases.

We rewrite the recursive system (13) into a more efficient way. For this, we define
U(k,i) and ®(k,i) in M, (R)* by:

N I ifi>k
(ki) = { Wie1Wi—o ... W11 W;  otherwise (25)
O(k,i) 2 U(k,i) — U(k,i+ 1) (26)

By putting ®(k,4) and ¥(k,4) into system (13), one obtains a more efficient
formulation for Xj:

k—1
Xp =2+ ) ®(k,i)Z;
& (27)
Zo=Xo=10...0]"
This notation helps proving convergence of the second order moment of Xy
where classical upper bounding (see [14]) would fail. As one should expect
from expression (27), E [||X;€H2} could be written with second-order moments

of measures:

k—1
E |I1Xl] =E[1Z:)?] + 28 | 2] > @ (ki) Z;
i=1
k—1 2
+E O(k,1)Z; (28)
i=1
The limit of the first term is easily derived as:
Proposition 5.
. =12
lim E [ 2] = | 2] (29)

4901, (R) denotes the set of real n x n matrices

INRIA
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Proof.

n 2
E[IZ:)°] =Y E {(9};@)) } (30)
p=1
= 2Bl =2’ (31)
p=1

O

In order to make the proof clearer to the reader, the two last terms of equa-
tion (28) can be decomposed by separating noisy and deterministic components:

k—1 k—1 k—1
E|ZLY ®(k,i)Zi| =E|Z" Y ®(k,i)Z| +E
1=1 1=1 =1
k—1
+E |B{ Y ®(k,i)Z| +E
1=1
k—1 2 k—1 2
E (> @k i)z | =E [|d @k i)Z|| | +E
i=1 i=1

k—1
E\|ZLY ®ki)Zi| =
1=1
2
E

k—1
> (ki) Z;
1=1

=E

T

BLY  ®(k,i)B;

k—1

ZT> " o(k,i)B;

=1

k—1
Z(I)(k:,z’)Bi
i=1

(32)

k—1 k—1
+2E <Z @(k,i)Z) <Z <I>(k:,z')Bi> (33)

As noise vectors B; are centered, cross terms of equations (32) and (33)
vanishes through linear combinations:

k—1
> o(k,i)Z
1=1

r k—1
E|ZTY ®ki)Z
L 1=1

- .
Z|+E|BLY
J =1
2] k—1
+E
=1

> (k,i)B;

(35)

The limit of the four terms remaining in (34) and (35) are obtained sepa-

rately:
Proposition 6.
lim E

k—o00

Proposition 7.

lim E

k—o0

RR n°® 6597

(k=1
Z(I)(k:,i)Z
i=1

—_— )
7Ty o(k,i)Z
i=1 A

97

= of? - |2

- 12|/ - ns?

(36)
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Proposition 8.

k—1
E|BlY ®k,i)B; 0
£ DB
Proposition 9.
k—1 2
lim E o(k,i)B;| | =0
Jim B D @)

The proof of these four propositions is the fastidious task we announced for
proving proposition (4), and is provided in appendix. Propositions 6 and 7 are a
reformulation of classical results on gossip averaging algorithms ([16]) adaptated
to the terminology of this article, and do not contains major difficulties. On the
contrary, the proof of propositions 8 and 9 is more technical and relies on the
fact that the perturbations due to the measurement/estimation noise vanish if
the assumption made on covariances in (12) is valid.

Now, thanks to propositions 5 to 9 the limit of E {HXkHﬂ when £ goes to

+o00 can be derived:

E [ X} Xy] mHZHjtz(né?— 1Z])) + (|| Z|| — n6?) (38)
= nh? (39)
Equation (24) and relation (38) let us finish the proof of proposition 4:

Jim E[[[x5 — 01]*] =0 (40)

3.5 Convergence in probability

Proposition 4 ensures the convergence in probability of X} toward the uniform
vector #1. This is the probabilistic counterpart of the convergence of sequences
on a normed vector space. Proposition 10 states that the probability of having
an error greater than a given threshold can be made arbitrary small, the time
index being greater than a second threshold depending on the error.

Proposition 10. For any positive real numbers o and &, there is an integer N,
such that: -
Vk > N, Pr[|| X, — 601 > 6] <« (41)

Proof. If (Q, B,P) is a probabilty space, and f is a measurable real-valued func-
tion on Q, Markov’s inequality states that for any t € RT:

P({we0:17(w)] 2 1)) < Ex (1] (42)

In particular, for any real random variable X and § > 0, this is equivalent

to:
E[X]]

)

Pr|X|>4] < (43)

INRIA
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Applying inequality (43) to || X — 61|, one obtains:
Pr [[| Xy, — 01| = 6] = Pr [[| X, — 01" > 87| (44)
<6 % [|| X, — 1] (45)
By proposition (4), on can find an integer N such that
k= N, E[[[ X - 01]] < ae? (46)

Together, equations (45) and (46) ensure that Vk > N, one can guarantee
that: -
Pr[|| Xy — 01| > 6] <« (47)

O

Corollary 1. Va > 0, § > 0, dN € N, such that Yk > N, the two following
inequalities hold:

i) Pr {max |zz(-k) -0 > 5] <«
1<i<n

i) Vi e [1,n], Pr [|x§.’“) 9> 5} <a
Proof. This is a consequence of the classical norm inequality stating that
VX e R, [[ Xl < 1X1l; (48)

Convergence in probability is then trivially deduced from this inequality. O

4 Simulation and analysis

No formal result is still available on the rate of convergence of JEGA. Some
results may be explicitly deduced from the proof, but it seems more interesting
to observe directly the behaviour of quadratic error through time under the
influence of parameters (noise, mean parameters, ...). Our goal is to get intuitive
and empirical knowledge of global tendencies. For this purpose, we consider a
wireless network modeled as a random unit disc graph® G where n nodes are
distributed unifomily on a square simulation plane of width d. For the sake
of simplicity, each node updates its local estimate at each iteration k (it gets
one sample). However, only one pair of nodes will interact. For this purpose,
an initiator i is chosen randomly among the set of vertices of G according to
uniform distribution, while the destinator j is chosen uniformily randomly too
in the set of neighbors of 7. We then compute an estimate of the average value of
a parameter. Measurement noise are i.i.d. zero-mean gaussian random variables
with standard deviation o; at node 7.

5i.e. two vertices share an edge if and only if their euclidean distance is 1
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14 Nicolas Maréchal , Jean-Benoit Pierrot , Jean-Marie Gorce

4.1 Impact of noise variance

In this set of simulations, the entries of the steady state vector Z were taken
once at random uniformily in the interval [0,3]% and kept constant during the
simulations. We analyse the evolution of the mean square deviation under sev-
eral values of o in the set {10,1,0.1,0.01}, taken identically for all nodes , and
also for noiseless measurements (o = 0). This last case correspond to the stan-
dard gossip averaging process. We run the algorithm for N, iterations and
process Ny, simulations. The term MSE denotes the mean squared error norm

of the state vector Xy, i.e. E [HXk — 9_1}’2}.

n | 40 o 1{0,0.01,0.1,1,10}
d [ 100 Niter 1000
| 2 Navg 3000

Table 1: Simulation parameters

In the noiseless case, one recognize the classical sum-exponential convergence
rate of gossip averaging algorithms, dominated for large k£ as follows:

E[[[Xx = 01]°] < De(W)*E [|| X0 — 1] (49)

Proof of this inequality can be found in [14]. In the general case, i.e. when
o # 0, the error due to noise cancellation should be superposed to the noiseless
error. We used standard sample mean estimators on each node, which are
known to converge proportionnaly to the inverse of the number of samples.
This trend is conserved in the global mean squared error (MSE) as seen on
figure 2, where we plotted the inverse normalized MSE. Thus, for small o, the
convergence should be seen as experiencing two differents states. The first state
corresponds to the coarse homogeneization of the components of X, just as if
all estimates to be averaged were constant (classical gossip averaging, see [6]
and [16]), while the second corresponds to the slow cancellation of estimation
noise, as if spatial averaging was instantaneous. However one should think that
there are asymptotes towards any non-zero values. This false impression is
given by the logarithmic scale and the fact that estimator variances decreases
proportionnaly to k~1).

4.2 Impact of message exchange rate

The first set of simulations shows an increase of convergence speed when o
decreases. Thus, one should consider two way of reducing virtually o. On
one hand, the message exchange rate could be reduced by some factor, say K.
On the other hand, the averaging process flows normally but data samples are

6this arbitrary value was chosen to exhibit to desired phenomenon
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Figure 2: Inverse normalized MSE E [0—12 | X% — 91“2} (log-scale)
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16 Nicolas Maréchal , Jean-Benoit Pierrot , Jean-Marie Gorce

buffered and sent in bursts to estimators: this should avoid the propagation
of information of poor quality. In fact, the first proposal induces a latency
proportional to K but leads to energy savings for achieving a given error (see
figures 3 & 4: less exchanges are needed for a achieving a given error), while the
second schemes seems not to improve convergence. In fact, simulations show
that buffering creates jigsaw oscillations around the error achieved by standard
scheme 7 (see figures 5 & 6).

5 Conclusion

In this paper, we introduced a new distributed algorithm for joint estimation
and averaging which generalizes the space-time diffusion scheme presented in
[9], and named it JEGA. We proved the convergence of our solution in terms
of first and second order moments of deviation to the true average, and then
deduced the convergence in probability of each local averaged estimate. As
it is here based on peer-to-peer interactions, this algorithm is clearly adapted
for sensor networks applications. However, we propose to generalize the proofs
given here to the ase of synchronous interactions characterized by a constant
transition matrix: such an approach relies on finding necessary conditions for
ergodicity and verifying their consequences on networking models. The ability
offered by JEGA of performing estimation and averaging in parallel gives rise to
applications in cartography, localization, or synchronization in wireless sensor
networks. Despite its simplicity, the main default of this algorithm is the diffi-
culty to find a closed expression for its convergence rate. Nevertheless, by mean
of simulation, our analysis provides a good heurisitic for qualitatively predict
the mean behaviour of deviation through time. In a future work, we will focus
our attention on a deepest analysis of convergence rate and on finding better
solutions with the help of predictive/polynomial filters ([21]).

"no buffering, no exchange delay
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Appendix A: Proofs for propositions in part 3.4

Proof of proposition 6

k—1 k—1
E|\Z"Y ®ki)Z| =Z"E|>  o(k,i) (50)
=1 =1
where the middle sum can be easily simplified:
k—1 k—1
E lz o (k, z’)] =E | ) (U(k,i)— U(k,i+1)) (51)
1=1 =1
= E[U(k, 1) — U(k, k) (52)
—E[Wi Wi_o... W] =1 (53)

As the matrices W), are i.i.d., one can average them separately and obtains:

k—1
E > ®(k,i)
i=1

This last expression can be reinjected in eq. (50):

k—1
E\Z"> ®(k,i)Z
i=1

By mean of ergodicity of W, one have:

=Wkl (54)

=ZT(Wk'-1)Z (55)

k—oo

Tz — 2 (e on)zew -z o)

Proof of proposition 7

97

k—1
> ok,i)Z| | =E H(Z(I)kz)Z (57)
—E[||(w(k1) 1) Z| } (58)
=E ZT\II(k,l) W (k, 1)’ (59)
—2E[ZTW(k,1)Z] + | Z| (60)

Equation (59) is equivalent to the squared norm of the state vector in stan-
dard gossip averaging algorithms [16], and thus tends naturally toward the norm
of the average consensus vector:

E[Z70(k 1) 0k, 1)Z] —— [|01]" = ne® (61)
As eq. (60) is equivalent to eq. (56), we can compute the limit of eq. (57)
for an infinite k:
2

k—1
> o(k,i)Z
i=1

SN HZH — n? (62)

k—o00
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20 Nicolas Maréchal , Jean-Benoit Pierrot , Jean-Marie Gorce

Proof of proposition 8

This proof relies on the use of the following statement, which is a special case
of the theorems proved in [22]:

Proposition 11 ([22]). Let E be either R or C, (un)nen @ sequence of elements
of E such that lim |lu,|| =0, and z € E with |z| < 1. Then,

lim > ugz""F =0 (63)

W is clearly symmetric and positive-semidefinite. It implies that W can
be diagonalized by an orthogonal matrix. In the following, P; denotes the
eigenvector of W associated with the j-th eigenvalue ;.

k—1 —
E|Bi ) @ Z [BLE[®(k,i)] B;] (64)
=1 ;
_ Z [B,I (Wk—i o Wk—i—l) Bi] (65)
. k_l
=2, ~ XY E[(BIR) (PTBi)] (66)

where equation (65) results from the independance of estimation noises and
exchange matrices. For \; =1, )\f_i — A== vanishes. On the other side, the
covariance term can be bounded by a non-negative sequence having a zero limit
at infinity:

[E[(BiP;) (P B:)]| = Z [PiF}],, Ci (67)
< n? max maX| oM 2 20, (68)

k>1

The prerequisite condition on C*! ensures that C; converges to 0. Thus,
E [(BTP) (PTB )] does similarly for all normalized vector P;. On another
side, [\j| < 1 whenever \; # 1. By splitting the summation over eigenvalues
and developping the multlphcatlon by )\k - /\k =1 equation (66) can be
easily expressed as a linear combination of 2(n 1) sums, each of which satifies
proposition 11. This implies that (66) goes to 0 as k grows, independantly of
the decrease rate of covariances®.

Proof of proposition 9

Let us start by rewritting equation (9):
2

k—1 k—1k—1
E||> ekBl| | =YY E [B]-T@(k,j)T@(k,i)Bi (69)

8the partial sum (65) must be carefully manipulated in order to avoid divergence at large
k
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As we develop the term CID(k,j)TCI)(k:, 1), we observe once again that the compo-
nents of each B; and B, that are colinear to 1 (associated with eigenvalue 1)
are not transmitted through ®(k,q):
(k. )" @(k,1) = Wk, ) W (k,i) = W(k,j + 1) (k)
— Uk, ) (ki + 1)+ Uk, j + 1) U (k,i+1) (70)

For the sake of simplicity, Zj(¢,j) denotes E {\I/(k,j)T\I/(k,i)] It is useful to
notice that Zj(7,j) can be factorized by externalizing terms in i:

Zeirg) = E |9 (k, ) 0 (k)] (71)
= E W0k, ) Wk, )W, )] (72)
= E |k, )W (k, W] (73)
=S4 )W (74)

Following the approach of [14] helps bounding the spectral radius of Zx (7, 7).
For any n-dimensional vector X L 1, the following inequalities hold:

XTE(, /)X = XTE [9(k, ) (k)] X (75)
= XTE[W(k—1,5) Wk —1,7)] X (76)
< MXTE {\I/(k 1) Wk — 1,j)} X (77)
< X2 (78)

Using this inequality in conjunction with the Rayleigh-Ritz characterization
theorem, one obtains:

pu(k.i) £ p <Ek<j,j> - %) (79)
— max {XTIE {\If(k,j)T\p(k,j)} X} (80)

IXl=1
<A (81)

Recalling that any component of B; colinear to 1 can be cancelled, the
modulus of its coordinates on a basis of eigenvectors of W are then rescaled by
a factor less than or equal to A} * when we apply W7~%. This gives rise to the
following inequality:

|E [BJViV W ='B;]| = ‘Z XNTE {B}VkaTKpK;Bi} (82)
<(n-— 1)n2)\%7i max |C) (83)

where V}, is any unitary vector of R”, and V, is an eigenvector of W (and then
of WJ~%) associated with eigenvalue \,. Let S;” be the spectrum of Z(i, j),
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22 Nicolas Maréchal , Jean-Benoit Pierrot , Jean-Marie Gorce

constituted of eigenvalues A, of associated eigenvector V), . Using this notation,
E [BJZk(i,7)B;] can be brought into a useful form for bounding purposes:

|E [B]Zk(i,4)B;]| = |E [B] (4, /)W ' Bi]| (84)
< Z INGE [(B] Va, Vi, W/ B;)]| (85)

Apesi

Ay #L
< (n—1)°pw(k, j)n* X" max|CY, (86)

Coupling equations (81) and (83), the following majorization states:
[E[BIZ4(i, ) Bi] | < (n = 1)*nA5 " max |C| (87)

Let us define ¢ = VA2, and remember that i < j: immediately 0 < A\~ =
€2k=21 < ¢2k=i=J  This inequality hence implies:

STE[BIELG,4)B]| < (n— 1?02 Ny max|C| (88)
i<j i<j we
<(n -1’3 @ Imax (O (89)
i<y u,v
—

k— oo

The convergence toward 0 of the right-hand side is ensured by proposition
12:

Proposition 12. ([22]) Let E be either R or C, (ui;) ¢ jjenz € EN* such that

lim |ui;|| =0, and z € E with |z| < 1. Then
(i+3)—o0

lim > w2 =0 (90)
n—-+4oo
1<i,j<n

When i = j, a classical result from [14] states that:
E[B]Zx(i,i)B)] < M7 |IBi]°] (1)

Then, summing over ¢ gives the diagonal limit:

k—1 k—1
0< Y E[BIZ:G,)B] < Y NTE ||B] (92)
i=1 i=1
—

k— oo

In the same way, it is easy to bound terms with Zj(i + 1,5), Zx (4,7 + 1)
or Z(i + 1,5+ 1) in equation (69). We obtain 4 sums in the spirit of the
combination of equations (88) and (92) that tend to 0 as k goes to infinity.
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Appendix B: Optimality of 1/2 weights

Given a weight o € [0, 1] for exchanges, the transition matrix W;; takes the
form:
Wij =1- a(ei - ej)(ei - ej)T (93)

Under the assumption that Wj, i.i.d. random matrices drawn from the set
of W;;, performance bounds are derived given the second smallest eigenvalue of
E [W,Wi] (see [15]), i.e.:

a) A 117
A2 p (W) - 1) )
T T
= max X'E[W/W;] X (95)
IXl=1

One can try to optimize this criterion according to parameter .. Proposition
13 answers simply to this problem.

Proposition 13. For peer-to-peer exchanges with fized link probabilities and fix
exchange weight o € [0, 1], /\éa) is optimal for o = 1/2.

Proof. Let p;; be the probabilty that, if node 7 is chosen as initiator, it contacts
node j. Then E [W,CTW;C} can be easily rewritten with the same notations as in
equation (93):
1
E [Wlw,] = - > piWEWi (96)
i,J
=1-2a(l—a)(e; —¢j)(e; — ej)T (97)

Then, writting A;(M) the i-th eigenvalue of M in decreasing order, one has:

a 1
M=o [ =D Wi TWy (98)
inj
-
= Ao (I —2a(l — ) (e; —ej) (e; — €) ) (99)
=1- 20[(1 - Oé)An,1 ZpijEij (100)
i~
=1-2a(l—-a)u (101)

Now, derivating )\éa) w.r.t. weight o gives:
BN

B = (=2 +4a)p (102)

Since E [Wy] is ergodic, p cannot be null . Thus the only way for )\éa) to
have a null derivative is that a = 1/2. The matrix E [W,] W}] is trivially doubly

stochastic and then )\éa) <1= A;()). As a consequence, )\go‘) is minimum for

a=1/2. O
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