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Abstract: Tracking peer availability in a peer to peer network is of utmost
importance for many collaborative applications. For instance, such information
is invaluable for identifying the most stable peers or group peers with similar
uptime characteristics. However, as many applications tend to reward the most
stable peers, there is a clear incentive for peers to attempt to lie about their up-
time. In this paper, we present a scalable and lightweight protocol that enables
nodes to measure the peer availability in the presence of malicious peers. In our
protocol, each peer is in charge of maintaining its own availability over time by
collecting heartbeats disseminated by a trusted entity using asymmetric crypto-
graphic signatures. Hence, peers gain the ability to challenge other peers about
the ability by checking that their real uptime matches the advertized one. Sim-
ulation results show that our protocol provides accurate availability measures,
even when %XX of the peers in the network are malicious. Furthermore, as
the percentage of malicious peers increase beyond %XX, our proposed system
degrades gracefully.
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Pace-Maker: mesure de disponibilité d’un pair
dans les réseaux large échelle

Résumé : La mesure de disponibilité dans un réseau pair-a-pair peut revétir
une trés grande importance pour beaucoup d’applications collaboratives. Ainsi,
cette information est inestimable pour identifier les pairs les plus stables, ou
les groupes de pairs similaires par leur disponibilité. Cependant, comme de
nombreuses applications veulent récompenser les pairs les plus stables, il existe
une incitation claire pour les pairs & mentir sur leur disponibilité réelle. Dans
ce papier, nous présentons un protocol léger et scalabe qui permet aux nceuds
de mesurer la disponibilité d’un pair en présence de pairs égoistes. Dans notre
protocole, chaque pair est chargé de maintenir sa propre disponibilité en col-
lectant des pulsations disséminées par une entité de confiance en utilisant des
signatures cryptographiques. Celles-ci permettent & tout pair de vérifier par des
challenges les informations de disponibilité transmise par un pair.

Mots-clés : pair-a-pair, cryptographie, disponibilité, monitorage
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1 Introduction

A peer-to-peer network is composed of thousands of independent computers,
which aggregate their resources over the Internet to run collaborative distributed
applications. Such networks are subject to high dynamics: computers (peers)
may join and leave arbitrarily or be subject to frequent disconnections. However,
it has been observed that peers with high availability in the system are more
likely to remain in the system for a longer time [3, 10, [I7]. As a consequence,
many peer-to-peer networks rely on peer availability to measure the stability of
peers, and use this parameter to select peers for specific purposes. For example,
the most stable peers can be elected as super-peers [8], or as privileged peers to
maintain replicas in storage systems [4] 2] [6].

Yet, to the best of our knowledge, current research does not address how
availability can be continuously measured in an efficient and trustable way. As
we discuss in Section [6] current systems either use expensive and incomplete
measurement techniques, or rely on peers to give an honest estimation of their
availability in the network. The fact that stable peers are usually rewarded
in a peer to peer network provides them with a clear incentive to lie on their
availability, in order to be granted a higher status in the network. Subsequently,
malicious nodes may get access to more resources than they should be allowed
to (free-riders) and are in a position to compromise the network even more. For
instance, in a peer-to-peer backup system we are currently building [13], peers
that lie about their stability might get undue and undeserved access to storage
on the most stable peers in the system.

Motivated by these observations, in this paper, we present a simple lightweight
and scalable protocol to measure availability in peer-to-peer networks. The de-
tails of our protocol are presented in Section[dl In our protocol, we assume that
peers are connected into a redundant mesh E]used to propagate heartbeats, gen-
erated by trusted peers, in the network. We describe our system model in more
details in Section In our protocol, peers randomly challenge each other to
check out upon the accuracy of the availability claims. Hence, our protocol can
be used by any peer to learn the availability of another peer in the system. The
availability measure is of medium granularity, for instance, a table representing
the hours where a peer has been connected to the network in a few weeks. The
protocol prevents malicious peers from lying by increasing their availability in
the system. We do not cope with collusions of malicious peers in the present
paper.

Our main contribution is allowing each peer to learn the availability of an-
other peer in the system in a completely distributed manner and through local
communications (i.e., communication is only necessary with the neighbours) us-
ing standard cryptographic mechanisms . Our simulation results in Section
show that our system is cheap but yet still is more accurate than currently avail-
able systems. Although our system requires the existence of a set of privileged
peers, due to its light load, the system remains highly scalable (i.e., the number
of privileged peers is limited).

In this paper, we only consider the case of individual malicious nodes, which
are trying to gain access to more resources than they are allowed to by lying

L Although we describe a simple mesh protocol in this paper for our simulations, many
other options exist such as network-based on the peer sampling protocols [18] for example.
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4 Le Fessant & Sengul € Kermarrec

about their availability. Such nodes are called free-riders. We have not consid-
ered the case where malicious nodes may collude. We discuss our ongoing work
on avoiding collusion as part of our future work in Section

2 System Model

2.1 Network Model

In this paper, we consider a large-scale network (in the order of thousands of
computers). The nodes (or peers) are connected by an underlying communi-
cation network, typically IP. Each network is aware of a small portion of the
network, typically know the TP address of a subset of the network. This is
typically known as an unstructured network. Although there is no specific as-
sumption about the topology, we will come back later on the type of network
we are using in our experimentations.

We assume the existence of a global clock, with which computer clocks are
loosely coupled. This is necessary for a peer to know at which periods (the
periods are considered system-wise) it was connected to the system. Therefore,
this is important that peers have an approximate agreement on time.

Peers communicate by sending asynchronous messages. Although there is no
bound on communication delays, we assume most messages are received after a
short delay of Agq and are lost after a longer delay of Ajys:. Although this is
not a requirement, we expect computers to be connected with their neighbours,
i.e. communicate through FIFO channels (TCP connections in practice). This
helps to enforce sequentiality of some verification operations, although these
operations could also be done in a completely disconnected manner.

Pace-Maker relies on the existence of a trusted entity. In this paper, we
assume the existence of a set of particular peers, called the servers for . Pace-
Maker does not require that non-servers peers know the identity of the servers
nor of any other peer. However, it is assumed that the network is connected
enough to ensure that every peer in the network is reachable from at least one
of the servers. This can easily be achieved by an unstructured overlay. In this
paper, we assume that the network is built as follows: each peer tries to connect
to random peers in the network until its degree in the network reaches a given
value (denoted D,,q.). Since servers have a specific role in the protocol, we allow
them to have a higher degree than D,,,,. This allows, for instance, to prevent
sybil attacks that try to circle them to disrupt the diffusion of heartbeats.

For the sake of simplicity in the rest of the paper, we consider a single-server
system. This assumption does not affect our results, since there is no commu-
nication needed between the servers. Essentially, the only main requirement is
that the server clocks are loosely synchronized with the global clock.

2.2 Cryptographic Model

We assume that peers have access to strong cryptographic primitives, in partic-
ular for public-private key operations, which are the following;:

e generate pair(): generates a new pair of public-private keys. The com-
mon usage is that the private key, K., is kept secret by the peer, while
the public key, K, is known to other peers in the system.

INRIA
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e sign(data, K,,;,): returns a signature for data using the private key
Kpri'u-

o verify(S, data, K,;): verifies that S is a signature for data that was
created using the private key K, associated with K.

e hash(data): returns the hash of data.

We assume these operations provide a high level of security (i-e., it is almost
impossible to break the cryptographic properties of these functions by such as
having a collision in the hash function).

We assume that there is a special pair of keys, one public (called KSp.s)
known by all peers in the system, one secret (called KS,,;,) known only by the
server. Each peer p in the system also owns a pair of keys, noted Kgub and
Kﬁm}, to sign data. We also define HP = hash(Kgub), and use it as unique
identifier for p in the network. These keys are used by our system, but they
should also be used by the peer-to-peer application to prevent malicious peers
from easily changing their identity when they are detected by the availability
measurement, system. Finally, we assume there exists a way for peers to ex-
change their public keys, either using dedicated messages, or as a side-effect of
communication protocols, such as done by TLS [3].

3 Pace-Maker in a nutshell

Pace-maker is a simple and lightweight protocol to track peer availability in a
large-scale system. Each peer is in charge to track its own availability. As there
is a natural trend to reward highly available nodes in a collaborative system,
such a system must tolerate the presence of selfish nodes. The intuition is as
follow: a server is in charge of periodically disseminating pulses in the system,
say one per hour. Each peer maintain a table storing the identifier of the pulses
it heard of. The list of such pulses represents its presence sheet in the system.
Each peer is in charge of maintaining its own availability but Pace-maker relies
on a decentralized verification procedure to check if peers lie on their availability.
A selfish peer might do the following

e not propagate the pulses
e claim it was connected while it was not.

Note that a malicious behavior consisting in keeping propagating pulses implies
the presence of colluding peers and is out of the scope of this paper.

In order to tolerate selfish behavior, pulses are generated by the trusted
entity, the server E] as a a pair of public-private keys plus a signature. In order
to prevent malicious nodes to get connected periodically only, the period to
which pulses are generated is unpredictable. Such pulses are propagated in an
epidemic manner in the system once by all the peers in the network to their
neighbours. The signature certifies the association of the propagated public
key and the current time. Every peer stores this information, as a proof of its
presence in the network at the time of a pulse.

2Note that Pace-Maker can easily be implemented with a set of servers rather than a single
server.
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6 Le Fessant & Sengul € Kermarrec

When peers provide their availability to other peers, they are potentially
subject to receive a challenge, A peer A challenges a peer B to verify that
peer B was indeed connected at the times it claims. To this end, A asks B
to provide the signature and the public key for a given pulse, and to sign the
specific record with the associated private key. A peer claiming that it was
available at a specific time, and therefore received teh associated pulse, should
be able to prove it by sending the correct information regarding that pulse.

Pace-Maker then provides a peer-to-peer network with a way, for each peer,
to know for another peer:

e how long the other peer has been online in the network, and

e how long the two peers have been online together in the network, i.e.
maybe not connected to each other, but still connected to the network at
the same time.

The granularity of the availability measure is in unit time P, which is typi-
cally 1 hour. For each peer, we want to provide a history of length N;, which is
assumed to be some weeks or months. To reduce the communication cost, peers
send challenges probabilistically depending on the advertised availability.

Dealing with liars is out of the scope of this paper. yet a simple way to deal
with them is to disseminate their identity in the system to exclude them.

4 Pace-Maker Protocols

Pace-Maker relies on three sub-protocols: (i) the dissemination protocol used to
disseminate the pulse generated by the server; (%) the inquiry protocol used by
a peer to ask for another peer’s availability and, (%) the verification protocol
used by a peer to challenge another peer.

4.1 Pulse dissemination protocol

The server in Pace-maker is in charge of generating one pulse over a given
period of time and disseminating it through the system. The dissemination is
epidemic and consists for each peer to forward it once to all its neighbours. An
example of the pulse dissemination is depicted on Figure [l The figure shows a
redundant mesh network, where there exist multiple paths between every two
peers in the network. A redundant mesh ensures that even if one selfish peer
does not follow the protocol aHence, the effect of malicious nodes that try to
block the propagation of the heartbeat to non-malicious nodes is reduced.

A heartbeat T? generated at time i is a tuple (i, K K S%), where
K’;mb and K? ; is a new fresh public-private key pair. The public-private key
pairs can be generated by the server on-demand, or just chosen among a huge
set of pre-computed keys, for example, as in a sensor-network. The heartbeat
also includes S¢, which is a signature of (i, K;ub) using the servers’ private key
KS,riv. Figure [2| depicts heartbeat diffusion at the server.

Every peer keeps a collection of N; of these heartbeats, representing its
presence in the network during the period of time (N; * P). The actions taken
by a peer on receipt of heartbeat is shown in Figure

pub? priv?

INRIA
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Figure 1: All peers are connected through a redundant mesh to the server. Here, the
number in every node indicates the shortest distance to the server in the mesh. Every
hour, a new heartbeat is propagated in the mesh by the server.

Server at round $i$:
let ($K~i {pub}$, $K"i {priv}$) = generate pair();
let S$~i$ = sign( <i, $K~i_{pub}$>, $KS_ {priv}$ );
let T$~i$ = HeartBeat($i$, K$~i_{pub}$, K$~i_ {priv}$, S$"°i$);
$\forall q \in$ neighbours$~{server}$, send( $q$, T$ i$ );

Figure 2: Hearbeat generation at the server.

Node receiving T$"i$= HeartBeat($i$, K$~i {pub}$, K3$"i {priv}$, S$-i$):

if

History [i] = $\emptyset$ and

verify (S$°i$, <i, $K~i_{pub}$>, $KS_{pub}$ )
then

History [i] := T$"i$;

$\forall g \in$ neighbours$-p$, send( $q%, T$"i$ );
end if

Figure 3: Heartbeat diffusion by a peer.

RR n°® 6594
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Node $p$ sending to $g3 its availability at round $i$:
let bits = new bitfield [$T n$];
for $x$ in [1..$T_n$]

if History [$i—T_ntx$] = $\emptyset$ then
bits [$x$] := 0
else
bits [$x$] = 1
end if
end for

let S = sign( < $i$, bits >, K$p {priv}$ )
send ( $q%, Availability ($i$,bits,S) );

Figure 4: Peer availability announcements.

4.2 Inquiry Protocol

Depending on the application, peers need to be able to check the availability of
other peers, either regularly or just the first time they connect to each other.
This is done by comparing the histories of heartbeats they have collected. For
this purpose, each peer sends a message Availability(i,bitfield,S), where bitfield
is an array of bits of size Ny, containing, for each period P, 1 if it has the
heartbeat, and O otherwise. The message also contains a signature of the bit
field using the peer private key, K;Mv. This signature can be used to prove
later that the message was sent by the peer, in particular, if the peer does not
reply to a challenge. The Figure [4] depicts the pseudocode for peer availability
announcements.
Using the bit field of the other peer, a peer can:

e compute an approximation of the availability of the peer during the period
(N¢ * P). Basically, it just computes how many bits are set to one. Note
that, in fact, it only proves that the peer was online when the heartbeats
where propagated, not during complete hours. However, we show in our
simulations that sending the heartbeat at random time in the period P
provides a very good approximation of the real availability.

e compute a matching between its own online periods and the other peers’
online periods. For that, it just does a logical “and” operation between
his own bit field and the other bit field, and count the number of bits
remaining.

4.3 Verification Protocol

It is in the interest of some peers to lie about their time online, especially to
get more resources than they deserve. We thus provide a verification scheme to
allow a peer to verify that the bit field received from another peer is correct:
from time to time, the peer selects one bit set to one in the bit field received
from another peer. It sends a special request Challenge(i, String), containing i,
the time of the bit to be verified, and a nonce, which is a randomly generated
short string “String” to make the challenge unique.

On reception of Challenge(i, String), the peer replies Proof(i, String, K’Timb,
S’,87) where K}, and S* are respectively the public key and the signature from

i

heartbeat T, and S™ is the signature of String using the private key K}, .

INRIA
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Node $p$ receiving Challenge($i$, nonce) from node $q$:
let HeartBeat($i$, K3°i {pub}$, K$"i {priv}$, S$"i$) = History[$i$]
let reply = sign( < nonce, H$ p$, H$ q$ >, K$"i {priv}$ )
send ( $q$, Proof($i$, nonce, K$~i_{pub}$, S$"i$, reply) );

Figure 5: Peer on receiving a challenge.

Node $9$ receiving Proof($i$ ,nonce ,K$"i {pub}$,38"i$, reply)
from node $p$:
if
($i$, nonce, $p$) $\in$ challenges and
verify (S$-i$, <i, $K~i_{pub}$>, $KS {pub}$ ) and
verify (reply , < nonce, H$ p$, H$°q$ >, K$°i {pub}$ )

then

good _reply ($p$)
else

bad reply($p3)
end if

Figure 6: Peer on receiving a verification in response to a challenge.

S¢, 8%, the peer can verify that S
; i

has been signed with the correct key K, pub
and can also verify that K;mb is the public key from the heartbeat T? using the

On reception of Proof(i, String, K;’mb,

using the key K! . from the message,

signature S* and the known KSpu key.

The measures to be taken when a peer fails to provide a correct reply to a
Challenge challenge is out of the scope of this paper, as it mostly depends on the
application using our measurement system. However, our protocol is designed so
that it is possible to propagate both the Availability message and the Challenge
challenge to other peers in the network. Hence, other peers are allowed to use
an unreplied Challenge message to challenge the same peer again. To avoid false
claims, the peers might use the Availability messages to check that the message
was indeed signed by the malicious peer. If the peer was not malicious, and its
inability to reply to the challenge was due to a failure, the peer may be expected
to clear its availability history as a sign of good will. Figures [5| and [6] depict the
pseudo-codes for challenge and verify algorithms.

5 Evaluation

In this section, our goal is to evaluate the efficiency of our availability monitoring
protocol. Specifically, we show that our system is:

e Accurate: The error between the measured availability for a peer and its
real availability is negligible.

o Scalable: Tt is able to work with millions of peers connected together.

e Secure: Malicious peers in the system should not be able compromise our
measure.

RR n°® 6594
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Real Availabiiity —
Measured Availability (random) ---x---

Availability

O e 1 1 1 1 1
0 200 400 600 800 1000

CDF of peers

Figure 7: Measured availability compared to real availability. Note that the difference
between the real availability and the availability measured using heartbeats is very
close.

1
Real Availability —— ' '
Measured Availability (random) ---x---
0.8 ]
0.6 ]
2
o
K
g
<
04 ]
0.2 ]
0 3 ' ) ) 1 1 ! 1 !
0 200 400 600 800 1000

CDF of peers
Figure 8: Measured availability compared to real availability. Note that the difference

between the real availability and the availability measured using heartbeats is very
close.
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Table 1: Simulation Parameters

Network size: 1000 peers

Time: 28800 minutes (20 days)
Peer availability: Unif. or Expon. Dist.
Disconnections per day: | Unif. Dist. in [1;10]
Timezones: Unif. Dist. in [0;12]
Server Degree: 10 children

Peer Degree: 5 children

o FEfficient: It is less expensive than other systems providing a similar mea-
sure.

5.1 Simulation Protocol

We simulate a network of peers connected in a mesh around a server. The server
diffuses heartbeats every hour (P = 1 hour) to measure the availability of peers.
Note that the mesh protocol is not part of our protocol: we show that a scalable
mesh verifying our assumptions exists (see Section , but our protocol can be
used with any other mesh verifying the same assumptions, depending on the
application.

In the current simulation, the mesh protocol works as follows: the server has
a degree of 10 children, and each peer has a degree of 5 children and 5 parents.
To connect to the mesh, a peer first queries the server, which replies with a list
of its children. The peer then queries the children. Every child either accepts
the peer as a child, or sends a random child among its children. The process
iterates until the peer is connected to 5 different parents.

We take the following local decisions to improve the system:

e At every round, if a peer has a free child slot, it chooses among all the can-
didates, who queried it during the round, the one with the best measured
availability.

e A peer disconnects its children which are at the same distance from the
server.

5.2 Simulation Parameters

Every round in the simulation takes one minute. From a communication point
of view, it allows us to assume some timeout on messages that allows detection
of peer disconnection (for instance, TCP keepalive is 30 seconds).

The parameters used in our simulations is shown in Table

For each peer, we choose an availability and a number of disconnections per
day. We then compute the probabilities being online and offline using a Markov
chain. We use these probabilities in the simulation.

We compute the simulations using either a uniform distribution of availabil-
ity (see Figure [7)) or an exponential distribution (see Figure . We use the
uniform distribution to show the accuracy of the measure for all values of avail-
ability, while we use the exponential distribution as more representative of real
peer-to-peer systems [I].

RR n°® 6594
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Figure 9: The exponential distribution of availability wused in our
simulations:maz(0.02, min(1, e ~°92+652)))  The median availability is close to
2 hours.

Timezones are used to obtain a diurnal pattern: during the day, peers have
twice their normal probability of coming online and half their normal probability

of going offline.
See Figures [10] and [I1] for the resulting distributions of session lengths and

online peers.

5.3 Accuracy of the Protocol

For each peer in the network, we computed the difference between its real avail-
ability and the availability measured by our system, i.e. the availability that
it is able to prove to other peers. Figures [7] and [§] plot the availability for our
uniform and exponential settings, and show that our measure is globally close
to the real value. Figures [I2)and [I3| plot the absolute error: in the worst case,
the random distribution, for 70% of the peers, the error is less than 1% of avail-
ability, while for the other 30 %, it is less than 5% of availability. Such an error
is acceptable in the applications where we plan to use our system, since it does
not change the class of availability of a peer.

It is also interesting to compare our measure with what would be obtained
using other systems of measure. Thus, we simulated a system where every peer
in the network would be monitored every minute using pings by a small set of
observers. We compared our measure with the sum of the measures obtained by
the observers. Although Figure[I4]shows a very small error with a small number
of observers for the ping-based system, Figure [15|shows that, in a more realistic

INRIA
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Figure 10: CDF of Sessions lengths. The median session length is around two hours.
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Figure 11: Number of peers online over time. Since the timezones of peers are only on
12 hours, the number of peers follow a diurnal pattern, which would not be the case
if the distribution was over 24 hours.
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Figure 12: Error on measured availability. Error remains under 1% for 80% of the

peers in the network.
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Figure 13: Error on measured availability. Error remains under 1% for 80% of the

peers in the network.
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Figure 14: A comparison between our measure (diffusion) and the measure obtained
using pings. Every peer is observed by a limited set of random observers, pinging
every minute when they are online, and the measure is centralized. Our measure is
equivalent to between 5 and 10 observers for a uniform distribution of availability.
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Error in measured availability

0.1 C
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Figure 15: A comparison between our measure and the measure obtained using pings
(2). With an exponential distribution of availability (closer to observed peer-to-peer
systems), our measure performs better than a system with 20 observers. Such a system
would cost 20 x 60 messages per hour of availability, while our system costs the degree

of the mesh (5 in our simulations) per hour.
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Figure 16: The number of AskRoot messages received by the server per minute in
our simulations. The mean rate is 1/50 of the number of nodes, i.e. 100,000 nodes
consume 33 messages per second. Even in our simplified mesh, a few servers can easily
handle a few millions of peers.

exponential distribution, the ping-based system must use a lot of observers to
reach our accuracy. Indeed, in such a system, no measure is done when all the
observers are down, which might be often the case.

5.4 Scalability of the Mesh

The scalability of our system mostly relies on the existence of a scalable mesh,
to diffuse the heartbeats in the network. Although this mesh is not part of our
protocol, we just show in this section that the one we used in our simulations
is such a scalable mesh, i.e. it scales well with the number of peers. Peer-to-
peer application programers should design their own mesh depending on other
services they want to provide.

In our mesh, every peer connecting to the network requests a list of peers
from the server. From there, it iterates on these peers to find a set of parents
in the network. Figure [16] plots the number of messages received by the server
by minute. The mean rate is N/3000 messages per second, where N is the size
of the network. 100,000 peers would thus generate a traffic of less than 10 kB/s
on the server.

Figure plots the maximal distance to the server. As expected, it grows
logarithmically with the number of peers in the network. Figure [18] shows the
delay for a new peer in the network to find its first parent, i.e. to be able to
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Figure 17: Maximal distance to the server over time. Note that the diameter of the
network is not too high.

receive a heartbeat. It shows that the delay is usually neglectible, since we are
only interested in measuring availability for long sessions.

Finally, Figure plots the mean availability of peers depending on their
distance to the server in our mesh. It is an interesting side-effect of our way
of building the mesh, peers close to the server have a higher availability than
peers on the external rings. This property of our mesh comes from the fact that,
among all the peers applying to become a child of a node during a round, the
node always selects the peer with the highest availability. It was not the case
without this selection.

5.5 Malicious Peers

In the following, we try to evaluate how our system handles the following mali-
cious behaviors:

o Selfish peers: these peers don’t propagate the heartbeat message in the
mesh, so that other peers have a smaller measured availability.

e Liars: these peers lie about their availability.

e Opportunist peers: these peers only connect to the mesh to get the heart-
beats and immediately disconnect.
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Figure 18: Time spent between the beginning of a peer session and the connection to
its first parent. Only in some rare cases, it is above 7 minutes. Since in our system,
we focus on long session times (median session length is two hours), this delay is
neglectible.
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Figure 19: Mean Availability of Connected Peers depending on their distance to the
server. It shows that peers at distance 1 from the server have a much better availability,
and so on...

5.5.1 Selfish Peers

We define selfish peers as peers that follow the protocol but try to prevent other
peers from benefiting from the system. Hence, the corresponding selfish behavior
in our particular case is not to propagate the heartbeats to their neighbours.
Consequently, selfish peers improve their ratings in the system not by increasing
their measured availability but rather by decreasing the measured availability
of other peers.

We simulated this behavior by randomly selecting peers in our simulations
as selfish peers. The results, depicted in Figure show that the accuracy of
the measure is not impacted too much until the percentage of selfish peers hit
50 %. We conclude that:

e When there is a small amount of selfish peers, the impact is negligible on
the measured availability of other peers. Hence, they don’t really gain any
benefits from their behavior.

e When there is a large amount of selfish peers, their impact is more signifi-
cant, but their measured availability is also as diminished as for non-selfish
peers.
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Figure 20: Error on measured availability depending on the number of selfish peers in
the system. Although selfish peers don’t propagate the heartbeats to their neighbours,
the error is under 10% with 50% of selfish peers in the network, and almost not
impacted with 30% of selfish peers.
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Figure 21: Detection of liars using our system. For every peer, a set of five random
observers send a given number of challenge every day. Liars are removed from the
system when a challenge fails. We display the network availability, real, and measured

by our system.
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Figure 22: Availabilities measured using either random checks or by requiring some
connection length. It shows that sending the heartbeat randomly (at a random minute
during the heartbeat hour) performs much better than requiring a minimal connection
time (between 5 minutes and 50 minutes) from a child to propagate the heartbeat.

5.5.2 Liars

We define Liars as peers trying to get a better status in the network by lying on
their availability. In our system, this is done by setting bits in their availability
bitfields for whom they have not received the heartbeats.

QOur protocol does not specify when challenges should be send to peers, as
it is application dependent, and how the system should react when a peer fails
to reply to a challenge. Thus, for the purpose of showing that our scheme can
be efficiently used to detect liars, we simulated a network where every peer is
monitored by a set of five observers. These observers are responsible for sending
challenges every day, and, if a peer fails to reply to a challenge, for diffusing
the failed challenge in the network, so that other peers will immediatly black-
list liars. Figure 2I] shows the efficiency of this detection system on the global
network availability: we wait for five days to reach the system stable mode before
starting the detection system; ten days later, most liars have been detected and
the measured global network availability is close to the real one.

5.5.3 Opportunist Peers

We define Opportunist peers as peers connecting to the network only to get

heartbeats to increase their perceived availability. In our system, such peers

would connect at fixed times, depending on the schedule of heartbeats diffusions.
To avoid such behaviors, we proposed two different policies:
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¢ Random diffusion: Within each period P, the server should start the
heartbeat diffusion at a random time, so that opportunist peers cannot
forcast when to connect to the network.

e Trusted diffusion: When a peer receives a heartbeat, it should only
propagate the heartbeat to children which have been connected for a long
period.

Figure plots the impact of these policies on the accuracy of measured
availability. It shows that random diffusion performs much better as soon as
the required connection period for children becomes to long. As a consequence,
we used random diffusion in all the other simulations that were done in this

paper.

5.6 Bandwidth Cost

Finally, it is important to evaluate the cost of our protocol, in particular in
bandwidth, usually the rarest resource in peer-to-peer networks.

Using RSA, signatures and keys are usually 256 bytes long. Although we
will not consider this case in the following, elliptic curves for example already
give a good level of security with around 15 bytes.

A reasonable choice for P is 1 hour, and for N;, we can choose a period of
one year for example, i.e. 8760 hours.

Using these values, we can estimate the sizes of the different messages:

e Heartbeat : 800 bytes (mainly 2 keys and 1 signature)
o Availability : 1400 bytes (bitfield[N _¢] + 1 signature)
e Challenge : 70 bytes (mostly a string of say 64 bytes)
e Proof : 900 bytes (string + 1 key + 2 signatures)

The Heartbeat is sent once per period P to all the neighbours. Other messages
would probably only be sent once a day between two peers working together.
Consequently, the bandwidth cost of our system is negligible.

6 Discussion and Related Work

6.1 Discussion

We can now compare our system with other availability measurement systems.
To the best of our knowledge, such systems can be put in three different sets:

e Systems using hello messages (pings): such systems are expensive in the
number of messages that they generate. To get the same level of accuracy
as in our system, they need to send M messages per hour, where M is the
number of peers each node monitors, while our system only need D mes-
sages, where D is the out-degree of the mesh. Moreover, the result is not
complete: peers can only monitor availability while they are online and for
peers who IP addresses don’t change too often, so matching availabilities
is much less efficient.
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Figure 23: The measured availability depends on the period P. Here, we plot different
errors depending on the number of minutes between heartbeats in the exponential
distribution.
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Figure 24: Same as Figure 23| with a uniform distribution of availabilities.
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e Systems using regular pings extended with a trust system. These systems
try to complete the monitoring for offline periods by sharing monitoring
information between nodes, weighted by a trust system. The trust protocol
is often expensive, and not resilient to most attacks, unless it uses more
cryptographic challenges than in our system.

e Systems where nodes share their periods of availability with other peers.
These systems are close to our system, except that they cannot prevent
nodes from lying about their availability.

To the best of our knowledge, only one availability monitoring system[12]
has been designed especially for peer-to-peer networks. Although it prevents
collusions of peers, i.e. resulting usually into over-estimation of availability of a
peer, it does not prevent peers from lying by under-estimating the availability of
the peers they are supposed to monitor. Moreover, it is unclear how the system
really behaves as it assumes that TP:port addresses are uniformely distributed,
which is actually not the case in practice and might result in large variations in
the sizes of monitoring sets.

6.2 Studies on Availability in Peer-to-Peer Networks

[3] does a crawl of a Gnutella network to measure peers availability. They
conclude that peers with higher availability tend to be more stable than other
peers. They design a protocol that builds a more stable network by selecting
peers with higher availability. However, they don’t give any method to prevent
peers from lying about their true availability.

[1] does a study of availability in Overnet.

6.3 Use of Availability in Peer-to-Peer Systems

Many papers on organization of peer-to-peer networks for different purposes
heavily rely on stability or availability of peers. Indeed, many systems are built
using a stable core of the system or super-peers, selected for their high availability
in the system. However, none of them cope with malicious peers, which might
lie on their real availability to get a better status in the system.

For example, [14], [I5] build a gradient topology, where the most stable peers
are at the center of the network, whereas less stable peers stay on the border.
They use availability information to construct a network by gossiping, and for-
ward requests along the gradient towards the core of the system. Malicious
peers can lie on their availability to be included in the core, and then refuse to
serve requests to break the system.

[8] uses availability to select super-peers in the network to build a top-level
Chord Distributed Hash Table over other less stable DHT. If malicious peers lie
on their availability, they might be included in the top-level DHT, and either
use it to break the system or decrease their load.

[9] gives a thorough study of replacement policies to decrease the effect
of churn in a peer-to-peer system: in particular, they show that the random
policy behaves very well, but not as well as replacements based on maximizing
availability or session lengths.

[7] introduces a new definition of availability, presence-based availability,
where the time spent in the network is weighed by the number of nodes in
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the network at the same time. There is an assumption that the number of
peers in the network fluctuates a lot, and their evaluation is indeed done on real
traces, but biased by timezone patterns.

[6] assumes the existence of an availability monitoring service to proactively
repair fragments in a peer-to-peer storage system, depending on an estimation
of the failure rate. A fixed threshold is also used to trigger reactive repairs.
However, in case the availability is compromised, this would prevent repairs.

[19] discusses the difference between host availability and data availability
observed in Maze traces. It proposes a simple availability monitor that com-
plements machine availability history with data availability obtained by proba-
bilistically requesting data.

[16] studies object replica maintenance under temporary and permanent fail-
ures, for different peer-to-peer systems. It shows that data tends to accumulate
on nodes with long availability and unlimited capacity. With limited capacity,
the performance degrades when these nodes are full, as short availability nodes
trigger many repairs.

6.4 Avoiding collusions

While waiting for the next algorithm, some mechanisms can be used to prevent
collusions:

e Every peer should remember the last availability received from another
peer. This would prevent a peer from changing its availability for a time
that it has already sent to other peers.

7 Conclusion

In this paper, we have presented a simple but efficient way of monitoring avail-
ability in peer-to-peer systems. Our protocol uses a set of servers to propagate
cryptographic heartbeat messages in a mesh of peers, allowing them to measure
and check the history of availability of other peers easily at any time. Our pro-
tocol is resistant to simple liars, which lie about their availability to gain access
to more resources in the system.

However, currently, our protocol is not resilient to collusions of peers, which
help each other to lie about their availability by illegitimately diffusing old
heartbeat messages. We are currently working on the design of a new version
of our protocol, which is more resilient to collusions of peers. However, as this
new version requires the use of merkle trees [I1], the complexity and the cost of
the system is expected to increase. Our future work includes the performance
evaluation (i.e., a cost-benefit analysis) of our new protocol with increasing
number of collusions in the system.
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