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Abstract: We propose a method to count and estimate the mixing directions
and the sources in an underdetermined multichannel mixture. Like DUET-type
methods, the approach is based on the hypothesis that the sources have time-
frequency representations with limited overlap. However, instead of assuming
essentially disjoint representations, we only assume that, in the neighbourhood
of some time-frequency points, only one source contributes to the mixture: such
time-frequency points can provide robust local estimates of the corresponding
source direction. At the core of our contribution is a local confidence measure
–inspired by the work of Deville on TIFROM– which detect the time-frequency
regions where such a robust information is available. A clustering algorithm
called DEMIX is proposed to merge the information from all time-frequency
regions according to their confidence level. Two variants are proposed to treat
instantaneous and anechoic mixtures. In the latter case, to overcome the in-
trinsic ambiguities of phase unwrapping as met with DUET, we propose a tech-
nique similar to GCC-PHAT to estimate time-delay parameters from phase
differences between time-frequency representations of different channels. The
resulting method is shown to be robust in conditions where all DUET-like com-
parable methods fail: a) when time-delays largely exceed one sample; b) when
the source directions are very close. As an example, experiments show that,
in more than 65% of the tested stereophonic mixtures of six speech sources,
DEMIX Anechoic correctly estimates the number of sources and outperforms
DUET in the accuracy, providing a distance error 10 times lower.
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delay estimation, sparse component analysis
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Une méthode robuste pour compter, localiser et
séparer les sources audio d’un mélange

multicanal sous-déterminé

Résumé : Nous proposons une méthode pour compter et estimer les direc-
tions et les sources d’un mélange multicanal sous-déterminé. De la même façon
que pour les méthodes de type DUET, l’approche est basée sur l’hypothèse
que les sources ont des représentations temps-fréquence qui se chevauchent peu.
Cependant, plutôt que de supposer que les représentations aient des supports
disjoints, nous supposons seulement que, dans le voisinage de quelques points
temps-fréquence, seulement une source contribue au mélange: de tels points
temps-fréquence peuvent fournir des estimations locales robustes des directions
des sources correspondantes. Une de nos contributions majeures est une me-
sure de confiance locale –inspirée des travaux de Deville sur TIFROM– qui
détecte les régions temps-fréquence où de telles informations sont disponibles.
Nous proposons un algorithme de clustering appelé DEMIX qui permet de trai-
ter l’information de toutes les régions temps-fréquence suivant leur niveau de
confiance. Deux variantes de l’algorithme sont proposées afin de traiter le cas
instantané et le cas anéchöıque. Dans ce dernier cas, afin de résoudre le problème
intrinsèque de repliement de phase rencontré dans DUET, nous proposons une
technique proche de GCC-PHAT pour estimer les paramètres de délai à partir
des différences de phase entre les représentations temps-fréquence des différents
canaux. La méthode résultante se montre robuste dans les situations où les
méthodes de type DUET échouent: a) quand les délais sont très supérieurs à un
échantillon; b) quand les directions des sources sont proches. Les expériences
montrent que pour un mélange stéréophonique constitué de six sources, DEMIX-
Anechoic estime correctement le nombre de source dans plus de 65% des cas, et
obtient des estimations des directions avec une erreur moyenne plus de 10 fois
inférieure à celle de DUET.

Mots-clés : separation de source aveugle, audio multicanal, direction
d’arrivée, estimation de délais, analyse en composantes parcimonieuses
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1 Introduction

In many situations like medical imaging, musical or meeting recording, the ob-
served data is a measurement of several signals which have been mixed together,
and it is sometime very usefull to know what the original signals (called sources)
were. In the context of audio sources, the measured signals are often on only two
channels, that is the well known stereophonic case, and the number of sources
are often higher than the number of channels.

In this article, we consider the problem of separating several audio sources
from two or more mixtures when there may be more sources than available
mixtures, with an emphasis on stereophonic audio mixtures. Our approach
relies on the now classical time-frequency masking framework [1, 2] with a two-
step approach: a first step consists in estimating the number of sources and their
mixing directions; in a second step the sources are separated using appropriate
adaptive time-frequency masks.

Our main contribution is a new technique to perform the first step, called
DEMIX (Direction Estimation of Mixing matrIX) [3, 4] which relies on the
weak assumption that in some time-frequency regions, essentially one source
contributes to the mixture. In such regions, the intensity difference and phase-
difference between channels provide information on the direction of the corre-
sponding source. The proposed technique estimates both the number of sources
and their mixing directions through a new clustering algorithm. This clustering
algorithm gives more weight to more reliable time-frequency regions, according
to a local confidence measure similar to the one proposed in TIFROM [5], [6].

We demonstrate with extensive experimental studies the ability of our ap-
proach a) to blindly estimate the number of sources in anechoic mixtures of up
6 sources; b) to robustly estimate time-delays than can largely exceed one sam-
ple, thanks to the use of a technique similar to GCC-PHAT [7], unlike DUET
[2] which is essentially limited to delays below one sample; c) to outperform
DUET in the accuracy of the estimation of direction by a distance error at
least 10 times lower; d) to robustly estimate nearby source direction with a con-
stant relative precision better than 10−3. In addition to DEMIX, we propose
and demonstrate a variant of time-frequency masking to perform the separa-
tion step. The variant, which coincides with standard time-frequency masking
for anechoic mixtures with delays below one sample, has significantly better
performance even with time-delays of several tens of samples.

1.1 Anechoic mixture model and source separation

The mixture of N audio sources on M channels can be formulated by the ane-
choic mixture model :

xm(t) =

N∑

n=1

amnsn(t−δmn) + nm(t), 1 ≤ m ≤M (1)

In this model, each source contributes to each microphone only through the
direct acoustic path, that is to say with no reflection on walls or obstacles.
The parameters amn ∈ R represent the gain (or the attenuation) and δmn the
time-delay corresponding to the path between the n-th source and the m-th
microphone. The problem we address in this paper is the estimation of the
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4 Simon ARBERET, Rémi Gribonval & Frédéric Bimbot

number of sources N , the mixture parameters amn and δmn, and the source
signals sn(t) from the only observation of the noisy mixture signals xm(t).

When the number N of sources is known, this is called a blind source separa-
tion (BSS) problem [8]. If in addition the number M of sensors does not exceed
the number of sources, if the problem is noiseless, and if the delays equal zero,
this is an (over)determined linear instantaneous BSS problem, which is known
to admit a unique solution (up to gain, sign, permutation and shift indetermina-
cies) under the mild assumption that the sources are statistically independent
and non-Gaussian. Here, the number of sources is unknown and might ex-
ceed the number of sensors, yielding an underdetermined BSS problem. Indeed,
when dealing with an unknown stereophonic musical recording (with M = 2
channels), it is only realistic to assume that the number of instruments that are
playing together exceeds two and is not known in advance.

Without loss of generality, we assume that
∑M

m=1 a2
mn = 1 and that δ1n = 0

and a1n ≥ 0 for 1 ≤ n ≤ N , which means that we fix the gain, sign and
shift indeterminacies of the problem. If in addition δmn = 0 for all m and n
the mixture is indeed instantaneous. Taking the Short Time Fourier Trans-
form (STFT) Xm(t, f) of each channel xm(t) of the mixture, the mixing model
is approximately written in complex matrix form in the time-frequency do-
main as X(t, f) = A(f)S(t, f) + N(t, f) for each time frame t and normal-
ized frequency 0 ≤ f ≤ 1/2, where bold letters such as X(t, f) or S(t, f) de-
note column vectors [X1(t, f), . . . , XM (t, f)]T or [S1(t, f), . . . , SN (t, f)]T , and
A(f) = [a1(f), . . . ,aN (f)] is the M ×N mixing matrix which columns an(f) =
[a1n, a2ne−2iπδ2nf , . . . , aMne−2iπδMnf ]T are related to the source locations.

In the stereophonic case (M = 2), each column of A(f) can be written as a
two-dimensional vector :

an(f) =

[
cos θn

sin θn · e−2iπδnf

]
∈ C

2. (2)

The parameter θn ∈ (−π/2, π/2] characterizes the intensity difference (ID) be-
tween channels, and a possible sign difference if θn < 0; the parameter δn ∈ R

characterizes the time delay between channels. We will generally refer to the
pair (θn, δn) as the (mixing) direction of the n-th source. For the case M > 2
channels, we can generalize this pair by splitting the direction of the n-th source
into its intensity defined by abs (an(f)) ∈ R

M with ‖ abs(an(f))‖2 = 1, and de-
lays ∆n = [δ1n, δ2n, . . . , δMn]T ∈ R

M with δ1n = 0.

1.2 Related work about the estimation of the mixing di-
rections

Several existing methods attempt to estimate the mixing directions of the sources
from a time-frequency representation X(t, f) of the mixture. DUET-type meth-
ods [2, 1] rely on the assumption that the mixed sources have essentially disjoint
time-frequency supports, that is to say in most time-frequency points, only one
source has a non-negligible contribution. This is related to the sparsity assump-
tion on the time-frequency representation of the sources. TIFROM [5] exploits
the weaker assumption that for each source, there is at least one time-frequency
region where this source is dominant. Our approach relies on the same assump-
tion as TIFROM. This means that it can still estimate the directions if in most
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of the time-frequency plane, several (or even all) sources are similarly active,
provided that for each source one can still find a (tiny) time-frequency region
where it emerges from the background. In the latter situation, it will however be
difficult to go beyond the direction estimation step, and separating the sources
might actually be a daunting task.

When at most one source actively contributes to a time-frequency point
(t, f), there is an index 1 ≤ n(t, f) ≤ N such that |Sn(t,f)(t, f)| ≫ |Sn(t, f)|, n 6=
n(t, f), so the mixing model indicates that X(t, f) ≈ A(f)S(t, f) ≈ Sn(t,f)(t, f)·
an(t,f)(f) and the ratio R21(t, f) := X2(t, f)/X1(t, f) satisfies :

R21(t, f) ≈ tan θn(t,f) · e−2iπδn(t,f)f .

So if the sources have disjoint time-frequency supports, then all data points
X(t, f) will be aligned along the directions an(t,f)(f). Also, if the sources are
sparse, the data points X(t, f) show a clear tendency to cluster along an(t,f)(f)
[1]. This can be seen on the scatter plot of points X(t, f), which is a simple
tool we will use latter in this paper (see for example figures 1 and 2). A com-
mon approach to estimate the mixing directions is thus based on an clustering
algorihm applied on the points of the scatter plots.

In DUET [2] the ratios R21(t, f) are computed for each time-frequency point
and used to compute a local estimate of the intensity difference θ(t, f) :=
tan−1 |R21(t, f)| and the delay δ(t, f) := − 1

2πf
∠R21(t, f) where ∠z ∈ (π, π]

is the principal argument of a complex number z. This approach is perfectly
valid if the true delay is below one sample and the gains amn are all positive,
but it may fail otherwise because of phase unwrapping ambiguities. In a sense,
the problem is that a single time-frequency point does not carry alone enough
information to recover the corresponding delay δn(t,f). To recover it, it is there-
fore necessary to gather the information coming from several time-frequency
points where the same source is active at different frequencies, which raises two
issues: 1) How to find several points associated to the same source ? 2) How to
efficiently deduce the delay, with no ambiguity, given several points associated
to the same source ? A new approach to solve these issues is presented in Sec-
tion 4. The proposed technique is able to estimate time delays which can largely
exceed one sample, as illustrated in Section 5.3.

1.3 Local confidence measure

The TIFROM assumption is more realistic than the DUET one, because in
many audio mixture, there can be a majority of time-frequency points where
several sources are simultaneously active. It is clear that time-frequency points
where several sources are equally active yield local estimates completely unre-
lated to the true directions of any source. The problem is thus how to detect
time-frequency points where only one source is essentially active. Inspired by
TIFROM [5] and related work [6] we describe in Section 2 how to compute a
local confidence measure T (t, f) which estimates how likely it is that a single
source is active around the time-frequency point (t, f).

1.4 Clustering algorithms for unknown number of sources

When it comes to actually clustering local estimates of the source directions to
get a global estimate of the number of sources and their directions, many au-
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6 Simon ARBERET, Rémi Gribonval & Frédéric Bimbot

thors have chosen to use a weighted smoothed histogram [2], where the amount
of smoothing is determined by the shape of a “potential function” [1]. One
of the difficulties with this approach consists in ajusting how much smooth-
ing must be performed on the weighted histogram to resolve close directions
without introducing spurious peaks. Moreover, the choice of the weights is also
of importance. The classical approach, which consists in giving more weight
to local estimates if they are associated to a time-frequency point with more
energy, might prevent the clustering step from properly discovering the direc-
tion of a source of weak energy. Instead of using a fixed potential function and
weights based on the local energy, we introduce in Section 3 a new clustering
algorithm which relies on the local confidence measure introduced in Section 2
and a statistical model described in the Appendix A. Experiments reported in
Section 5 illustrate its ability to adaptively find the number of sources and their
directions. An important feature of the proposed clustering algorithm is that
its accuracy does not depend on a prior choice of a smoothing parameter.

1.5 Time-frequency masking of mixtures with large delays

Estimating the source directions is only the first step of a source separation
process. In order to get estimates of the sources, the second step is often based
on time-frequency masking [2], followed by an inverse STFT (by the overlap-add
method). For each source, a time-frequency mask is built which indicates the
time-frequency locations where it is considered as active, and the STFT of the
mixture is multiplied by this mask before being inverted. The mask is built by
correlating the estimated source directions with the mixture.

Even though this approach has been shown to be quite successful on anechoic
mixtures with short delays between sources, it can completely fail if the delays
become longer, as shown experimentally in Section 5.

We propose in Appendix B an alternate strategy which consists in replacing
standard time-frequency masking by a variant where the correlation between
the mixture and the direction of a source is computed after resynchronizing the
channels according to the estimated time-delay between channels for the given
source. Numerical results in Section 5 show the improvement over standard
time-frequency masking obtained with this approach.

2 Principle of the approach

The approach we propose to estimate the mixing directions in the instantaneous
case rely on the same assumption as TIFROM, that is for each source there is at
least one time-frequency region where it is the only ”visible” source. The first
step of our method is a feature extraction step which can easily dicriminate time-
frequency regions where essentially one source is active, from time-frequency
regions where zero or more than one source is active. The second step of our
method is the clustering algorithm which is defined in section 3.

2.1 Feature extraction

For each time-frequency region Ωt,f ”in the neighborhood” of the time-frequency
point (t, f), the principle is to estimate two values:

INRIA
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1. the direction û(Ωt,f ) of the most dominant source;

2. a local confidence measure, denoted T̂ (Ωt,f ), which gets larger when the
scatter plot of vectors X(τ , ω) in the region Ωt,f points more strongly in
the direction û(Ωt,f ), that is when essentially one source is active in this
region.

As the confidence measure T̂ (Ωt,f ) can discriminate the cases where essen-
tially one source is active from the other ones, it also discriminate cases where
the direction û(Ωt,f ) correspond to a true direction from the cases where û(Ωt,f )
has few chance to point in one of the true directions.

To estimate the directions û(Ωt,f ) and their corresponding local confidence
measure, one can simply rely on Principal Component Analysis (PCA) and de-
fine û(Ωt,f ) as the principal direction of the local scatter plot of vectors X(τ , ω)

in the region Ωt,f , and T̂ (Ωt,f ) a measure (defined in section 2.4) of how strongly
it points in its principal direction.

2.2 Time-frequency regions

We consider two kinds of time-frequency regions around each time-frequency
point (t, f) : a temporal neighborhood ΩT

t,f and a frequency neighborhood ΩF
t,f .

A discrete STFT with a window of size L computed with half overlapping win-
dows and no zero-padding provides STFT values X(t, f) on the discrete time-
frequency grid t = kL/2, k ∈ Z and f = l/L, 0 ≤ l ≤ L/2. The time (re-
spectively frequency) neighborhood of a time-frequency point (t, f) are defined
by:

ΩT
t,f = {(t + kL/2, f) | |k| ≤ K} (3)

ΩF
t,f = {(t, f + k/L) | |k| ≤ K}. (4)

2.3 Real-valued and complex-valued local scatter plots

Each region Ω provides a complex-valued local scatter plot X(Ω). It is a M ×
(2K +1) matrix with entries X(τ , ω), (τ , ω) ∈ Ω which will be used for anechoic
mixtures. For linear instantaneous mixtures, since the directions an(f) of the
sources are real-valued, a real-valued local scatter plot will be used instead. It
corresponds to a M × (4K + 2) matrix denoted XR(Ω) with entries ℜX(τ , ω)
and ℑX(τ , ω), (τ , ω) ∈ Ω.

2.4 Principal Component Analysis and confidence mea-
sure

Performing a Principal Component Analysis (PCA) on the local scatter plot
X(Ω) (resp. XR(Ω)) we obtain a principal direction as a unit vector û(Ω) ∈ C

M

(resp. û(Ω) ∈ R
M ) as well as the real-valued positive eigenvalues in decreasing

order λ̂1(Ω) ≥ . . . ≥ λ̂M (Ω) ≥ 0 of the M ×M complex Hermitian positive
definite matrix X(Ω)XH(Ω) (resp. the real symmetric positive definite matrix
XR(Ω)(XR(Ω))T ). We define the (empirical) confidence measure

T̂ (Ω) := λ̂1(Ω)

/
1

M − 1

M∑

m=2

λ̂m(Ω) . (5)
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8 Simon ARBERET, Rémi Gribonval & Frédéric Bimbot

We will discuss in the Appendix why this measure can also be viewed as
a signal to noise ratio between the dominant source and the contribution of
the other ones plus noise. We will often express it in deciBel (dB) scale :

20 log10(T̂ (Ω)).
Figure 1 shows the local scatter plot of XR(Ω) in two time-frequency regions

: one where many sources are simultaneously active, and another one where
essentially one source is active. As expected by the theoretical results of the
Appendix A, the confidence measure is high when essentially one source is active,
and low when many sources are simultaneously active.

−150 −100 −50 0 50 100 150
−150

−100

−50

0

50

100

150

(a) Region where multiple sources con-
tribute to the mixture. The confidence value
is low (9.4 dB)
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(b) Region where essentially one source con-
tributes to the mixture. The confidence
value is high (101.4 dB)

Figure 1: Local scatter plots in two time-frequency regions. Lines indicate true
source directions. STFT window size is L = 4096.

Figure 2(a) displays the real-valued global scatter plot for all time-frequency
points weighted by their energy, which is used in standard approaches to deter-
mine the source directions. In contrast, Figure 2(b) displays the collection of

vectors ±20 log10 T̂ (Ωt,f ) · û(Ωt,f ) obtained by PCA for all time-frequency re-
gions of the signal. On both figures four lines indicate the angles corresponding
to the true underlying directions. One can observe that points of figure 2(b) are
better concentrate along the mixing directions than the one of figure 2(a), and
thus, points of figure 2(b) should be a better candidate to estimate the mixing
direction by a clustering algorithm, than the one of the standard approach. This
will be confirmed experimentally.

3 Directions estimation Algorithms

In this section we describe the two proposed DEMIX (Direction Estimation of
Mixing matrIX) algorithms. First we present DEMIX-Instantaneous, which is
designed to estimate the directions of instantaneous mixtures, and second we
present DEMIX-Anechoic, which is designed to estimate the directions of ane-
choic mixtures.
DEMIX algorithms belong to the categories of the sequential clustering algo-
rithms, and are related to the Basic Sequential Algorithmic Scheme (BSAS)
algorithm [9]. In sequential clustering algorithms, points are presented to the
algorithm in a certain order. The basic idea of the BSAS algorithm is the fol-
lowing : as each new point is considered, it is either assigned to an existing

INRIA
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(a) Real-valued global scatter plot of points
X

R(t, f)/‖XR(t, f)‖ weighted by their en-
ergy ρ2(t, f) = ‖XR(t, f)‖2.

(b) ”Local” scatter plot of points û(Ωt,f )
weighted by their confidence measure
bT (Ωt,f ). Neighborhood size is |Ωt,f | = 10.

Figure 2: Comparison of the scatter plots of points used in the standard ap-
proach and the one used by our PCA approach. STFT window size is L = 4096.

cluster or assigned to a newly created cluster, depending on its distance from
the already formed ones. Three important factors affect the results of the BSAS
algorithm :

1. the choice of the distance measure d(·, ·) between a point and a cluster;

2. the value of the threshold of dissimilarity ζ used to decide if a point is
sufficiently close to a cluster to belong to it or not;

3. the order in which the points are presented to the algorithm.

In DEMIX the order in which the points
(
û(Ω), T̂ (Ω)

)
are presented to the

algorithm is determined by the confidence measure T̂ (Ω) of these points. The
points which have the highest confidence measure are presented first. Contrary
to BSAS which considers the points of the sequence one after the other, in
DEMIX, when a cluster is created, all the points of the whole sequence that
are considered sufficiently close to this cluster, are added to this cluster. As
a consequence a point can belong to more than one cluster. The value of the
threshold of dissimilarity ζ is not a fixed value in DEMIX, but an adaptative
value which depends on the confidence measures of both the considered point
and the point used to initially create the cluster. More formally, two directions
u, u′ with respective confidence measure T and T ′ will be considered as being
sufficiently close to each other if d(u,u′) < ζ(T , T ′).

The distance measure d(·, ·) between a point and a cluster differs between
DEMIX-Instantaneous and DEMIX-Anechoic, and will be detailed in due time.

As opposed to the BSAS algorithm, a further step is added at the end of the
DEMIX algorithms in order to eliminate non significant clusters.

RR n➦ 6593



10 Simon ARBERET, Rémi Gribonval & Frédéric Bimbot

3.1 DEMIX-Instantaneous

The first step of the algorithm consists in iteratively creating clusters by select-
ing regions Ωk with highest empirical confidence T̂ (Ωk) and aggregating to them
other regions which directions are sufficiently close to û(Ωk). The number K of
created clusters is determined by the algorithm and depends on the structure of
the scatter plot {û(Ω), T̂ (Ω)}Ω. The second step of the algorithm is to estimate
the centroid ûc

k of each cluster by first selecting a subset of confident points in
the cluster (see section 3.1.2), then weighting these points according to their
confidence value. Finally, we use a statistical test to eliminate unreliable clus-
ters and keep N̂ ≤ K clusters which centroids provide the estimated directions
of the mixing matrix. Below we detail each step of the algorithm.

3.1.1 Cluster creation

the first step of the algorithm iteratively creates K clusters Ck ⊂ P where P is
the set of all regions Ω considered for the scatter plot.

1.1) initialize : K = 0, PK = P0 = P ;

1.2) find the region ΩK ∈ PK with highest confidence:

ΩK := arg max
Ω∈PK

T̂ (Ω);

1.3) create a cluster CK with all regions Ω ∈ P such that û(Ω) is sufficiently
close to û(Ωk);

1.4) update PK+1 = PK \CK by removing points of cluster CK which are still
in PK ;

1.5) stop if PK = ∅, otherwise increment K ← K + 1 and go back to 1.2.

Note that in step 1.3 the newly created cluster might contain points already
contained in previous clusters. Because of the sign indeterminacy in the defini-
tion of the direction, the distance between two generic unit vectors u,v, which
represent source directions, needs to be carefully defined. Two directions are
close to each other whenever the angle between them is small, that is to say
when |〈u,v〉| is close to 1. We can therefore define the square of the direction
distance by :

d2(u,v) := min
|z|=1,z∈C

‖u− zv‖2 = 2 (1− |〈u,v〉|) . (6)

Step 1.3 will therefore consist in including in CK all regions such that

d(û(Ω), û(ΩK)) ≤ ζ(T̂ (Ω), T̂ (ΩK)) (7)

where ζ(T̂ (Ω), T̂ (ΩK)) is defined in equation (8).

INRIA
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The adaptive threshold of dissimilarity

Now we explain how to define ζ(T̂ , T̂ ′). Based on the statistical model devel-
opped in Appendix A, the distance between the estimated direction û(Ω) and
the ”true” underlying direction of the region u(Ω) satisfies :

E{d2(û(Ω),u(Ω))} = (M − 1) · σ2(T (Ω))

where σ2(T ) is expressed in Eq.(27) and T (Ω) is a ”true” confidence value in
region Ω. Since, according to the model, û(Ω) − u(Ω) and û(ΩK) − u(ΩK)
have centered Gaussian distributions, if they are in addition assumed to be
independent, we have :

E{d2(û(Ω), û(ΩK))} = E{d2(û(Ω),u(Ω))}
+d2(u(Ω),u(ΩK))

+E{d2(u(ΩK), û(ΩK))}
= d2(u(Ω),u(ΩK))

+(M − 1)σ2(T (Ω))

+(M − 1)σ2(T (ΩK)).

To ensure some robustness, we use the threshold :

ζ(T , T ′) := q2 ·
√

M − 1 ·
√

σ2(T ) + σ2(T ′), (8)

where q2 is a quantile which tunes the level of confidence so that the distance is
compatible with the tested hypothesis u(Ω) = u(ΩK). In our experiments, we
use a value of q2 = 2.33 to provide a confidence level of 99 percent. In practice,
every occurence of the unknown ”true” confidence value T (Ω) is also replaced

with its empirical estimate T̂ (Ω) or a more robust (and more pessimistic) esti-
mate T̃ (Ω) defined in Eq. (25) and depending on another quantile q(α).

3.1.2 Direction estimation

after creating K clusters {Ck}Kk=1, we estimate their centroids u(Ck). Because
the clusters might intersect, this estimation is based on a subset C ′

k ⊂ Ck of
confident points that belong to Ck, and the estimation is done with the following
steps.

2.1) determine the confidence threshold :

ηk := max
Ω∈Ck∩[∪j 6=kCj ]

T̂ (Ω) (9)

2.2) keep only points with sufficiently high empirical confidence value :

C ′
k :=

{
Ω ∈ Ck

∣∣∣T̂ (Ω) ≥ ηk

}
.

2.3) estimate the centroid u(Ck) using equation (11) below.

Figure 3 illustrates this process.
In light of the statistical model developped in Appendix A, Eq. (26)-(28),

each direction û(Ω) of the thresholded cluster C ′′
k is distributed as N (uk, σ2(T )·
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uk

C
′
k

C
′
k

ηk

ηk

Ek

Ek

Figure 3: Illustration of how the cluster Ck is thresholded at level ηk to obtain
a symmetric cluster C ′

k (indicated by dark points in the scatter plot), and then
estimate the direction uk = u(Ck). The polar scatter plot is the same as in
Figure 2(b). The bold dashed line Ek indicates the enveloppe of points of

cluster Ck defined by equation d(u, û(Ωk)) = ζ(T , T̂ (Ωk)).

R) . The minimum variance unbiased estimator of the ”true direction” uk is
given by :

vk :=

∑
Ω∈C′

k
σ−2(T (Ω)) · û(Ω)

∑
Ω∈C′

k
σ−2(T (Ω))

In practice, since the direction vectors û(Ω) are only defined up to a sign, we
multiply each direction with the sign ε(Ω) such that the correlation 〈ε(Ω) ·
û(Ω), û(ΩK)〉 with the direction of the point of the cluster with highest con-
fidence is positive. Moreover the true confidence levels must be replaced with
empirical estimates, which yields in practice

vk :=

∑
Ω∈C′

k
σ−2(T̂ (Ω)) · sign (〈û(Ω), û(ΩK)〉) · û(Ω)

∑
Ω∈C′

k
σ−2(T̂ (Ω))

. (10)

and
u(Ck) := vk/‖vk‖ (11)

3.1.3 Cluster Elimination

the last step of the algorithm consists in eliminating unreliable clusters. Under
the model developped in Appendix A, each direction û(Ω) of a region in the
cluster C ′

k has the distribution N (uk, σ2(T (Ω)) ·R) and the minimum variance
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unbiased estimator defined by (10) is distributed as :

vk ∼ N
(

uk,
( ∑

Ω∈C′
k

σ−2(T )
)−1

R

)
. (12)

where trace(R) = M − 1. To estimate the reliability of the centroid u(Ck) in
estimating the unknown ”true direction” uk, we propose to use the expected
deviation

σ2(Ck) := E
{
‖vk − uk‖2

}
= (M − 1) ·

( ∑

Ω∈C′
k

σ−2(T̂ (Ω))
)−1

(13)

In order to remove unreliable clusters, we now consider cluster centroids
u(Ck) as points we want to cluster, so as to merge unreliable clusters with
reliable ones. So using clusters centroids as input of our Cluster creation step
presented in section 3.1.1, cluster Cj will merge with cluster Co 6= Cj if :

d (u(Cj),u(Co)) < q3 ·
√

M − 1 ·
√

σ2(Cj) + σ2(Co). (14)

where q3 is the quantile of equation (8) we use instead of q2. In our experiments
we used a value of q3 = 2.33q2.

3.2 DEMIX-Anechoic

We now detail the DEMIX-Anechoic algorithm, which extends the DEMIX-
Instantaneous algorithm to anechoic mixtures with the same main three steps.
The main difference with the DEMIX-Instantaneous algorithm is in the cluster
creation step, because each cluster Ck, in addition to be characterized by an
intensity profile, is also characterised by interchannel delay(s) ∆k. This calls
for a modified definition of the centroid of a cluster. This is now a frequency
dependent function uCk

(f) parameterized by both:

❼ a frequency independent intensity profile abs(uCk
(f)), where the function

abs(·) from C
M to R

M calculates the magnitude of each element of a
vector.

❼ frequency dependent phases on each channel determined by the delays ∆k.

The main changes in the algorithm are the new time-delay estimation step, as
well as how we determine when the complex-valued direction û(Ω) of a region
is sufficiently close to that of another region or to the centroid of a cluster.

3.2.1 Cluster creation and delay estimation

This step follow the same iterative procedure as for DEMIX-Instantaneous de-
scribe in section 3.1.1 except for step 1.3 devided now in 2 steps :

1.3.a) create a temporary cluster C̃K with all regions Ω ∈ PK with abs(û(Ω))
sufficiently close to abs(û(ΩK)), that is regions Ω such that :

d(abs(û(Ω)), abs(û(ΩK))) ≤ q2 · σ(T̃ (ΩK)),

where T̃ (ΩK) is defined in equation (25)
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14 Simon ARBERET, Rémi Gribonval & Frédéric Bimbot

1.3.b) estimate the interchannel delays ∆K for C̃K ;
if ∆K is considered as well identified (cf Section 4) : define the centroid
uCK

(f) using the intensity profile abs(û(ΩK)) and the delays ∆K ; create
the cluster CK with all regions Ω ∈ P sufficiently close to uCK

(f);
otherwise : reject the cluster CK := C̃K ;

In Step ??.a, we compute distances between intensity profils. In contrast, in
Step ??.b we need to compute the distance between a complex direction û(Ω)
and a centroid direction uCK

(f), which is frequency dependent. For example,
in the stereophonic case M = 2, the complex direction of a given region is

û = [cos θ̂ sin θ̂ · eibφ]T while the centroidal direction is uCk
(f) = [cos θ̂k sin θ̂k ·

e−i2πbδkf ]T . Therefore, in Step ??.b we consider as sufficiently close all regions
Ω ∈ P such that

d(û(Ω),uCK
(f(Ω))) ≤ ζ(T̂ (Ω), T̂ (ΩK)), (15)

where f(Ω) is the central frequency of the time-frequency region Ω and ζ(T , T ′)
is defined in equation (8). In other words, in DEMIX-Anechoic, the distance d
and the threshold ζ related to the BSAS algorithm are the same as in DEMIX-
Instantaneous (see equation (7)), but in DEMIX-Anechoic, the centroid direc-
tion has to be indexed by the frequency f(Ω) of the region Ω.

3.2.2 Direction estimation

After creating the K clusters Ck, the intensity part of the centroid uCk
(f) of

those with well identified delays (cf Step ??.b) are updated as in the direction
estimation step of the instantaneous case (see Section 3.1.2). The delays of the
centroid ∆k obtained in Step ??.b are preserved.

3.2.3 Cluster Elimination

The cluster elimination step is the same as in section 3.1.3, but in equation (14),
instead of using the distance d(., .) between frequency independent directions,
we use the following distance between frequency dependent directions :

dc(uCi
(·),uCj

(·)) =

∫
d(uCi

(f),uCj
(f))df. (16)

4 Time-Delay estimation

In this section, we present a method that estimates the time-delay of directions.
As mentioned previously, if the time-delay is higher than one sample, we cannot
estimate the time-delay with only one time-frequency point. It is necessary to
gather several time-frequency points of the same source at different frequencies.
We begin with a presentation of the approach for stereophonic mixtures, where
only one delay needs to be estimated, before extending it to more channels.

4.1 Principle of the method

To explain the basic idea of the method, let us assume for a moment that only
one source n is active on time frame t. Then, for each frequency the DUET ratio
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satisfies R21(t, f) = tan(θ̂(t, f))eibφ(t,f) ≈ a2n

a1n
e−2iπfδn , and the Inverse Fourier

Transform (IFT) of R21(t, f)/|R21(t, f)‖ ≈ e−2iπfδn yields a Dirac at time δn.
Therefore, the maximum absolute value of this IFT locates the time-delay of
direction n.

In practice, one rarely observe an entire time frame t where only one source
is active, but as indicated in section 3.2 one can determine a set C̃n of time-
frequency regions where it is likely that only one source is active. In each
of the regions Ω ∈ C̃n , the phase of the estimated complex direction û(Ω)
is eiφ(Ω) ≈ e−2iπδnf , where f = f(Ω) is the ”central frequency” of the time-
frequency region. The accuracy of this approximation is related to the value of
σ2(T̂ (Ω)) as given in Equation (27). By weighting according to their precision
all estimates corresponding to time-frequency regions Ω with central frequency
f , one can expect to yield a more accurate estimate of the phase for a given
frequency f . For that, we propose the following estimator

RC̃n
(f) :=

∑
Ω wf (Ω)eibφ(Ω)

∑
Ω wf (Ω)

≈ e−2iπδnf (17)

with

wf (Ω) :=

{
1/σ2(T̂ (Ω)) if Ω ∈ C̃n and f = f(Ω)
0 otherwise

. (18)

Eventually, the IFT of RC̃n
(f)

rC̃n
(τ) :=

∫
RC̃n

(f)ei2πfτdf ≈ δ(τ − δn) (19)

provides an approximation to a Dirac delta at time δn which precision depends
on the quality of the approximation (17). The highest peak of this function
provides final time-delay estimate :

δ̂n := arg max
τ

rC̃n
(τ) (20)

In practice, we consider that a well identified peak is found if the amplitude of
this main peak at δ̂k exceeds that of all other possible peaks by at least 3dB.

Our time-delay estimator is a variant of the GCC-PHAT estimator [7], for
multiple sources and a time-frequency representation instead of a single source
and a frequency representation. The point of view is also different : The GCC
estimator is viewed as a generalization of the cross correlation function, by
the introduction of two filters for each of the the two channels, which, when
properly selected, facilitates the estimation of the delay. The PHAT is one case
of selected filters, developed as an ad-hoc technique to avoid the spreading of
the delta function.

4.2 Delay estimation for more than two channels

For more than two channels, there are M−1 > 1 interchannel delays to estimate,
and their definition depends on the channel we choose as reference. To avoid
intrinsinc phase unstabilities when the intensity on a channel is close to zero, we
propose to choose as reference the channel with largest intensity in the intensity
profile abs(û(ΩK)) = (um)M

m=1 of the highest confidence time-frequency region
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used to initiate the cluster C̃K : we let mK := arg maxm |um|, and estimate

the interchannel delays δ̂′mK between each channel m 6= mK and the reference
channel mK , using the stereophonic time-delay estimation method described in
section 4.1. We consider that ∆K is well identified if all delays of ∆K are well
identified.

4.3 Discrete time implementation

In practice, time-frequency representations are only computed with a discrete
grid of frequencies. As a consequence, the estimators defined in Equations (19)
and (20) only provide time-delays on a discrete time grid. If the IFT of equation
(19) is computed with the same frequencies as the ones used by the STFT, the
resolution of this grid is one sample. It is nevertheless possible to increase this
resolution by zero padding or “spectral zooming” [10] the function of equation
(17).

5 Experimental study

In order to evaluate our DEMIX-Instantaneous and Anechoic methods, we pro-
pose in this section three experiments:

❼ to compare the proposed DEMIX-Instantaneous algorithm, with several
classical clustering approaches using the ELBG algorithm and variants.

❼ to test the limits of the DEMIX-Instantaneous algorithm on anechoic mix-
tures, by varying the delay of directions from a very low value to an high
value, so as to “slide” smoothly from instantaneous mixture conditions to
anechoic ones.

❼ to compare the ability of DEMIX-Anechoic and DUET in estimating the
directions of anechoic mixtures obtained by anechoic room simulations.

All experiments were performed in the stereophonic case. In addition, we also
propose a comparison of the DUET1 separation method, with the proposed
frame-shifting method, by measuring separation performances on some oracle
mixing matrices.

5.1 Performance measures

As our proposed DEMIX methods are able to both estimate the number of
sources and the mixing directions, we propose two measures to evaluate the
performance of each of these features.

5.1.1 Counting accuracy

A first measure of performance is the rate of success in the estimation of the
number of sources. This measure is applied only on DEMIX, because DUET,
ELBG and his variants cannot estimate the number of sources.

1We thank S. Rickard and C. Fearon for having graciously provided the implementation of
DUET [11].
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5.1.2 Accurate direction estimation

In case of success in determining the number of sources, i.e., when N̂ = N ,
we can also measure the mean direction error (MDE) which is the mean dis-
tance between true directions and estimated ones, computed with an optimized
permutation to best match directions.

For a linear instantaneous mixture, given the true directions A = [a1 . . .aN ]
and estimated ones A = [â1â2 . . . âN ] the mean direction error (MDE) is defined
as :

MDE (A, Â) := min
π∈SN

1

N

N∑

n=1

d(an, âπ(n)) (21)

where SN the permutation group of size N . One could also have use the maxi-
mum direction error :

min
π∈SN

max
1≤n≤N

d(an, âπ(n)),

however our results (not presented here) with this measure were almost identical
to those obtained with the MDE. To also measure the error in terms of relative
precision, we also define the relative mean direction error (RMDE) as the MDE
divided by the min-distance between true directions :

RMDE (A, Â) :=
MDE (A, Â)

minn 6=n′ d(an,an′)
. (22)

The RMDE is zero if and only if the estimate is perfect, while if the RMDE is
close to one, then the estimation error is of the same order of magnitude as the
distance between true directions, indicating a very poor estimation quality.

We defined similar performance measures for anechoic mixtures, given A(f)

and its estimate Â(f), by simply replacing d(·, ·) with the distance dc(., .) defined
in Equation (16).

5.2 Evaluations on Instantaneous mixtures

We compare the DEMIX Instantaneous algorithm with ELBG, which is an im-
provement of the classical LBG algorithm [12], on instantaneous mixtures. We
considerd four variants of the ELBG algorithm :

❼ ELBG on the angle data θ(t, f) obtained from the time-frequency bins
X(t, f). That is to say the classical ELBG;

❼ WELBG (a weighted variant of ELBG) on the angle data θ(t, f) ob-
tained from the time-frequency bins X(t, f) using the amplitude ρ(t, f) =
‖X(t, f)‖ as a weight;

❼ ELBG on the angle data θ̂(t, f) obtained from û(t, f) after the PCA;

❼ WELBG on the PCA data θ̂(t, f), using the confidence measure T̂ (t, f)
as a weight.

The different tested algorithms are represented in the diagram of Figure 4.
For all the algorithms, we compute an STFT as a first step. We combine

different scales corresponding to frame size of 64 samples to 32768 samples by
a geometric step of 2. The windows used are Hanning and are applied with a
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half-frame overlap. The neighborhood size used to compute the local PCA is
|Ω| = 10 points.

x1(t)

x2(t)

X1(t, f )

X2(t, f )
θ̂(t, f )

T̂ (t, f )

scale ΩTv

STFT local PCA

Polar

θ(t, f ) ρ(t, f )

ELBG WELBG
ELBG

WELBG
DEMIX

Figure 4: Block diagram of the different tested algorithms and data flow

The purpose of these four variants is to diagnose the sucess and failure of the
DEMIX algorithm. In other words, we want to understand the impact on the
results of: a) the ”local smoothing” effect of PCA, which replaces a pointwise
estimate of a direction at a given time-frequency point with a smoothed esti-
mated averaged on a time-frequency region; b) the use of a confidence measure
rather than energy to give more weight to the direction of specific time-frequency
regions.

5.2.1 Experimental protocol

We apply the proposed algorithm on test signals2 of 200 polish voice excerpts
of 5 seconds sampled at 4kHz. First we study the performances of the different
algorithms according to the number of sources, and second we fix the number
of sources to three, and we vary the distance between these three sources.

N equally spaced sources in the first experiment, noiseless linear instan-
taneous mixtures were performed with mixing matrices in the most favorable
shape, that is where all directions are equally spaced (as in [1]), with a number
of directions going from N = 2 to N = 15.

3 sources getting closer and closer in the second experiment, 3 sources
are placed with the following angles : θl+2 = π

4 + lεπ, with l ∈ {−1, 0, 1}. In this
experiment, we only vary the angular distance επ in order to test the robustness
of the algorithm when sources get close to each other (ε small).

Since ELBG and its variants are randomly initialized, we ran them I = 10
times for each test mixture and focused on the smallest MDE over these 10 runs,
which gives an optimistic estimate of their performance.

5.2.2 Results

For each number of sources N (respectively for each angular distance between
the three sources), we choose T = 20 different sets of signal sources among the
200 available to build T mixtures. For each tested algorithm, we computed the

2These signals are those of the 2005 IEEE International Workshop on MACHINE LEARN-
ING FOR SIGNAL PROCESSING and are available online at http://mlsp2005.conwiz.dk/
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nb of sources 2 3 4 5 6
DEMIX Inst 95 100 100 95 95

nb of sources 7 8 9 10 11
DEMIX Inst 90 75 70 15 0

Figure 5: Frequency of correct count of the number of sources (in %)

counting accuracy over these T mixtures, as well as the average MDE among
test mixtures where the number of sources was correctly counted N̂ = N .

We observed (Figure 5) that up to N = 8 sources, DEMIX estimates cor-
rectly the number of directions in more than four cases out of five, but when
N > 10 it always fails to count the number of sources. These results certainly
indicate that the higher the number of sources, the less valid is the main un-
derlying hypothesis that each source is ”visible” alone in some time-frequency
region.

As can be seen on Figures 6 and 7, DEMIX obtains the best performances,
even if compared with the best instances of the other algorithms. As explained
above, the results for DEMIX was the average RMDE on test mixtures for which
the number of directions had been correctly estimated. Therefore RMDE was
estimated until N = 10 but not beyond for DEMIX.

A remarkable fact is the behavior of DEMIX in the experiments with three
sources getting very close, compared to all other algorithms. The RMDE of the
four ELBG variants approaches one when the distance between true directions
gets close to zero (see Figure 7), which indicates that the estimating error is
nearly as high as the distance between directions: tn other words, the ELBG
variants essentially confuse all directions. On the opposite, DEMIX remains very
robust when the sources are very close to each other: as reported in Figure 7,
the RMDE of DEMIX-Instantaneous (DEMIX Inst) remains below 3 · 10−4.

We notice, by observing the results for the four variants of the ELBG, that
replacing completely local direction estimates with those obtained from PCA
does not significantly improve the results, while the use of the confidence mea-
sure to ”boost” the most reliable directions has a much more significant impact
on the performance. Yet, as can be seen on the second experiment, when a lim-
ited number of sources are present but very close, the choice of the clustering
algorithm itself is important and DEMIX Instantaneous has significantly better
performance.

5.3 Evaluations on synthetic anechoic mixtures

We proposed an experiment to test the limits of DEMIX-Instantaneous and
the behavior of DEMIX-Anechoic as well as DUET on anechoic mixtures, by
varying smoothly the degree of ”anechoism” from a near instantaneous mixture
to a ”strong” anechoic mixture.

5.3.1 Performance measures

Since this experiment compares algorithms designed for the instantaneous and
the anechoic case, it is difficult to define a simple direction distance measure
which could be used to compare instantaneous directions with anechoic ones.
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Figure 6: Relative mean direction error (RMDE) as a function of the number
of sources for DEMIX-Instantaneous (DEMIX Inst) and the best instance (over
10) of the four variants of the ELBG
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Figure 7: Relative mean direction error (RMDE) as a function of the angular
distance between the 3 sources for DEMIX-Instantaneous (DEMIX Inst) and
the best instance (over 10) of the four variants of the ELBG

Instead we chose to measure performance in terms of source separation quality,
as measured with Sources to Distorsion Ratio (SDR) [13], using as a separation
algorithm after the direction estimation step the frame-shifting (FS) method
presented in appendix B. As a benchmark, we also computed these figures of
merit when the separation algorithm was applied using the true mixing matrix,
a method that we refered to as an oracle.
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5.3.2 Experimental protocol

Similarly to the second experiment in Section 5.2.1 we used stereophonic mix-
tures of 3 sources with one in the middle, one on the left, and one on the
right. Their ID are respectively θn ∈ {π/2, 5π/12, π/12} and the delays δn ∈
{−δ, 0,+δ}. The value of the delay δ ≥ 0 represents the degree of ”anechoism”
which is varying. A frame size of 512 samples is used in the FS separation
method.

5.3.3 Results

Results of the experiment are shown in Figure 8.
One can observe on Figure 8 that, while the separation performance of the

classical DUET-type time-frequency masking (with oracle matrix) is comparable
to that of the proposed FS method (with oracle matrix) when the delays are
lower than 0.1 sample, the SDR of the FS method is systematically at least 5dB
higher than that of standard time-frequency masking for delays higher than 1
sample. This is the reason why the rest of the evaluation was performed with
the FS method.

The first striking observation is that for any delay δ, the performance of
DEMIX-Anechoic is excellent, since it closely follows the oracle up to large
delays. Indeed, even for a delay of 60 samples (150 milliseconds at 4kHz), the
DEMIX Anec SDR was only 5dB below the oracle.

A second observation is that for very low delay, DEMIX-Instantaneous and
DEMIX-Anechoic provide similar performance, equivalent to the oracle, and
exceeding DUET by 0.5dB in terms of SDR.For a delay lower than 0.12 sample,
both DEMIX-Instantaneous algorithms are no more than 0.26dB below the
oracle in SDR.For delays exceeding one sample however, DEMIX-Instantaneous
completely breaks down with SDR plunging more than 10dB below DEMIX-
Anechoic. Indeed, for delays between 1.5 and 5 samples, DEMIX-Instantaneous
performance could not even be reported for the algorithm systematically failed
to count the number of sources.

As far as DUET is concerned, as already mentioned, it is not designed to
estimate delays higher than one sample. With no surprise, its SDR, clearly fall
when the delay exceeded 2 samples. Overall, the performance of DUET remains
quite below that of DEMIX-Anechoic, and even for low delays between 10−2 and
10−1 samples, DUET SDR was 0.5dB under the ones of DEMIX-Anechoic.

5.4 Comparaison DEMIX-Anechoic / DUET on room sim-
ulated anechoic mixtures

As a third experiment, we compared the performances of the proposed DEMIX-
Anechoic algorithm with the classical DUET algorithm on anechoic mixtures
obtained by an anechoic room simulation with the RoomSim MATLAB toolbox
[14]. The mixed sources are the same as in the previous experiments, sampled
at 4kHz and of duration 5 seconds.

5.4.1 Experimental protocol

In this simulation, two cardiod microphones were placed at 20 cm from each
other, and their directions crossed with a right angle. Sources were placed on
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22 Simon ARBERET, Rémi Gribonval & Frédéric Bimbot

10
−2

10
−1

10
0

10
1

10
2

−20

−15

−10

−5

0

5

10

delay in samples

S
D

R
 i
n
 d

B

 

 

Oracle Matrix, FS sep

DEMX Inst, FS sep

DEMX Anec, FS sep

DUET, FS sep

Oracle Matrix, DUET sep

Figure 8: SDR in function of the absolute delay δ of the two side sources

0 1 2 3 4 5
0

0.5

1

1.5

2

2.5

3

3.5

4  

Length (x) 

Room, Receiver & Source(s) Geometry

 

W
id

th
 (

y
) 

Figure 9: Room configuration for N = 7 sources surrounding the stereo micro-
phone pair

n 1 2 3 4 5 6 7
θn 0.12 0.13 0.56 0.78 1.01 1.44 1.45
δn -1 -2.2 -1.8 0 +1.8 +2.2 1

Figure 10: Intensity different θ (in radians) and delay δ (in samples) correspond-
ing to the room configuration of Figure 9

a cercle centered in the middle of the two microphones. Sources were in the
same plane as microphones, equidistant from each other, as distant as possible,
and symmetric with respect to the bisector of the two microphone positions
(Figure 9).

The source selection process was the same as in the first experiment of section
5.2.1. The experience consisted in estimating the performance of algorithms by
changing the number of sources from N = 2, to N = 7.
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nb of sources 2 3 4 5 6 7
DEMIX Anec 90 100 95 65 5 0

Figure 11: Frequency of correct count of the number of sources (in %)

5.4.2 Performance measures

A first measure of performance was the rate of success in the estimation of the
number of sources. we showed that DEMIX-Anechoic estimates the number of
sources until N = 6 (see Figure 11). Note that we cannot compare these results
with DUET, because DUET doesn’t estimate the number of sources and takes
it as an input.

In case of success in counting the number of sources, we could also measure
the average RMDE over all test mixtures.

5.4.3 Results

Figure 12 shows that the average RMDE of DEMIX-Anechoic was consistently
lower than that of DUET by a factor of 10, for all considered number of sources.

DUET worked with a weighted K-Means algorithm as implemented by its
authors [11]. Since the RMDE for DEMIX can only be measured when a correct
number of sources is estimated, it was not computed when N > 6 with DEMIX-
Anechoic. The RMDE for DUET was computed with the same test mixtures
as those used with DEMIX-Anechoic.

nb of sources 2 3 4 5 6
DEMIX Anec 0.006 0.001 0.014 0.024 0.068

DUET 0.158 0.303 0.499 0.647 1.333

Figure 12: Average RMDE as a function of the number of sources

Two major hypotheses could explain why DEMIX-Anechoic obtains bet-
ter results than DUET. First, delays exceeding one sample result in ambigu-
ous delay estimations by phase unwrapping in DUET, an issue overcome by
the GCC-PHAT type algorithm in DEMIX-Anechoic. Second, the direction of
sources which are (nearly) present on only one of the channels of the mixture
(i.e. with ID θ near 0 or π/2) is very unstably estimated through the ratio
R21(τ , ω) = X2(τ , ω)/X1(τ , ω). Unlike DUET, DEMIX-Anechoic relies on a
parameterization of the directions which is equally robust for all possible source
directions.

6 Conclusion

We proposed a new approach to estimate the spatial directions of an unknown
number of sources from a multichannel mixture in a possibly underdetermined
and anechoic setting. On the experiments we conducted the proposed method
was able a) to count the number of directions until 6 sources; b) to robustly
estimate very close directions that classical clustering algorithms like K-Means
or ELBG failed to estimate; c) to estimate delays as large as 150 samples in
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simulated anechoic mixture, while performances of DUET collapse for delays
higher than 2 samples.

The proposed method relies on a simple statistical model of the mixture
and exploits a certain level of sparsity of the time-frequency representations to
extract local estimates of the directions. Our main contribution is the use of
a confidence value to robustly estimate the mixing directions, together with a
method similar to GCC-PHAT to estimate the time delays of anechoic mix-
tures. The method seems essentially limited by the fact that it relies on the
assumption that each target source significantly ”emerges” from the others in
sufficiently many time-frequency regions. While this is much weaker an assump-
tion than the usual W-disjoint orthogonality underlying DUET-type methods,
this condition is likely to fail when the mixture is made of many sources or the
sources representations are not very sparse. One way to deal with these cases
for mixtures with M > 2 channels would be to replace the confidence measure
by a measure which indicates the likelihood that at most M − 1 sources are
active. This would require adequate modifications of the clustering algorithm
which may become significantly more complex. Another interesting perspective
is to extend the present method to the convolutive case by considering sparse
filters, the anechoic case being the special case of a 1-sparse filter. Yet, in the
general case, the intensity difference of a direction at different frequencies would
no longer be constant, and other techniques must be used to cluster directions
estimated at different frequencies.
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A Local statistical model

In this appendix, we analyze the relation between the (empirical) local confi-
dence measure and the reliability of the estimated source direction based on a
simple statistical model of the mixing process in a local time-frequency region.

In the instantaneous mixing model (δn = 0), the mixing matrix A(f) is
a constant real-valued matrix A which does not depend on the frequency.
By taking the real or imaginary part of the complex-valued mixture model
X(t, f) = AS(t, f) + N(t, f), an equivalent real-valued one is expressed as :
[ℜX(t, f),ℑX(t, f)] = A[ℜS(t, f),ℑS(t, f)] + [ℜN(t, f),ℑN(t, f)].

In our local statistical model of the sources, we suppose that a source sn,
with a direction an, is the most active source in the region Ω. The values of the
real and imaginary parts of the STFT of this source in the region Ω are modeled
as independent centered normal random variables of (large) variance σ2

s (which
means that the STFT of the source itself is modeled as a centered circular normal
complex random variable) . The contribution of the other sources, including
possibly noise, are modeled by an isotropic M -dimensional centered normal
distribution with covariance matrix σ2

nIM .
Therefore, the entries ℜX(τ, ω),ℑX(τ, ω), (τ, ω) ∈ Ω of the scatter plot

XR(Ω) = an · sR
n(Ω) + NR(Ω) follow a centered normal distribution N (0,ΣX)

with ΣX = σ2
sanaT

n + σ2
nIM a real symmetric matrix. The largest eigenvalue of

ΣX is λ1 = σ2
s + σ2

n associated to the principal direction an, and the remaining
eigenvalues are λ2 = . . . = λM = σ2

n. It follows that the “true” direction defined
by an coincides with the direction of the principal component. The ”true”
confidence measure defined by T := λ1

1
M−1

P

M
m=2 λm

= σ2
s/σ2

n + 1 can be viewed

as a signal to noise ratio between the dominant source and the contribution of
the other ones plus noise.

If the observation of the scatter plot XR(Ω) were sufficient to get a perfect
estimate of the covariance matrix ΣX, the analysis would be over. However, in
practice the principal direction û(Ω) and the local confidence measure T̂ (Ω) are
computed by PCA on sample of only L := L(Ω) = |Ω| points, hence they only
provide an estimation of the “true” direction an, and an estimation of the “true”
confidence T , with a finite precision which we want to estimate, as a function
of the sample size L. For that, we use results from random matrix theory. By
[15, Theorem 5.7], the empirical covariance matrix Σ̂X := L−1XR(Ω)(XR(Ω))T

follows a Wishart distribution L−1WM (ΣX, L − 1) of dimension M . By [15,
Theorem 9.4], since ΣX has the spectral decomposition ΣX = UΛUT , as
soon as the eigen-values Λ are pairwise different, the spectral decomposition
of Σ̂X = ÛΛ̂ÛT converges in law, when the sample size L gets large, to a
normal distribution:

√
L− 1 · (Λ̂− Λ)

L−→ N (0, 2Λ2) (23)
√

L− 1 · (û1 − u1)
L−→ N (0,V) (24)

RR n➦ 6593
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where
L−→ denotes convergence in law. The M ×M covariance matrix V is

given by

V = λ1

∑

m≥2

λm

(λm − λ1)2
umuT

m

=

(
σ2

s

σ2
n

+ 1

)
·
(

σ2
n

σ2
s

)2

(IM − u1u
T
1 )

=
T

(T − 1)
2 · (IM − u1u

T
1 ).

We see that the true confidence measure T is intrinsically related to the covari-
ance V of the estimator û(Ω) of the true direction an. However, in practice the
”true” confidence measure is not observed but only its estimate T̂ the above rela-
tion cannot be used directly. By the asymptotic distribution of Λ̂ (see Eq.(23)),

denoting µ̂ := (λ̂1,
1

M−1

∑M
m=2 λ̂m) and µ := (σ2

s + σ2
n, σ2

n) we have

√
L− 1 · (µ̂− µ)

L−→ N
(

0, 2 · diag

(
µ2

1,
µ2

2

M − 1

))
.

Writing 1
2 ln T̂ = f(µ̂) with f(x1, x2) = 1

2 lnx1 − 1
2 lnx2, by [15, Theorem 4.11]

we have with d = ( ∂f
∂xi

∣∣∣
µ
)i=1,2

√
L− 1

(
1

2
ln T̂ − 1

2
ln T

)
L−→

N
(
0, 2 · dT diag

(
µ2

1, µ
2
2/ (M − 1)

)
d
)
.

One easily checks that dT diag
(
µ2

1, µ
2
2/ (M − 1)

)
d = M

4(M−1) and we obtain

√
2(M − 1)

M
·
√

L− 1

(
1

2
ln T̂ − 1

2
ln T

)
L−→ N (0, 1).

To conclude, for sufficiently large sample size L, we have

P

(
T ≤ T̂ e

−q
q

2M
(L−1)(M−1)

)
=

P

(
1

2
ln T̂ − 1

2
ln T ≥ q

√
M

2(L− 1)(M − 1)

)
.

Therefore, for any chosen confidence level 1−α there is a quantile q(α) such that

T ≥ T̂ e
−q(α)

q

2M
(L−1)(M−1) with probability exceeding 1 − α. Instead of T̂ , one

can use the slightly more pessimistic (i.e., smaller) but more robust estimate of
the local confidence measure

T̃ (Ω) := T̂ (Ω)e
−q(α)

q

2M
(L(Ω)−1)(M−1) (25)

with 1 − α the desired confidence level. In our experiments, we choose q(α) =
2.33, which corresponds to a confidence level of 1− α = 99%.
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We can now come back to the relation between T̃ (Ω) and the covariance
matrix of the asymptotic distribution of û(Ω) around the true direction an. By
Eq. (24), the asymptotic distribution is

N (an, (L− 1)−1V) = N (an, σ2(T ) ·R) (26)

with

σ2(T ) :=
T

(L− 1) · (T − 1)2
(27)

R := IM − anaT
n . (28)

As a result, the squared distance between the estimated direction û(Ω) and the
true one an is

‖û(Ω)− an‖2 = σ2(T (Ω)) · Ξ
where the random variable Ξ ∼ χ2(M − 1) is distributed according to a χ2-
distribution with M − 1 degrees of freedom. In particular, the expected square
distance is

E
{
‖û(Ω)− an‖2

}
= (M − 1) · σ2(T ).

Although in the anechoic model, entries X(τ, ω), (τ, ω) ∈ Ω of the scatter
plot XC(Ω) = an(f(Ω)) · sC

n(Ω) + NC(Ω) follow a complex centered normal
distribution, we assume that the results are the same as for the instantaneous
case.

B The Frame-Shifting separation method

The Frame-Shifting (FS) method is a variant of the DUET projection method,
where we shift the second channel according to the delay of the direction. Lets
look at the scalar product of a direction n and a time-frequency bin X(t, f)
defined in equation (29).

〈an(f),X(t, f)〉 = aH
n (f)X(t, f) = (29)

cos(θn)X1(t, f) + sin(θn)e2iπδnfX2(t, f)

Instead of using the term e2iπδnf which is equivalent of permutating circu-
larly x2(τ) in the frame t by a factor of δn, we propose to shift the window
analysis w(τ) of frame t (or equivalently shift the second channel signal x2(τ))
by the δn factor. By this way, we avoid the unwanted side-effect of the cyclic
permutation of x2(τ). However signals are discrete, consequently we can only
shift x2(τ) by an integer sample value. So if δn is not an integer, we can decom-
pose it by its round part ⌊δn⌉ and its remainder part δr

n, so that δn = ⌊δn⌉+ δr
n.

Thereby, we can shift x2(τ) by the round part of the delay ⌊δn⌉, and permutating
circularly x2(τ) by a factor of δr

n.
We define the following function :

Y [θn, δn,X] (t, f) := (30)

STFT
[
cos(θn)x1(τ) + sin(θn)e2iπδr

nfx2(τ +⌊δn⌉)
]
(t, f)
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We first estimate the most active source n at the time-frequency point X(t, f)
by equation (31) :

n̂(t, f) := arg max
n

|Y [θn, δn,X] (t, f)| (31)

and synthesise coefficients of the sources by equation (32):

sn(t, f) :=

{
Y [θn, δn,X] (t, f) if n = n̂(t, f)
0 if n 6= n̂(t, f)

(32)
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