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Stabilité conditionnelle pour les problemes de
Cauchy elliptiques mal posés :
le cas d’un domaine de classe C!'! (partie I)

Résumé : Ce document concerne une estimation de stabilité conditionnelle
relative aux problemes de Cauchy mal posés pour I’équation de Laplace dans
un domaine de classe C1>!. Ce résultat constitue une généralisation d’un résultat
antérieur [19] pour un domaine de classe C*°. Notre estimation est obtenue en
utilisant une inégalité de Carleman globale prés du bord, dans laquelle le poids
exponentiel dépend de la fonction distance au bord. De plus, nous montrons
que cette estimation de stabilité est quasi-optimale et implique une vitesse de
convergence quasi-optimale pour la méthode de quasi-réversibilité introduite
dans [15] pour résoudre les problemes de Cauchy mal posés.

Mots-clés : probleme mal posé, stabilité conditionnelle, inégalité de Carleman,
quasi-réversibilité, fonction distance
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1 Introduction

The question of stability for ill-posed elliptic Cauchy problems is a central ques-
tion in the fields of inverse problems and controllability. A number of authors
have been providing some answers since the first contributions of F. John [13]
and L.E. Payne [18]. In the meantime, the so-called Carleman estimates have
become a very efficient tool to derive not only unique continuation properties
(see for instance [5} 20]) but also stability estimates (see for instance [12,16]).
The obtained stability estimates take some various forms, depending on the
geometry of the domain and on the regularity of the function. But a classical
and general result is that the stability estimates are, following the vocabulary
introduced by F. John [13], of Holder type in a subdomain which does not in-
clude a neighborhood of the boundary where limit conditions are unknown, and
of logarithmic type in the whole domain, as it will be described again in the
following paper. In this sense, we can say that the physical presence of the
boundary has a strong influence on the stability of ill-posed elliptic problems.
A more specific question is the influence of the regularity of the boundary on
this stability. The case of a Lipschitz boundary was already considered in [1] in
the context of more complex inverse elliptic boundary problems with unknown
boundaries (see also [21]). In particular, with the help of doubling inequalities,
the authors of [1] derived some logarithmic stability estimates of the H! norm
for functions of class C1* with 0 < o < 1, the exponent of the logarithm being
however unspecified. We are here mostly interested in finding the optimal ex-
ponent of the logarithmic stability estimates. In the following paper, we specify
such exponent in the case of a domain with C™! boundary for functions in H?.
The case of a domain with Lipschitz boundary is considered in [3]. The choice of
the functional space H? is motivated by a particular application of our stability
estimate, which is the derivation of a convergence rate for the method of quasi-
reversibility to regularize the ill-posed Cauchy problems for the elliptic operator
P [15]. We prove that the exponent of our logarithmic stability estimate is any
k < 1 and that the value 1 cannot be improved. In this sense, our stability
estimate in nearly optimal.

The starting point of our study is the article of K.-D. Phung [19], who obtained
the following conditional stability estimate for the operator P = —A.—k., k € R.
For a bounded and connected domain Q C R¥ of class C*, if 'y is an open
part of 99, then for all x €]0, 1], there exist constants C,dp > 0 such that for
all & €]0,d[, for all function u € H?(Q2) which satisfies

l[ull2) < M, |[Pullr2() + l[ull g1y + [10nullL2(ry) <0, (1)

where M is a constant,

M
|ul| 1 () < Cm- (2)

A similar estimate holds with ||u||g1 () replacing [|ul|g1(ry) + [|Onul|L2(ry) in
(1) for any open domain w € §2. The label ”conditional” stems from the first in-
equality of (I), which is required to obtain stability. We also notice that despite
u € H?(Q), we only estimate ||u|| g1 (o) in (2), which is due to the estimation of
the function w up to the part of the boundary 992 which is complementary to
Ty (see the proof of proposition 4). In [19], the proof of (2]) for C°° domains is
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4 Bourgeois

mainly based on an interior Carleman estimate [8,[11], as well as a Carleman
estimate near the boundary [17]. These Carleman estimates were obtained by
using pseudo-differential operators. Precisely, the analysis of stability near the
boundary follows from a Carleman estimate in the half-space after using a lo-
cal mapping from the cartesian coordinates to the geodesic normal coordinates.
This technique introduces some limitation concerning the regularity of the do-
main.

The main goal of this paper is to prove that the stability estimate (2) still holds
for domains of class C™!' with the same assumptions. This result is obtained
by another technique to derive the same estimates near the boundary. We use
global Carleman estimates near the boundary directly on the initial geometry,
by following the friendly method of [9], and the exponential weight is roughly
speaking a function of the distance to the boundary.

Our paper is organized as follows. The second section recalls an important result
concerning the local regularity of the distance function to the boundary, which
is related to the regularity of the domain. Section 3 is devoted to the derivation
of our stability estimate with the help of a Carleman inequality. In section 4
we prove that such stability estimate in nearly optimal. Lastly, in section 5 we
derive some convergence rates for the method of quasi-reversibility to regularize
the ill-posed Cauchy problems.

2 About the regularity of the distance function

We consider a bounded and connected domain © C RY of class C1'. For z € Q,
we denote dgq(z) the distance function to the boundary 9, and we define the
set

Toa(r) = {y € 0Q, |z —y| = dsa(r)},

where |.| denotes the euclidean norm in RY. At any point y € 99, the outward
unit normal is denoted n(y).

There are a number of contributions concerning the regularity of function dyq
near the boundary. Among these, the following theorem is proved in [7] (see
theorem 4.3, p. 219).

Theorem 1 : If the domain Q C RY is of class C*', then for all xo € 01,
there exists a neighborhood W(xq) of xg such that if W(xg) = W(xe) N €,

Vo € W(xg), moa(z)={Psa(z)}
is a singleton and the map : W(xy) — R"
x +— Pyo(x)
is Lipschitz continuous in W (xg). Moreover,
Vo € W(xo), Vdoa(r) =—n(Poa(x)).

As a result, Vdpgq is Lipschitz continuous in W (xg), so daq € CHH (W (zp)), in
particular the components of V2daq belong to L™ (W (zo)).

Remark 1 : As proved by a counterexample in [7], p. 222, when  is only of
class C1, with 0 < a < 1, then dpg may be not differentiable in a neighborhood
of 9. In particular, Vdagq is not a C° function in a neighborhood of 9.

INRIA



Conditional stability for ill-posed Cauchy problem 5

Figure 1: Two cases for definition of Ky and 0K

3 A stability estimate in domains of class C'*!

3.1 A Carleman estimate near the boundary

We consider zg € 092, Rg > 0, and the set B = QN B(xzo, Ry). We define ﬁ[g (B)
as the restrictions to B of functions in HZ(B(zo, Rp)).
Let the function 1) satisfy 1 € C1(B), Vi # 0 on B, and V¢ € (L>°(B))N*¥.
We define for € > 0,

K.={zeB, o()>c}

In the following, v is chosen such that only two cases occur (see figure[I). In
the first case Ko = B, the boundary of K in then included in 9Q U dB(xq, Ry)
and we denote 0Ky = B N 9. In the second case {z, ¢(x) > 0} NN = 0, the
boundary of K is then included in {z, ¥(z) = 0} U dB(x¢, Ry) and we denote
0Ky ={x € B, (x)=0}.

Denoting ¢(z) = e“¥®) for a > 0, we have the following lemma.

Lemma 1 : Let define u € C5°(B(xg, Ry)) and v = ue*® with A > 0.

With the following definitions

p1 = 20\ #(V1p.Vv)? de,
Ko

ps = atA? / S|V ? dz, ps = a®A / S|Vl da,
Ko Ko

dy =2a\ [ ¢VuV*.Vodr, dy=—a) [ ¢(AY)|Vv|*dz,

Ko Ko

ds = 2043)\/ S|V (V. Vo)vdr, dy =40\ | ¢(Viep.V?9.Vo)vde,
Ko

Ko
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ds =20°)\3 [ $3(VIp.V2Y. V)l de, ds =X | ¢*(AY)|Vy|?v? da,
Ko KO

b= 200 [ oo ve)22ar, b—ar [ 62Y e,
0K, 871 0K, 871

by = —20°A | g[Vi[*v de by = —a’\? ¢3|vw|28w 2,
K,

0Ky
po = / (k+ aPAGVYR — aAS(A))*? dv, p= / (Pu)? 2 da,
Ko KO
we have

p1+Dp2+p3+di+dy+ds+ds+ds+dg+ by + b2+ b3+ by < po + p.

Proof: We first find an expression of Pu as a function of v. Since u = ve™*?,

ou (31} A(j)wv)e’w’,

81‘] O0x;
Pu 0% 32¢ o2 oY o v\ 4
Oz ;2 ((%cj )\¢ A acJ) a O‘A‘bax] ax]) ¢
3 ov Bw N s
(axj /\¢ ) (baxj ‘
v 7/1 2 oY 2, oY v
- VN2 20—t 2
((%cj - Ad)(afj) a)\djaxj 85%
N _
02 )2 2 A
+ N p? (axj) v) e,
whence
Autku = (Av+kv—arg(Ay)v — a®Ad| Vi[> — 2aAd(Ve). V)

+ PNV Pu) e M
The above equation can be rewritten
—Pue*® = Myv + Myv 4+ Msv,
by denoting

M = Av+a?X2¢?Vy|?v
Myv —2aAp (V). Vo) — 2% \p| Vb |*v
Msv = kv+a®Ag|Vi|?v — al(AY)v.

It follows that
||Myv + Moz ) = ||Pue*® + Msv| |72 ),
whence

(Myv, Myv) 12 (k0) < [|Pue?| |72,y + IMs0l[72 -

INRIA
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We now develop that left-hand side term. Since M;v and Msv are both the sum
of two terms, with obvious notations we have

(Myv, M2’U)L2(KO) = I + Lo + Ioq1 + Igo.

By integration by parts in Ky, we obtain by using the Einstein notation for
repeated indices,

i = —2a\ P(Av)(V.Vv)dx
Ko
B ov 0. ,,0¢ Ov ov
= 20 | o (650 ) = 20 . 65 (V9. Vo) dT

B v 0% Ov 9 ov oY 81# v
N 204/\/1( (baxl 0x;0x; 87@"] dz+20 /\/ ¢8xz Ox; Ox; 890] du

2
+ 2a)\/ p V00 OV gan ng (VW)
Ko

BJZZ‘ (9.56]' 8a:i8xj 0K,

= 222\ [ (VY. Vv)2dx + 20\ [ ¢VI0.V*.Vudr

Ko KO
+ a)\/ oVY.V(IVo[?) dx — 2a) ¢ (V. Vo) dD
Ko OKo on
The third term of the above sum can be rewritten
I, = aA/ ¢V¢.V(|Vu|2)dx
Ko
= —a) ~(¢ aw)|Vv|2dx+a)\ ¢ |v | dr
Ko 5 3 oK,

—a)\/ ¢(A¢)|Vu\2dq:—a2)\/ <z>|vw\ |Vo|? dx
Ko Ko
+ a\ qsa—w\vm?dr.

Ko 3n

Similarly, we have
Iy, = —2a2)\/ | VY|*vAv dx
Ko
= 20°)\ [ V(¢|VY|*v).Vudr — 2a°\ 6| VY|?v —dF
Ko 6K0

= 2a°\ B| V|2 (Vep.Vu)v dz + 2a* ) oV (|V|?). Vo dz

Ko Ko

+ 2%\ [ 9| VY?|Vu|? doz — 20\ ¢|v¢|2vg—” dl
0Ky

Ko

2
Iy = =223\ | 3| Vo2 (V. Vo)vde = —a3)\3 ¢3|v¢|2a—w8(” )dac
Ko Ko i 0z

= XN | div(¢®| VY|P V)v? do — aPN\3 ¢3|w|26w 2ar
0K

Ko
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= 3\ [ $3|Vy|tPtde + BN [ $3div(| VY|PV vt de
Ko KO

a®\3 ¢3|vw|28—¢v2 dr.
0K, 8n

Lastly
Iy = —2a4)\3/ 3| V| *v? d.
Ko

If we add all terms and simplify, we finally obtain
(Myv, Mav)12(ky) = P1+p2 +p3+di +da+dz+dy +ds +de + by + bz + b3 + by.

Since
A
| Ms0][72,) = pos |[Pue*|La,) = p,
this completes the proof of the lemma. H

We obtain the following Carleman estimate in K.

Proposition 1 : There exists K, ap, \g > 0 such that Yo > ag, VA > Ao,
Vu € H3(B),

a4)\3/ ¢3|V¢|4u26”¢dx+a2A/ B\ V|2 Vul?e* ® da
K() KO

<K [ |Pule® dutKa) / VY| Vul2e?? dD+Ka? X | 67|V [Pue?? dr.
0Ko

KO 6K0

Proof : For u € C§°(B(wo, Ro)), we denote v = ue*? and use the notations
of lemma 1. Since Vi # 0 on B, we have

2u-(¥) + Ay

voE Y

pa -+ ds + dg ZaSAS/ SV o+
Ko
20— () — A
L

where p_ (1) (resp. p4(v)) is the smallest (resp. largest) eigenvalue of V2.
Since p—(¢0) and At belong to L*°(B), there exists a constant ¢ such that

2 () £ A
Vo

ps+di +ds > ) / SV (o + )[Vol? da,
Ko

>c¢ ae. in K.

Hence, for sufficiently large « there exists constants K, K’ > 0 such that

po + ds + dg > Ka4)\3/ 3| Vap|*v? du,
Ko

p3+dy +dy > K'a?\ [ 6|V} Vo|* dr.
Ko
Now we look at terms dz and dy.

|ds| < 2a3)\/K B|VY|* V. V| |v] de.

INRIA
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By using Young’s formula,

lds| < X [ (V.Vu)de+a*X [ ¢V v? do
K() KO

< a?\ H(V1p.Vv)?dx + a*) #3|Vep|*v? de,
Ko Ko

since ¢ > 1 in Kj.
Hence we have

p1+ds>a’\ | (V. Vu)2de —a’) | ¢*|VY|*? do
K(] KO

> —aA #3|Vep|*? de.
Ko

Idy] < 4a®X /K ()| V][ Vo| o] dax

with (1) = max(|u— ()], |p+(¢)]), and by using again Young’s formula,
dal <2002 [ ou() Vo2 o+ 20 [ op()|Vol? do.
Ko Ko
Since p(v¢) € L>®(B), there exists a constant C' such that

|%(;}/)|)2§C a.e. in K.

Then, since ¢ > 1 in K,
|dy| < zcoéi"v/ 3| Vap|*v? dx+20a/ | V1|2 Vo|? da.
Ko KO

We now consider the case of py.
We have

k 1Ay
ZAGIVYZ o |V?

po = a')\? B H*| V[t (1 + )20? da.
0

For A > 1 and sufficiently large «, we obtain
po < 2a4)\2/ 3| Vep|*v? d.
Ko
If we gather all the above estimates, we obtain
P1+p2+p3+di+de+ds+dy+ds + dg — po
> K0a4)\3/ % VY| *o? do + K1a2/\/ B\ VY|?|Vo|? da,
Ko Ko

with 1 20 2 20
Ko=K-—— "2 _2 g =K _-°2
A al

RR n 6585
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As a result, when a and X are large enough, we have Ky, K7 > 0.
Now let us consider |b;|, i = 1,2,3,4. We have

by + byl g:m/ V|| Vol dr,
OKo

bl <2073 [ oV [Tuljo]dr,
OKo

< a\ B|VY||Vo|? dT + a®A B| V|02 dT,
Ko 9Ky

|ba] §a3)\3/ 3| Vy|Pv?dl.
0Ky

Since ¢ > 1, for A > 1 we have

by 4 by 4 bg + by| < 4ah B| V|| Vu]? dT + 203\ *| VY|P dl.
aKo aKO

Applying lemma 1, we obtain that for sufficiently large «, A, there exists a
constant K > 0 such that

a4)\3/ 3| VY| *o? do + a2>\/ | VY|*|Vu|* do
Ko KO
<K |Pu|? e2*? dx
Ko
+Ka)\/ o\ V|| Vu|? dT + Ka3)\3/ 3|V Pv? dr.
aKo aKO
Now we replace v in the above estimate by its expression as a function of u.
v=ue,  Vu=(Vu)e* + apu(Vy)er?.

We obtain

2a4)\3/ ¢3|V1p|4u262’\¢dx+a2)\/ B\ VY| | Vul?e*? da
Ko Ko

+2a3\? / 2|V Pu(Vip. Vu) e ? dx
Ko

<K | |Pul?e*?dz + Ka\ B|VY||Vul?e2*? dT
KD 6K0

+2Ka?\? O*|V|u(Vih.Vu)e? ? dT + 2K a® N3 &3V Pu?e?  dr.
6K0 8K0

We now use the following Young’s inequalities :

20807 [ 2|V Pu(Vp.Vu)e*? da
Ko

1
< fa4>\3/ ¢3|V1/)\4u262’\¢d;v+a2)\r/ B\ V|| Vu|?e* da,
r Ko Ko

INRIA



Conditional stability for ill-posed Cauchy problem 11

with » > 0, and

202 )2 ¢2|Vw|u(v¢.w)e”¢ dF‘
OKo

< a) B\ VY| |Vul?e®*? dT + a3 $3|VPuPe? dr.
aKo 8I(O
As a conclusion, if we choose 1/2 < r < 1, we obtain K > 0 such that for a, A
large enough, and for all u € C§°(B(xo, Ro)),

at\? 3|V e dx + a®) B\ VY| | Vu|?e? da
Ky Ko

<K [ |Pufe®? dz+Ka\ / B\ V|| Vu|2e? ® dT+ K a3 \3 3|V PuPe? dr.
KU 8K0 8K[)

By density, the above result remains true for v € HZ(B). B

3.2 Two stability estimates near the boundary

We consider a bounded and connected domain Q € RY with a C*! boundary
09, and T'g an open domain of 952 such that there exist ¢ € 'y and 7 > 0 with
oan B(Io,T) CTy.

In this section we apply the Carleman estimate of proposition 1 to obtain two
stability estimates near the boundary. We use approximately the same method
as in [19], with however two main differences. First, we use global Carleman
estimates involving weights e®¥1, e®¥2 where the functions 1,1, are defined
hereafter and depend on the distance function to the boundary, instead of a
Carleman estimate in the half-space after a local change of coordinates. Second,
as concerns proposition 4, we use the level curves of a well-chosen weight instead
of a perturbation of the domain in order to introduce the open domain w; € €2 in
the right-hand side of the estimate. Before deriving these two stability estimates,
we recall the following useful proposition, which is proved in [19] with the help
of an interior Carleman estimate, and which is not influenced by the regularity
of the domain.

Proposition 2 : Let wg,w; be two open domains such that wg,w; € €.
There exist s, c,eq > 0 such that Ve €]0,¢go[, Vu € H?(Q),

([1Pull2(e) + Null i (wy)) + €% |l (o)

C
]| 71w, < z

For all 7y € 09, we can choose the set W (xg) in theorem 1 as B where
B = Qn B(z, Ro), for some Ry with 0 < Rp < 1. In the following, we will use
the two functions 1, ¥ defined in Q2 by :

Di@) = R donla) - 5r(e P, g
Va(@) = r{a)dan(x) + (1= 0 (2))don(z), @
donl) = donl@) + 5 (dan(2)? — r(@)?), g

RR n 6585
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with r(z) = |z — 0|

Here, R > 0 is chosen such that ¢; > 0 on B. We easily prove that for sufficiently
small Ry and 79 < Ry, {d(m) > e} N B(xo, Ro) # 0 for all € with 0 < e < 7.
Furthermore, v is a C? function on [0, Rp] such that v = 1 on the segment
[0, 0], and which is non increasing on [rg, Rp] with 0 < y(Rp) < 1. Lastly we
assume that 7'(r) + 2v(r) > 0 on [0, Ry]. Such a function ~ exists, take for
example (1) = (r — ro) for r € [ro, Ro] with ¥(r) = (2r? + 2r + 1)e=?". Since
~(r) € 10,1], we have {1s(x) > e} N B(xg, Ry) # 0 for all e with 0 < & < ry. We
have the following result.

Lemma 2 : The two functions 11 and v satisfy the following properties :
fori =1,2, ; € CY(B), Vi); # 0 on B, and V?1); € (L°°(B))N*N.

Proof: Theorem 1 implies that dgq(x) € C1(B) and V2dsq € (L= (B))NV <V,
which implies the same properties for 11 and 1. -
We first verify that Vi1 # 0 in B. Using theorem 1, we obtain that in B,

Vi (z) = nly) — (& — o),

where y = Pyq(x). If for some z € B we had V() = 0, then we would have
|x — x| = 1, which is impossible since Ry < 1.
We consider now V. A straightforward calculation leads to

1
V’(/JQ = Vdag - §V(’y o ’I“)(d%g — T2) + (1 — Yo T)(daQVdaQ - (.’L‘ — .CL'()))

Now using the fact that Vdgg = —n(y) and V(yor) = v or(z)(z—xzo)/|x — 0],
we obtain

Tr — X

27 0) (3o = 1?)

Vipg = —n(y) — 5

| — xo‘ + (1 —=~(r))(—doan(y) — (x — xq)).

If z € b with b = QN B(0,r), then Vip = —n(y) # 0. Now assume that
Vio(x) =0 for some 2z € B\ b. For any 7(y) L n(y), we have

1 (r)
2 |x — x|

Vio(z).7(y) =0 = —(x — zq).7 ( (d3q —7?)+1— 7(7")) .

Since dpqn(x) < r(z) on B,y <0 and 1—+ > 0 on |rg, Ry], we have necessarily
(x — x0).7(y) = 0, whence x — g = —nn(y) for some n € R.
Furthermore,

Vipa()n(y) = 0= —1+ %W’I(T)(d%sz —n?)sgn(n) — (1= v(r)(doa —n),

that is
1

=57 (1(0* = dgg)sen(n) + (1 = (1) (n = dog) = 1.

But, since 7/ < 0,1 —+ >0 and dopq < |n| < Ry < 1,

—%7’(7")(772 — djq)sgn(n) + (1 —~(r))(n — daq) < —%7’(7“) +1—=7(r),

and —y'/2+ 1 — v < 1 since v’ 4+ 2y > 0, which is a contradiction. l

INRIA
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7.

1 = 2o

Figure 2: Left : proof of proposition 3. Right : proof of proposition 4

Now we prove the two following estimates.

Proposition 3 : Let xg € T'g and 7 > 0 such that QN B(xzg, ) C T'g. There
exists a neighborhood wq of xg, there exist s,c,e9 > 0 such that Ve €]0,¢&q],
Vu € H?(9),

c S
|l 1 (@nwe) < R (1Pull 20y + |[ull 1 (rg) + N10nullL2rg)) + €% |ull a1 (o)

Proposition 4 : Let xg € 0N). There exist a neighborhood w of x¢ and an
open domain wy € §) such that for all k €]0, 1], there exist c¢,eq > 0 such that
Ve €]0, o[, Vu € H?(R),

lullr (anwy < €€ ([1Pull 2@ + [l 1 w)) + €% |2 o)-

Proof of proposition 3 : We apply proposition 1 with function ¢ =
defined by (3). Here Ky = B since ¢y > 0 on B and 0Kq = B N JQ (see
the definition at the beginning of section and the left figure of [I). We
assume that Ry < 7 so that 0Ky C I'yp. We consider zy and z; such that
0 < 2z < z9g < R, with \/2(R—21) < Ry. This last condition implies that
{r € Q, 91(x) > 21} C B(wo, Ry). Next, we define v = yu, where y is a
function in C§°(B(zg, Rp)) such that x =1 on K, .

Thus we have v € HZ(B), and there exists K, Ao > 0 such that for fixed (suffi-

ciently large) « and for all A > A,

/ (v? + |Vo|?)e dz < K |Pu|?e** da + K)\Z/ (v + |[Vv|?)e? dr.
Ko

Ko 0Ky

We hence obtain

/ (u? + |Vu|?)e*? de < K’/ |Pul?e®* dx

20 Ko
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+K/ W+WWWWW+KV/ (u® + [Vul*)e?* dr.
Ko\Kz, 9K,

By denoting h(z) = e**, and since 91 > zp in K,,, 1 < Rin Ky and ¢ < 2
in Ko\ K., (see the left figure of 2), it follows that

Al | e,y < K| Pul[Ta ey + K50 |l 3 1,

RN ([l oy + 100l 200 )
and thus for sufficiently large A,
lull e (i) < KA PETRED (1| Puf| L2 1) + [[ul| 1 0x0) + 1100l | L2 (0x0))

4+ K" e AMh(z0)=h(=1)) [l £ (1) -

Taking into account the fact that h(R) — h(z9) > 0 and h(zo) — h(z1) > 0, by
changing variable A\ — ¢ we obtain that there exist s, ¢, > 0 such that for all
g, 0 < e < e, for all u € H*(Q),

(I1PullL2(xo) + lull a1 or0) + 1OnullL2(o50)) + €° Null i (5,)-

&
|l (x.,) < z

This ends the proof since Ko C Q, 0Ky C T and K., = {z € Q, dpa(x) +
r%(2)/2 < R — 2z} can be written Q N wp, where wy is a neighborhood of z,. B

In order to prove proposition 4, we need the two following lemmas.

Lemma 3 : Let s, 8, A and B denote four non negative reals such that
08 < B. If 3¢,e9 > 0 such that Ve, 0 < € < g,

g<fA+ye B,
€

then

B<CATTIB,
where C(s) = max(D(s), D(s)),

s

D(s) = ¢oi1 (s75T + s~ 51),  D(s) = (c/ssésﬂ)) L

C(s) is a bounded function on each interval [0, so].

Proof: We denote €,,;, and f;, the minimizer and the minimum of
c
fe)=Sa+eB
€

respectively, that is

with

INRIA



Conditional stability for ill-posed Cauchy problem 15

One should distinguish two cases. First, if €9 > €ip, the result follows with
C = D(s).
If g < €nin, One has

cA 1

S+1
sB)

g0 < (

)

and hence
B<A (c/ssgs+1)) .

Using assumption § < B, we obtain

with .
D(S) — (C/Sgéerl)) s+1 ’

and the result follows with C' = D(s). To prove that C(s) is a bounded function
of s € [0, so] for fixed &g, we just have to verify that D(s) and D(s) are continuous
on [0, so], in particular at 0. W

Lemma 4 : If Q ¢ RY is a bounded, connected and Lipschitz continuous
domain, and if dgo(x) denotes the distance of x to OY, then Vr €]0,1/2[, Vu €
H7(4),

u
H%Hm(m < Cllul|gr (0,

with C' > 0 depending only on r and on §).

Lemma 4 is known as Hardy’s inequality and is proved for example in [10],
p. 6.

Proof of proposition 4 : The first step consists in finding an estimate far
away from xg, by applying proposition 1 with function ¥ = - defined by
(5). Here Ko = {z € B, 12(z) > 0} and 0Ky = {z € B, ¥»(z) = 0} (see the
definition at the beginning of section[3.1 and the right figure of[I). We consider
the domains K, ,» = {z € B, 2z < () < 2/}, with 0 < 2 < 2/ < ro. For
v € H3(B), there exists K, \g > 0 such that for fixed (sufficiently large) a > 1
and for all A > g,

/ (0?2 + |Vv|?)e* M dr < K |Pv|?e?*? da + K)\Q/ (v + |[V|?)e* dr.
Ko

Ko 0Ko

Let € be such that 0 < & < rg. Denoting again h(z) = e®*, since ¥o > € in
Ks,roa 1,[)2 < Ro in K() and d)g =0on (9K0, we obtain

ezAh(s)HUH%l(K“O) < Kez,\h(Ro)||pv||2L2(K0)+K)\262>\h(0) (||y||§11(aK0) + ||5'nv||2L2(3K0)) ,
and hence, by using a classical trace theorem,
|\U||H1(K5,TO) < K/@A(h(Ro)—h(s))||PU||L2(KU) +K’)\e_)‘(h(s)_h(o))||UHH2(K0)-

We notice that h(g) — h(0) > as > ¢ and A < (2/¢)e®*?, whence there exists
d, L > 0 such that

1 _
[Vl (1. 1) < L Pl 2210 + L€ oll2co)-
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16 Bourgeois

Next, s > 0 and g > 0 are uniquely defined by e = 1/u and e~ =pc It
follows in particular that s = £/d, and for 0 < pu < po = e~ Vv € HZ(B),

1
ellollm k... < ;LEHPUHLZ(KO) + 17 Lol 2 (k)
We apply lemma 3 with s = ¢/d, 8 = 5||UHH1(KE,TO) , A = Le||Pv|| 12 (ko)

and B = L||v||g2(k,). There exists C' (independent of ¢) such that for € with
0 < e < g, for v e H3(B),

d
/1 =
lolln e < € QPollae) = (Hlellie)

At this step we reproduce exactly the same calculations as in [19]. We introduce
now s > 0, such that

it follows that

€

—d(g e+d s 5d
ollzr 1) < € (72Nl 20y ) ™ (ol r2a00)) 77 -

Moreover,
5—%(5-‘-1) _ eg(s—i-l) log 1 7

and for small ¢, if we introduce p > 1,

(which is obtained by remarking that log1/e#~1 < 1/e#~1 for small €). This

leads to i)
d S
6*;(5+1) < e—1er

and finally, Vs > 0, Vu > 1, 3¢ > 0 such that for sufficiently small ¢, Vv €
HE(B),

c = s s
ol (., < C (e /€H|‘P“|\L2(Ko)) (ol a2 rc)) 7 -
By using the fact that Va,b > 0, Vp € [0, 1], a?b' =" < a + b, we obtain
Hv||H1(Ks,ro) <C (eC/E‘LHP'U”L?(Kg) +53||UHH2(K0)) .

We denote I, = K. N B(xg,79), and J. the complementary part of I in b with
b= QN B(xg,r0) (see the right figure of 2). Since for x € B(zg,r9) we have
Y2 = dagq, it is easy to verify that I. C K. ,,. We finally have

ollzrany < € (/" [1Pol 2oy + €0l 20 ) - (6)

INRIA



Conditional stability for ill-posed Cauchy problem 17

The second step consists in finding an estimate of [|v||g1(;.) uniformly in e,

with the help of lemma 4 in the domain b for v € H3(B). It follows that for all
r €]0,1/2],

v
||dTHL2(b) < Clllar@),
b
and since dgp < dyg = Y2 < € in J,
[[0l[L2(5.) < Celvllar@y < Cellollgi/2m)-

By using a classical interpolation inequality and a Young’s inequality, it follows
that Vn > 0,

2r
r 1/2 1/2 €
ollz2r) < C < lolli2 lell¥2, < € (nnvm@ +n||v||Lz<b>) |
Since the above inequality is also true for the first derivatives of v, it follows
that ¥r €]0,1/2[, 3C" > 0 such that Vn > 0,

827‘
[l ey < €7 <n|v||H2(b) +77||U|H1(b)) : (7)
Using [|v|[g1) < |vl|a1 1) + |[v]| a1 (., and gathering (6) and (7), we obtain

ol 10y < € (€7 11Pul 2y + 10l 203 )

2r
€
+C' <77||v||H2(B) +77||U|H1(b)> .

Choosing s = 2r and 7 such that C'n = 1/2, we obtain Vr €]0,1/2[, Yu > 1,
J¢ > 0 such that for sufficiently small €, Vv € HZ(B),

ol < € (/= IPoll 2y + 2 ol ) -

where C' is a new constant. We obtain that Vs €]0,1[, 3¢ > 0 such that for
sufficiently small ¢, Vv € H3(B),

vl m2y < €F||PV]|12(ro) + €51 |v] 12 )-

The third step consists in coming back to a function u € H?(2). To this end
we consider a function x € C§°(B(wo, Ro)) such that x = 1 in B(xo,r1) with

0<rg<r < Rp,and v = xu € HZ(B). Applying the previous estimate to v,

and denoting D, ,» = B(zo,2’) \ B(zo,2) for z < 2/, one obtain there exists a
new constant C' such that

||ul| 1) < Ce* (||PU|\L2(K0) + ||u\|H1(KonDr1,Ro>) + Ce™||ull a2 ().

Given the particular definition of v, we have Ko N D, r, C €. Indeed, assume
that x € Ko N Dy, g, and dpn(x) =0, then

Yale) = =3 (L= 0r(@)) [z — 2ol < —3(1 = 1(ra))r <0,
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which is not possible. We conclude that there exists a neighborhood w of ¢ and
an open domain wy €  such that Vk €]0, 1], there exist ¢, > 0, Ve €]0, &¢],
Vu € H%(Q),

ull i (orw) < € (I1Pullrz@) + 1l wn)) + €% lull g2,
which completes the proof. B

Remark 2 : As can be seen in the proof of our Carleman estimate in
proposition 1, the choice of ¢ and ¥y as set in (3), (4), (5) is not possible
when Q is not C1'! any longer, because in such situation (see remark 1) the
components of V2dsq and hence of V24, (i = 1,2) may be not functions any
more in the classical sense. This is the reason why for Lipschitz domains, in
particular, another technique has to be used (see [3]).

3.3 Derivation of the final estimate

Our final estimate for C'*! domains results from propositions 2, 3 and 4. Pre-
cisely, proposition 3 enables us to ”propagate” Cauchy data on I'g to a neigh-
borhood of any smooth point zg of I'g, in particular to an open domain wg € €.
Proposition 2 enables us to ”propagate” data from this open domain wy to any
other open domain w; € ). Lastly, proposition 4 enables us to propagate data
on an open domain w; € ) up to a neighborhood of any point =z € 9.

Theorem 2 : Let Q be a bounded and connected domain Q C RN with a
CY! boundary 09). IfT'y is an open domain of OS2 such that there exist zo € T
and T > 0 with 0Q N B(xg,7) C Ty, then
Ve €]0,1[, Je,e0 > 0, Ve €]0,e0[, Vu € H?(Q2),

ull () < €€ (I|[Pull 2oy + ullm o) + 10null2ry)) + € ull 2. (8)

From theorem 2 we obtain the following corollary.

Corollary 1 : With the assumptions of theorem 2, Vk €]0,1[, 3C,d9 > 0
such that V§ €]0, 00, Yu € H*(Q) with

lullaz) < M [[Pull 2 (@) + [Jull a1 @) + [10nul|L2(ry) <6,

where M is a constant,
M
<Cori—ro.
el < gz
Proof: We deduce from theorem 2 that for ¢ < gq,
lul| 1@y < €76 + Me". (9)
Denoting f(g) = e“/¢§ + Me" for € > 0, the minimizer €,,;, of f solves
M c e/s

9(Emin) = 5 g(e) == T

INRIA



Conditional stability for ill-posed Cauchy problem 19

The function g is non increasing with g(0+) = +o0 and g(+00) = 0, so that the
above equation has a unique solution &,,;, for each § > 0.
If eg > €min, then by choosing & = €,,;,, in (9) we obtain that

K
l[ul| g1 o) < (;50 +1)Mey,;,, = CMey, (10)

min®
For sufficiently small 8, &,,,4, is sufficiently small to have for some ¢’ > ¢,

M ’
? = g(emin) < e° /Smin'

It follows that e, < ¢//log(M/d), and we obtain the required result by plug-

ging this estimate in (10). If €9 < &40, We obtain g(eg) > M /4§, and thus

M

|ullg1 o) <M < g(e)d = CW'

The result follows from the fact that for small 6, M/§ > (log(M/0))". In our
proof, C'is independent of u, M, 5. B

Remark 3 : Let I'; denote the complementary part of I'g in 9€). It follows
from corollary 1 that that for all x €]0, 1],

M
(log(M/8))~"

for all u € H?*(Q) such that Pu = 0, ||u||g2(q) < M for some constant M > 0
and |[ul| g1 (rg) + |Onul||L2(ry) < 6 for sufficiently small §. This estimate should
be compared to the one proved in [6] for 2D functions in C?(Q2) with the help
of a Carleman estimate obtained in [4].

Hu”Hl/Z(Fl) + ||anu||H*1/2(r1) < C(k)

It is useful to complete theorem 2 with the following one in a truncated do-
main, which is more classical (see for example [12]). It results from propositions
2 and 3.

Theorem 3 : We consider a bounded and connected domain Q C RN of
class Cb'. IfTy is an open domain of OS2 such that there exist xo € g and 7 > 0
with 0Q N B(zg,7) C Lo, then 3s,c¢,e9 > 0 such that Ve €]0, o[, Vu € H2(),

c S
[l (,) < B (I1Pull 20y + Jull g rg) + |Onullz2rg)) + &% llullmr ),  (11)

c
ullm2(0,) < - (I1Pull 20y + lull grase gy + [|Ontll sz ry)) + €% |ullmr (o),
o (12)
where Q, is defined, for small p > 0, by Q, ={z € Q, d(z,I'1) > p}, and I’y

is the open domain of O such that ToNT; =0 and 0 =Ty UT};.

Proof: The estimate (11) is an obvious consequence of propositions 2 and
3. The proof of requires the following regularity estimate, which is easy to
derive. For p' > p, there exists C' > 0 such that for all v € H%(Q) with v|p, =0
and (Opv)|r, =0,

vllm20,,) < Clolla@,) + 1Pl g,))- (13)
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We can define (ulr,,Onulr,) € H?(Ty) x HY?(Ty) for u € H?(R), and a
continuous extension E : (go,g1) € H3/?(Ty) x H/?(Ty) — @ € H?(Q) such
that (@|r,, Ontlr,) = (90, 91) (see [10], p. 37).

Let us suppose that & = E((ul|r,, Ont|r,)). Since v := u — @ satisfies (11) with
vlr, = 0 and J,v|r, = 0, and since v satisfies (13) as well, we obtain that for
small p > 0,

C S
[vllE2(,) < g||PUHL2(Q) + e vl g (-

We obtain the estimate (12) by coming back to the function u and using the
continuity of £. B

4 About the sharpness of the stability estimate

In this section, we prove that the estimate is nearly sharp in a sense we define
later on. In this view, we take P = —A, Q is the 2D rectangle |0, X[x]0,Y]
and Ty is the segment ]0,Y[ on the y axis. Q is not a domain of class C1:!.
Nevertheless, (8) holds in € for functions u defined in |0, X[xR such that u €
H?(Q) and u(z,y+Y) = u(x,y), for all (z,y) €]0, X[xR. We prove this simply
by using propositions 2, 3, 4 and the Y-periodicity of function u along the y
axis.

The estimate (8)) is nearly sharp in the following sense : there does not exist a
function ¢ — g(g) with lim._ g(¢)/e = 0, such that for some ¢,9 > 0, for all
e €]0, go[, for all u such as described above,

lullfr () < e ([|Aullzzay + [ull gy + 10nullz2 o)) + 9(€) fullzz o).

In other words, g cannot decrease faster than £ when ¢ tends to 0. Since in (8)
g(e) = e for all k < 1, this proves that (8) is nearly sharp.

We prove this by contradiction. Assume lim._.gg(¢)/e = 0. We define, for
X >0 and Y = 27, the following sequence of functions, which is inspired from
the famous example of Hadamard.

mx imy
)

um('r7y) = ¢(x)em(a:,y), em(xvy) =c ¢

with m € N and ¢ is a C? function defined in R by

p=0 <0
$>0 0<z<A
o=1 x> A,

with X > A > 0.

We have of course u,,, € H?(Q), U, (z,y+Y) = un(z,y) for all (z,y) €]0, X[xR,
and the definition of ¢ leads to u,,|r, = 0 and (Oytm)|r, = 0. From the stability
estimate, we obtain that for all m € N and for all € < &y,

im0y < 5[] At | 2(0) + () [um]|12(0)- (14)
After some simple calculations, we have

Oy,

Ouyy,
y

o — (o + & Jem(,9),

- (Zm¢) €m (‘T7 y)a
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Conditional stability for ill-posed Cauchy problem 21

2 2
0 Um 0 Um

0x0y -

= (m2¢ +2me’ + ¢"Nem(z,y), im(me + ¢ em(x,y)

0?uy,
Oy?

Now let us consider the estimate (14). Concerning the left-hand side, we obtain
after some simple calculations and by using the fact that ¢(x) = 1 when z €

[A, X] that
||umHH1(Q) > Cl\/%\/ e2mX — €QMA7 (15)

for some constant C; > 0. Concerning the right-hand side, by using the fact
that sup;_g 1 o Sup,cp |69 ()| < +00 and ¢/(z) = 0 when z € [4, X],

HAum”LZ(Q) < CQ\/%\/ e2mA 1, ||um|\H2(Q) < Cgm3/2 ve2mX 1, (16)

for some constants Co,C3 > 0. Combining the estimates (14), (I5) and (16),
we obtain that for all m and all € < &y,

VemX — e2mA < Cefl\/e2mA 1 4 Cg(e)m/e2mX — 1,

for some constant C' > 0. Dividing the above equation by ve2mX — 1, we obtain

V1 — e2m(X—-A) V1 —e2mA
< Oec/sefm(XfA)
V1 — e—2mX - V1 — e—2mX

It remains to select n such that 0 < 7 < X — A and define the sequence
(em)m such that e, = 1/(km) with k = (X — A —n)/c > 0. Hence we have
e¢/em=m(X=A) — =1 The left-hand side of (17) converges to 1 when m —
~+o00, while the first term of the right-hand side tends to 0 when ¢ is replaced
by €m, as well as the second term since g(1/m)m — 0 when m — +o0o. Thus,
we have found a contradiction.

= —(m?¢)em(z,y), Aupy = (2me’ + ¢ )em(z,y).

+ Cg(e)m. (17)

Remark 4 : To the author’s knowledge, the validity of (8) for k = 1 is an
open problem, even for domains of class C'*°.

5 Application to the method of quasi-reversibility

In this section, we use the stability estimates obtained before in order to derive
some convergence rates for the quasi-reversibility method, and therefore to com-
plete the results already obtained in [14] in truncated domains. The method of
quasi-reversibility, first introduced in [15], enables one to regularize the ill-posed
elliptic Cauchy problems. Specifically, we consider a domain ) as described in
the statement of theorem 2, and a truncated domain {2, as defined in the state-
ment of theorem 3.

Now we assume that u € H?(Q) solves the ill-posed Cauchy problem with
(90, 91) € H32(Tg) x H'/*(Ty) :

Pu=0in Q
ulr, = go (18)
6nu|F0 = gl'
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Given some noisy data (gg,gg) € H*/?(To) x H'/?(I'y) with
1195 — gollzs/2(ry + 197 — G1llmrr2 gy < 0,
we consider the formulation of quasi-reversibility for o > 0 : find ug € H?(Q),

such that Vv € H?(Q2), v|r, = dnv|r, = 0,

(Pug, PU)L2(Q) + a(ug, U)HZ(Q) =0
ugro = 9§ (19)
6”“2‘1—‘0 = gir
Using Lax-Milgram theorem, we easily prove that formulation (19) is well-posed.

If we denote u, = u, which is the solution of quasi-reversibility without noise,
we obtain for some constant Cy > 0,

g
l|ug, — uallm2(0) < Cbﬁ~ (20)

On the other hand, we easily prove by using (I8) and (19) that there exist
constants Cq,Cy > 0 such that

HUQ—UHH2(Q) SCl, HP(UQ—U)||L2(Q) SCQ\/& (21)

Using (21) and then corollary 1, theorem 3 (combined with lemma 3) for function
Uy —u € H?(2), we obtain there exist v €]0,1/2[, C(k) > 0 for all x €]0,1],
such that for sufficiently small @ > 0,

[ua = ull2(q,) < Ca7, (22)

1
(log(1/c))"
Choosing o = ¢ in (20), we obtain exactly the same estimates for u7 — u as

in (22) and (23) simply by replacing the regularization parameter « by the
amplitude of noise ¢ in the right-hand side.

[t — ul| 1) < C(k) (23)

Remark 5 : In [2], theorem 3 is not optimal in the sense that we can obtain
the Holder convergence rate (22) and not only a logarithmic convergence rate
as stated in the theorem.
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